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Following Trends and Triggers

Estimating State Instability
J. Eli Margolis

“Estimating state 
instability is more than 

warning. It is a structured 
analysis of instability 
types, their likelihood 

and potential impact on 
US national interests, 

and their most likely and 
most dangerous 

”
manifestations.

The events of the “Arab 
Spring” that swept the Middle 
East in early 2011 focused poli-
cymakers’ attention on the 
problem of state instability. As 
they struggled to catch up to 
events, more than one lamented 
the lack of intelligence warn-
ing. The president reportedly 
said he was “disappointed with 
the Intelligence Community.” (A 
White House spokesman later 
denied this was the case.)1 The 
chairwoman of the Senate 
Select Committee for Intelli-
gence added that “these events 
should not have come upon us 
with the surprise that they 
did…there should have been 
much more warning.”2 The 
chairman of the Joint Chiefs of 
Staff reflected that events had 
“taken not just us but many 
people by surprise.”3

While right to demand warn-
ing, these leaders were wrong 
to limit the scope of intelli-
gence to warning. Estimative 
intelligence that was focused on 
the prospects and likely shape 
of instability in the region 
would have helped policymak-
ers develop plans and strate-
gies to respond.

Estimating state instability is 
more than warning. It is a 
structured analysis of instabil-

ity types, their likelihood and 
potential impact on US 
national interests, and their 
most likely and most danger-
ous manifestations. This kind of 
analysis goes beyond determin-
ing probabilities. It also struc-
tures scenarios and evaluates 
the potential impact of events.

In this article, I introduce a 
structured, qualitative method 
for estimating state instability. 
The first section reviews and 
critiques existing approaches, 
identifying their strengths and 
weaknesses. The second sec-
tion presents a method for 
addressing these weaknesses 
and introduces four analytic 
tools.

Approaches to State 
Instability

Government, business, aca-
demic, and nonprofit organiza-
tions assess state instability 
with analytic approaches as 
varied as their goals.4 These 
methods, which generally 
either use quantitative or quali-
tative approaches, can be both 
innovative and problematic.5

Quantitative
A wide range of predictive and 

current quantitative models of 
state instability exist. Notable 
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predictive models include three 
developed under government 
sponsorship: Fuzzy Analysis of 
Statistical Evidence 
(FASE—US Army), Integrated 
Crisis Early Warning System 
(ICEWS—US Army) and the 
Political Instability Task Force 
(PITF—CIA).6 Models that 
evaluate current condi-
tions—or indices—are more 
common. These have ties to 
government, (Country Indica-
tors for Foreign Policy [CIFP], 
Canada), business (Political 
Instability Index, Global Politi-
cal Risk Index), academia 
(Index of State Weakness, State 
Fragility Index), and non-prof-
its (Failed States Index [FSI]).7

Several strengths of these 
approaches enable intelligence 
support to policymaking. First, 
some of them are effective. With 
successful prediction rates of 
around 80 percent, the three 
predictive models cited above 
have enormous potential as 
sources of warning.8 Proven 
success provides credibility and 
wins the trust of leaders.9

Second, these models are com-
parative and permit leaders 
and staff members to survey 
the world quickly for warning 
signs and to benchmark coun-
tries against others, in the 
region or in the news. Clear 
plots over time provide for lon-
gitudinal comparison and intui-
tive pattern recognition. And 

the tables and maps of CIFP, 
ISW, or FSI, for example, make 
comparisons visually appeal-
ing, informing policy discus-
sions without bogging them 
down in methodology.

Last, numbers allow preci-
sion. Policymakers and their 
staffs feed on details. The iden-
tification of a 10-percent decline 
is more helpful than a judg-
ment of “decreasing” stability; a 
60-percent risk is more con-
crete than “likely.” The preci-
sion of these models has the 
potential to raise the impact 
and effectiveness of intelli-
gence.

Unfortunately, the quantita-
tive models’ weaknesses inhibit 
their use as intelligence tools to 
support policymaking. First, 
these models are limited to 
warning. The best among them 
predict instability; the rest 
measure vulnerability. Neither 
of these helps leaders think 
through the shape, scale, or 
pace of the threat presented by 
a potential instability crisis. 
These models are all probabil-
ity and no impact.

Second, they can be mislead-
ing. Policymakers paying atten-
tion to the recent history of 
popular current stability indi-
ces, for example, could not have 
anticipated that instability 
would sweep across the Middle 
East. As the table on the facing 

page shows, four current indi-
ces buried countries like Tuni-
sia, Egypt, Libya, and Syria 
beneath at least 30—but some-
times as many as 100—others 
in rankings from 2007 through 
2010.

Third, too few pass the “warm 
Pepsi test:” the imperative to 
provide information that can-
not be gained from a sharp 
undergraduate in exchange for 
a warm Pepsi. The top 10 coun-
tries to worry about are no sur-
prise to leaders, who do not 
need complex models to recog-
nize the fragility of Somalia, 
Iraq, or Burma.10

Last, they are generic, privi-
leging uniform scholarship over 
a tailored case-specific rele-
vance. The models approach dif-
ferent types of states in the 
same way. Policymakers are 
asked to accept work that 
grades Ireland and Iran using 
the same score sheet. More-
over, none of the models con-
sider the importance of 
unstable states to the national 
interest of the United States or 
its allies.

Overall, these weaknesses 
keep quantitative models of 
state instability out of most 
important decisions. Where 
they are effective and included, 
their impact is limited to warn-
ing. To date, quantitative 
approaches have helped to 
sound alarms, but not to 
develop policies, plans, or strat-
egies to address potential 
crises.11

To date, quantitative approaches have helped to sound alarms,
but not to develop policies, plans, or strategies to address po-
tential crises.
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Qualitative
Although several structured 

qualitative approaches to esti-
mating state instability exist, 
explicitly predictive frame-
works are rare. Outside of gov-
ernment, analogy-based and 
Delphi forecasts are relatively 
common.12 Most measure the 
vulnerability of systems 
(trends), and some assess 
events that might overwhelm 
particular systems (triggers). 
Within government, these 
include Indicators (CIA), Stra-
tegic Conflict Assessment (UK), 
and the Stability Assessment 
Framework (Netherlands).13

The strengths of this group 
have earned its products an ear 
with policymakers. First, the 
approaches are intuitive in 
ways that complicated models 
are not. It is easier to connect a 
forecast of stability with trends 
than with a statistical measure 
like infant mortality rate, for 
example. It is also harder to 
believe a quantitative warning 
of instability that does not con-
sider case-specific dynamics 
like grievances or actors. This 
intuitive advantage of the qual-
itative models enables leaders 
to use such products more effec-

tively in interagency or public 
debate. Policymakers need to be 
able to do more than cite 
abstract stability scores.

Second, the qualitative mod-
els are adaptable. A trends-and-
triggers approach is like Vel-
cro; it sticks to everything from 
provinces to states to regions. It 
can be made to fit different 
regime types, economic models, 
and ideologies. This ability to 
integrate the unique traits of 
its subject raises this method’s 
credibility with policymakers. 
Further, case-specific details 
can teach leaders as well as 
warn them. A Strategic Con-
flict Assessment of Venezuela, 
for example, will leave its 
reader knowing more about the 
country than a glance at the 
country’s PITF or FSI rating.

Finally, qualitative 
approaches play to the 
strengths of most intelligence 
agencies, which are long on 
country experts, but short on 
statisticians. They also reduce 
the practical challenge agen-
cies face in quality control. 
Adherence to structured quali-
tative approaches requires only 
discipline because analysts 

already have the required 
skills. In contrast, adopting 
quantitative models may 
impose significant new train-
ing demands.

This group also has weak-
nesses, however. First, these 
methods still do not move far 
beyond probability. Trends and 
triggers can be combined to 
estimate the likelihood of insta-
bility and perhaps the shape of 
its onset. After that, the lights 
go dark. The general estima-
tive judgments needed for plan-
ning—scenario types, scale, and 
course; regional responses; and 
consequences—tend to be 
absent. A generic warning of 
instability in Libya, for exam-
ple, would not have helped 
Western governments prepare 
policy options for its break-
down in early 2011. Libya’s 
path would have remained a 
mystery: Would the crisis move 
toward repression, coup, civil 
war, or something else?

Second, this weakness is com-
pounded by a tendency to 
encourage analysis focused 
more on the past than on the 
future. These approaches out-
line sophisticated ways to plot 
past trends and to identify 
potential future triggers, but 
they do not provide a logic to 
guide the combination of the 
two into a forward-looking judg-
ment of probability. Their force 
fades quickly as judgments 
move into the future.

In the end, however, the bal-
ance of benefit between quanti-
tative and qualitative 
approaches hinges on the abil-

Failed States Index

State Fragility Index

Tunisia Egypt Libya Syria

122, 122, 121, 118* 36, 40, 43, 49 115, 111, 112, 111 40, 35, 39, 48

97, 89, 100, -- 53, 50, 48, -- 82, 75, 100, -- 72, 75, 75, --

Economist Intelligence Unit

Index of State Weakness

67, --, 134, -- 75, --, 106, -- 133, --, 137, -- 65, --, 94, --

--, 112, --, -- --, 78, --, -- --, 86, --, -- --, 59, --, --

Instability Rankings of “Arab Spring” Countries, 2007–2010

*Rankings listed by year: 2007, 2008, 2009, 2010, respectively. Each ranking number indicates
that there were n countries at greater risk of instability or failure than the listed country that year.
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ity of each to produce estima-
tive judgments. Here, despite 
their strengths, sophisticated 
quantitative models do not 
carry much weight; most 
remain limited to warning. 
Instead, structured qualitative 
approaches show more prom-
ise, although it remains a prom-
ise yet to be fully realized.

Estimating State 
Instability

This section introduces a 
method that resolves the weak-
nesses of current structured 
qualitative approaches to esti-
mating state instability. It 
builds on theory, joins trends 
and triggers into a logic of prob-
ability, and results in judg-
ments able to inform policy, 
plans, and strategy.

The method is a framework, 
not a formula. It structures 
analytic processes to facilitate 
transparency and debate, gen-
erate wider considerations, and 
permit assumptions checks. It 
still leaves the analysis in the 
hands of analysts. Only its 
users can provide the expertise 
needed to make it work.

The method works within a 
behavioral understanding of 
political stability, which is 
focused on acts, roles, regular-
ity, and gaps.14 An act is politi-

cal to the extent that it 
influences the distribution of 
power within a state. But its 
meaning—stabilizing or desta-
bilizing—rests in its relation-
ship to its context, specifically, 
formal and informal roles 
(“Does the act violate legal or 
social expectations?”) and regu-
larity (“Does the act break from 
its own past patterns?”). To a 
greater or lesser degree, role-
breaking or irregular acts rep-
resent occurrences of instabil-
ity; they challenge rather than 
affirm the distribution of power 
within a state.

While current intelligence 
might focus on the occurrence 
of role violations, estimates 
must look at their potential. 
The behavioral definition of 
instability is focused on poten-
tial.

Political stability is the 
degree to which the for-
mal and informal 
coincide…. When the for-
mal roles and structures 
set by authority match 
those constructed by infor-
mal social interaction, an 
object is stable. When 
either set of roles or struc-
tures change so they 
conflict, an object is 
unstable to some degree.... 
Perfect stability is total 

correlation; perfect insta-
bility, the total absence of 
correlation.15

The size of the gap between 
formal and informal roles fairly 
represents a state’s potential 
for instability. This is the corre-
spondence between law and 
custom, between the expecta-
tions of the state and the expec-
tations of society. When divided, 
they place people and institu-
tions in tension and set one role 
against another, making dis-
ruptions more likely. 

Governments and societies 
usually narrow this gap 
through four stabilizing dynam-
ics that work to realign formal 
and informal roles.

• The state can enforce its set of 
roles on society by using its 
authority. It may pass laws 
and enforce them with secu-
rity forces, for example.

• The state can reform its roles 
to match society through resil-
ience. It may change laws in 
response to social pressure, 
for example, or expand its role 
suddenly to respond to urgent 
needs in a crisis.

• Society can recognize and 
accept the roles set by the 
state through legitimacy. It 
may accept new challenges 
such as taxes or rationing, for 
example, out of a belief in the 
state’s right to rule on such 
matters.

The balance of benefit between quantitative and qualitative ap-
proaches hinges on the ability of each to produce estimative
judgments.… [Of the two,] structured qualitative approaches
show more promise.
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• Society can enforce its set of 
roles on the state by attempts 
at replacement. It may reject 
incumbents at the polls, for 
example.

The failure of these four stabi-
lizing dynamics does not auto-
matically lead to instability 
events, however. Often, oppor-
tunity is also needed to convert 
existing tension into acts of 
instability. Beyond the gap, 
some social, economic, and envi-
ronmental conditions correlate 
highly with acts of instability. 
They are not causes, but they 
are key enablers.16

Three of these four stabilizing 
dynamics lend themselves to 
analysis as scenario types and 
trends: authority, resilience, 
and legitimacy. Their develop-
ment over time determines a 
country’s vulnerability and the 
shapes of potential instability 
crises. (International events 
matter to the extent that they 
influence these three trends.) 
Opportunity is important as an 
additional consideration.

Scenario types
The needs of leaders require 

disaggregating the elements of 
instability. Too often, analysts 
lump together crises that poli-
cymakers never would—coups 
and protests, for example, or 
civil war and genocide.a 17 Dif-
ferent instability crises imply 
different policy responses. Intel-

ligence assessments should pro-
vide insight into these different 
types of crises.

Generic scenario types are 
more helpful than detailed fore-
casts. Specific futures are end-
less, with details certain to be 
situation-dependent. In con-
trast, generic scenario types 
can capture sets of expecta-
tions while remaining flexible 
and allowing for structured 
estimates of impact.

Three policy-relevant types of 
instability are important. Each 
assumes a failure of one trend, 

or stabilizing dynamic. While 
the model identifies four, three 
are acute and would be likely to 
challenge US policy.b

• First, a crisis of authority 
refers to a state’s inability to 
enforce its rule. Here, a state 
cannot control all of the area 
or enforce all of the laws it 
claims. Though not exclu-
sively, this often emerges from 
elite-level dynamics, e.g., lead-
ership weakness or divisions. 
Coups d’état, secession con-
flicts, and civil wars are all 
examples of crises of authority.

a The PITF, for example, groups together civil wars, adverse regime changes (authoritarian backslide, revolution, state failure), and geno-
cide in its handling of instability.
b In the behavioral model, a crisis of “replacement” would be a leadership’s persistence beyond its natural term, thus cancelling the stabi-
lizing dynamic of replacement. Crises of this kind are likely to evolve slowly and are less likely than the other types to threaten US 
national interests.

Crisis of authority

Crisis of resilience Crisis of legi�macy

Indonesia
(post-Suharto)

Malaya
(pre-split)

South Vietnam
(under Diem)

China
(Deng reforms)

Indonesia
(East Timor)

Bri�sh Malaya
(Emergency)

Philippines
(Mindanao)

Thailand
(post-Thaksin)

South Korea
(Democra�za�on)

China
(Tiananmen)

Indonesia
(Papua)

Indonesia
(post-tsunami Aceh)

Burma
(post-Cyclone Nargis)

North Korea
(Famine)

China
(Great Leap Forward)

Japan
(post-Fukushima Daiichi)

Burma
(outer provinces)

Cambodia
(post-Khmer Rouge)
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• Second, a crisis of resilience 
refers to a state’s ability to 
adapt. Here, a state cannot 
meet its basic responsibilities 
and is unable to change its 
pattern of relationships with 
society. Again, not exclu-
sively, this is often an institu-
tional-level dynamic, clearest 
in state failure, policy fail-
ures or deadlocks, and impo-
tent responses to natural 
disasters, for example.

• Third, a crisis of legitimacy 
refers to a society’s view that 
a regime has lost the right to 
rule because it is wrong or 
unjust. Though such a crisis 
affects everyone, this is often 
a popular-level dynamic, 
clearest in protests, revolu-
tions, and insurgencies.

These scenario types overlap 
and are interrelated, as shown 
in the examples from East 
Asian history below. Though 
artificial, the separation of 
instability types helps to give 
structure to analysis.18

Probability: Trends and 
Triggers

The probability of a state’s fall-
ing into instability is a function 
of “trends” (which measure 
broad patterns in authority, 
resilience, and legitimacy over 
time) and “triggers” (events 
likely to precipitate state insta-
bility). The lower a state’s 
authority, resilience, or legiti-
macy, the less potent a trigger-
ing event would have to be to 
disrupt stability. The impact of a 
self-immolation, for example, is 
less likely to spread in a state 
able to crack down effectively on 
dissent (authority), adjust its 
policies (resilience), or rely on 

the support of the majority 
(legitimacy). Thus, a self-immo-
lation caused a crisis in Tuni-
sia, where the gaps in these 
dynamics were wide.

To measure trends, indicators 
appropriate to each state are 
required. (An indicator related 

to religion, such as clerical 
approval, will better reflect con-
ditions in Syria, for example, 
than it would in Japan.) As in 
the Stability Assessment 
Framework, periodic scoring 
along a defined, coded scale 
permits creation of graphs to 
ease pattern recognition and 

Sub-indicator: Values

Dynamic: Legi�macy

Extremely high
Ci�zens willingly internalize and defend na�onal ideology and values re�ected in government 
policy. Religious, iden�ty, or ethnic-based grievances are very rare or non-existent.

9

8 Very high

High
Ci�zens feel the government corresponds with their values generally, even if they disagree on 
some policies. Appeals to narrow religious, iden�ty, or ethnic issues are unsuccessful.

7

6 Signi�cant

Moderate
Ci�zens accept government ideology and policies as re�ec�ng many social values. Appeals to 
narrow religious, iden�ty, or ethnic issues �nd a limited audience, leading to isolated tension.

5

4 Adequate

Low
Ci�zens doubt whether their leaders—indeed, the state—share their values, and ques�on 
government policy as a result. Religious, iden�ty, or ethnic-based grievances strain social order.

3

2 Very low

Extremely low
Ci�zens reject the values underwri�ng na�onal ideology and policy, and debate the right of the 
government to rule. Religious, iden�ty, or ethnic issues divide the state and society.

1

Authority

Period 1 Period 2 Period 3 Period 4

Indicator 1

Indicator 2

Etc

8.0 8.2 7.9 7.8

9 9 9 8

8 8 8 8

Resilience

Indicator 1

Etc

7.4 6.5 5.2 4.7

7 7 6 5

10.0 = Highest; 0.0 = Lowest

Hypothetical Indicators Tables and Graph
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comparative analysis. (See 
examples on preceding page.)

The interpretation of trend 
graphs is necessarily compara-
tive, usually over time and 
within states, as patterns will 
mean different things for differ-
ent states, regime types, and 
cultures. In a democratic or tra-
ditionally localized society, for 
example, a low authority trend 
may not suggest vulnerability. 
In that same state, however, a 
declining authority trend will 
signal an increased risk of 
instability, as it is low relative 
to its own historical baseline.

Occasionally, comparisons 
may be revealing, especially 
among uniquely similar states 
or historical cases of instability. 
A trend comparison between 
postcommunist systems in 
China and Vietnam, for exam-
ple, may yield insight. Simi-
larly, the analysis of historical 
patterns in East European 
states before the collapse of 
their communist systems may 
test conclusions drawn from 
within-state analysis.

The trend graph also hints at 
likely scenario types. A country 
with resilience- and legitimacy-
centered vulnerabilities—as in 
the hypothetical examples in the 
foregoing graph—is less likely to 
experience a crisis of authority. 
These patterns of vulnerability 
can suggest that the probability 
of a crisis has increased.

There still remains the prob-
lem of identifying triggers, a 
difficult challenge for two rea-
sons. First, triggers historically 
have been difficult to predict. 
There was no reason to think 

that the removal of fuel subsi-
dies would cause protests in 
Burma in 2007, for example, or 
that the self-immolation of the 
street vendor in Tunisia would 
precipitate the events it did.

Second, neither the probability 
nor the impact of potential trig-
ger events is constant. Instead, 
different combinations of declin-
ing trends enable and shape dif-
ferent kinds of triggers. Police 
corruption that constrains 
authority, for example, may raise 
the probability that a confronta-
tion will develop into a protest 
and increase the size and effect 
of that protest once it has begun. 
As a result, conventional proba-
bility-and-impact assessments of 
specific trigger events are mis-
leading. They assume that char-
acteristics of triggers are 
constant when they are not.

Despite these challenges, trig-
gers can be estimated. As social 
catalysts, they have wider 
meaning only insofar as they 
occur in contexts primed for 
reaction and interaction. Trig-
ger analysis should focus on con-
texts instead of specific events. 
(This context of local conditions 
is similar to the opportunity 
dynamic of the behavioral defi-
nition of instability.)

The four clearest practical 
contexts in which triggers 
might spark instability are elite 
division, policy deadlock, public 
awareness, and social trust. 
Within authority, a divided elite 
is much more vulnerable to 
sudden stresses than a united 
one. Within resilience, policy 
deadlock paralyzes a state’s 
ability to respond to change. 
And, within legitimacy, public 
awareness and social 
trust—information and a way 
to discuss it—facilitate popular 
mobilization.

These local conditions set the 
context for trigger events. If 
conditions would allow a trend-
enabled trigger to spread, its 
probability of sparking instabil-
ity events rises. Conversely, if 
they would not, an event may 
occur in a context of vulnerabil-
ity without developing into a 
trigger. The below table pres-
ents a hypothetical pattern 
analysis of practical conditions, 
coded along a defined scale.

The final estimate of probabil-
ity draws on both broad trends 
of vulnerability over time and 
the degree to which practical 
conditions are affected by the 
catalytic action of triggers. The 
estimate includes absolute and 

Prac�cal condi�ons

Period 1 Period 2 Period 3 Period 4

Elite unity

8.0 7.5 7.0 6.5

9 9 9 8

Policy pragma�sm 6 5 5 4

Public uninformed 8 7 6 6

Social suspicion 9 9 8 8

10.0 = Highest; 0.0 = Lowest
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relative assessments of the 
probability of each scenario 
type emerging. Importantly, the 
judgments remain those of the 
analyst, and they are not pre-
scriptive but encourage the 
transparency, debate, wider 
considerations, and assump-
tion checks of good analytic 
tradecraft.

Impact: Responses and 
Consequences

The impact of state instabil-
ity is a function of group 
responses and consequences. 
Unlike probability, which 
focuses on a single point of time 
(the onset of instability), impact 
centers on an extended period 
of time (the duration of instabil-
ity). As a result, it is a relative 
mess of contingent futures, 
multiplying over several 
“rounds” of interaction. Only 
first-round responses and con-
sequences can be estimated; 
second-round estimates lose 
their specificity.

The first-round analysis of 
actors uses a two-by-two matrix 
to develop course-of-action 
types. Like scenario types, 
these are more useful as 
generic futures than as specific 
scenarios. Identified through 
brainstorming and discussion, 
the two most important vari-
ables affecting a group’s 
response can be joined to form 
two crossed axes, creating four 
conceptually distinct potential 
course-of-action types. The 
matrix below provides an exam-
ple of options available to a 
state neighboring another in 
distress. The responses of mul-
tiple actors such as key lead-

ers, social groups, or military 
units may be of equal impor-
tance to policymakers and can 
also be the subject of analysis.

These are only generic options 
and have little meaning out-
side of the context of each sce-
nario type. Context shapes the 
operational details of each 
course of action. Within a 
neighbor’s response, for exam-
ple, different kinds of military 
units might be deployed to 
secure the borders in a crisis of 
legitimacy than would be 
deployed in an intervention to 
stem the flow of refugees in a 
crisis of authority. The table in 
the upper left of the next page 
presents a framework combin-
ing response types with context.

This framework enables judg-
ments of impact that are criti-
cal to policymakers, planners, 
and strategists. Read by col-
umn, it identifies a group’s 
most likely and least likely 

response types, setting base-
line assumptions for planning. 
Read by row, it provides a frag-
ment that, when combined with 
other groups’ courses of action, 
establishes baseline expecta-
tions of particular scenario 
types.

A similar approach can be 
used to estimate consequences. 
Here, however, the range of con-
sequences cannot be reduced to 
four “types.” The impersonal 
effects of instability—crime, 
social division, deteriorating 
infrastructure, etc.—are too 
scattered, scenario-dependent, 
varied, and of irregular impor-
tance to shrink into just four 
categories.

A better organizing principle 
is policymaker interest—a focus 
not on the details of conse-
quences but on the conditions 
needed to implement potential 
policy initiatives. For instabil-
ity, this interest is represented 

Con�ictual Conciliatory

Military

Non-military

Intervene
Force resolu�on of instability, with 
or without sovereign approval
� E.g., South Africa / Lesotho (1998)

Contain
Prevent spread of instability 
through reinforced border control
� E.g., China / Burma (2009)

Undermine
Exploit or encourage instability 
by covert and diploma�c means
� E.g., Iran / Iraq (2006)

Provide aid
Ease or resolve instability through 
humanitarian or government aid
� E.g., S. Korea / N. Korea (1999)

Course-of-Action Types
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Policy Values—Risk Evaluation
Crisis of authority

Sovereignty

Security

Well being

Crisis of resilience

Crisis of legi�
m

acy

Very likely at risk

Likely at risk

Poten�ally at risk

Unlikely at risk

Interests
Values

Safety of non-
combatants

Regulated use 
of force

Rule of law / 
public order

Individual 
rights

Basic needs

Private 
opportunity

Public 
regula�on

Representa�ve 
government

most reliably by doctrine. The 
US Army Field Manual 3.07, 
Stability Operations, identifies 
38 stability tasks that could be 
used to answer two of policy-
makers’ most difficult ques-
tions: “Do we need to act?” and 
“When is it best to act?”19

In response to the first ques-
tion, doctrinal stability tasks 
can be reframed to represent 
policy values and then judged 
according to the degree to 
which they are at risk. Together 
with more traditional interests, 
this provides a means to esti-
mate stakes. Values and inter-
ests likely to be at risk imply a 
need to act; those likely to 
remain safe imply that other 
options may remain open. (See 
table on the right.20)

In response to the second 
question, stability tasks can be 
reframed to represent key con-
ditions and then judged by the 
degree to which they would 

help or hinder a proposed pol-
icy. This leads to estimates of 
timing. Conditions challenging 
a proposal suggest a need to 
wait; conditions favorable to it 
imply an opportunity to act. 
(See table on next page, which 
shows select stability tasks in 
the context of conditions in a 
location.)21

But these tools are limited. 
They estimate only the first 
round of many in the likely 
interactions between groups 
and consequences. Rapidly mul-
tiplying contingent futures pre-
vent a second- or third-round 
estimate. This is an opportu-
nity for future methodological 
development.

The final estimate of impact 
not only presents the most dan-
gerous and the most favorable 
(least dangerous) group course-
of-action and consequence 
types, but it also brings them 
together to develop the most 

dangerous and the most favor-
able scenario types. Along the 
way, it ensures transparency, 
debate, wider consideration, 
and assumptions checks in a 
process that remains centered 
on the analyst.

Overall Estimate: So What?

Together, these tools could be 
used to generate a summary 
estimate of state instability for 
policymakers that not only out-
lines probabilities of broadly 

Course-of-Action Types in Context 
               Country A’s Potential Responses 
               to a Crisis in Country B

Crisis of authority

Response 1 Response 2 Response 3 Response 4

Crisis of resilience

Crisis of legi�macy

Very likely response

Likely response

Poten�al response

Unlikely response

Response 1: Intervene—Mobilize to resolve crisis by force.
Response 2: Contain—Deploy additional border security.
Response 3: Provide aid—Convene a donor’s conference.
Response 4: Undermine—Provide arms to Country B’s dissidents.
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Conditions for Policy Options

Crisis of authority

Capability of 
security forces

Security of 
CBRN hazards

Capability of 
police forces

Crisis of resilience

Crisis of legi�
m

acy

Capability of 
jus�ce system

Status of 
essen�al svcs

Degree of 
disloca�on

Capability of 
econ mgmt

Poten�al for 
econ growth

Quality of 
local govt

Very favorable condi�ons

Favorable condi�ons

Uncertain condi�ons

Challenging condi�ons

Very challenging condi�ons

defined threats but also identi-
fies the most likely, most dan-
gerous, highest risk, and most 
favorable instability scenario 
types; the likely responses of 
key actors; and an evaluation of 
conditions that would help 
shape their decisions.

These judgments reach sev-
eral audiences. They support 
policymakers with a more com-

plete estimate of a potential 
instability crisis. They support 
planners with a planning case 
(most likely), hedging case 
(most dangerous), and testing 
cases (combinations of others). 
And, last, they support strate-
gists by identifying challenges 
or conditions likely to result 
from instability ahead of time, 
allowing them to develop strat-
egies earlier, before a crisis 
inspires a rush to action.

These needs are real. Almost 
two weeks into the protests 
that destabilized Egypt in early 
2011, for instance, a frustrated 
American official vented to 
David Sanger of the New York 
Times. “This is what happens 
when you get caught by sur-
prise,” he or she said. “We’ve 
had endless strategy sessions 
for the past two years on Mid-
east Peace, on containing Iran,” 
the official continued, “and how 
many of them factored in the 
possibility that Egypt… moves 
from stability to turmoil? 
None.”22

To expand on the official’s 
words, the early response to 
“Arab Spring” is what happens 
when policymakers are caught 
not only by surprise, but with-
out adequate analytic ground to 
stand on. In hindsight, it is 
hard to conclude that a struc-
tured qualitative estimate of 
state instability for each major 
country in the region would not 
have given American strate-
gists what they needed to bet-
ter prepare for instability in 
Egypt and across the Middle 
East.

Reducing Uncertainty

For all of these potential bene-
fits, the approach outlined here 
remains imperfect. Even in the 
hands of outstanding analysts, 
it would probably not achieve 
the prediction rates reported by 
quantitative models like the 
PITF. And it cannot forecast 
exact operational details or sec-
ond-round consequences. By 
necessity, state instability will 
remain to some degree unpre-
dictable.

But, as Sherman Kent, the 
father of estimative intelli-
gence, once wrote, “estimating 
is what you do when you do not 
know.”23 State instability may 
remain at least partially unpre-
dictable, but it need not remain 
uninvestigated. The structured 
qualitative method advanced 
here takes another step toward 
removing some of that uncer-
tainty; opening up the analytic 
process to increase transpar-
ency, debate, wider consider-
ation, and assumptions checks; 
providing policymakers, plan-
ners, and strategists the intelli-
gence support they need; and 
reducing not just surprise, but 
the policy paralysis that too 
often follows state instability.

❖ ❖ ❖
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