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Abstract 

This note focuses on the longer-run implications of alternative monetary policy strategies for the 
evolution of the price level.  The analysis compares the properties of optimal policy in regimes 
ranging from pure inflation targeting (IT), to a form of weighted-average inflation targeting 
(WAIT), to pure price level targeting (PLT).  Strategies such as WAIT and PLT tend to limit the 
downward drift in the path of the price level and also mitigate the uncertainty surrounding the 
expected path of the price level.  The influence of alternative monetary policy strategies on the 
evolution of the price level may have some important long-run implications for entities or groups 
that rely heavily on long-term nominal debt.  Some simple empirical estimates suggest the real 
value of existing Treasury debt could be boosted significantly in moving from a world in which 
the ZLB constraint rarely binds to one in which it regularly binds.  Similarly, data from the 
Survey of Consumer Finances indicate that households at lower income levels, and particularly 
those with mortgage or educational loans outstanding, are exposed to significant price level risk.  
As a result, such households can experience a significant reduction in their real wealth, on 
average, in the transition to a world with frequently binding ZLB constraints.  The WAIT and 
PLT regimes significantly mitigate these potential costs for these groups. 



Introduction 
In an era in which very low equilibrium interest rates are apparently part of the “new normal,” 
central banks around the world are facing the challenges posed by the heightened risks of 
episodes with short-term interest rates pinned at the zero lower bound (ZLB) and the associated 
limitations on the conduct of monetary policy.  A large literature has developed focused on 
designing monetary policy strategies that may allow central banks to more effectively achieve 
their macroeconomic objectives in a world in which ZLB constraints come into play more 
frequently.2  A key element of the efficacy of such strategies is the credibility of the central 
bank’s commitment to follow “time inconsistent” policies that may produce near-term benefits 
but entail significant future costs.   

While the design of policy strategies that can enhance the effectiveness of monetary policy in 
economic stabilization is critically important, there are some longer-run issues in connection 
with alternative monetary policy strategies that may also warrant attention.  This note focuses in 
particular on the longer-run implications of alternative monetary policy strategies for the longer 
run evolution of the price level.  The analysis below compares the properties of the price level in 
a stylized model in optimal policy regimes ranging from pure inflation targeting (IT), to a form 
of weighted-average inflation targeting (WAIT), to pure price level targeting (PLT).  The main 
conclusion is that strategies such as WAIT and PLT tend to limit the downward drift in the 
expected path of the price level and also mitigate the uncertainty surrounding this anticipated 
path.  These long-run effects of WAIT and PLT regimes could be amplified by any influence that 
such regimes might have in shaping forward-looking inflation expectations, but the price level 
effects studied here do not fundamentally depend on this expectational channel. 

The influence of alternative monetary policy strategies on the evolution of the price level, in 
turn, may have some important long-run implications for entities or groups that rely heavily on 
long-term nominal debt.  For example, the federal government relies heavily on nominal debt 
obligations in financing fiscal deficits.  The real value of the federal government’s existing debt 
obligations then will be higher if the price level follows a lower trajectory than initially 
anticipated.  The tendency for the price level to follow a lower trajectory after repeated 
encounters with the ZLB can also affect the evolution of real wealth for groups at different points 
across the wealth distribution.  Households with low levels of nominal financial assets relative to 
nominal debt are far more exposed to lower price level paths than is the case for other groups 
along the wealth distribution.  For these households, a lower projected path for the price level 
raises the real value of their existing nominal debt obligations by more than the increase in the 
real value of their nominal assets.   

The empirical analysis below attempts to quantify these types of effects.  In general, we find that 
the real value of existing Treasury debt could be boosted significantly, on average, in moving 
from a world in which the ZLB rarely binds to one in which it may bind fairly frequently.  The 
increase in the real value of government debt may be considerably larger in cases with unusually 
large or persistent adverse shocks.  Similarly, data from the Survey of Consumer Finances (SCF) 
indicate that households at lower income levels, and particularly those with mortgage or 
educational loans outstanding, are quite exposed to downside price level risk.  As a result, such 
households can experience a significant reduction in their real wealth, on average, in the 

2 See Kiley and Roberts (2017), Bernanke, Kiley and Roberts (2019), Eggertson and Woodford (2003), 
Reifschneider and Williams (2000), Svennson (2003). 
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transition to a world with frequently binding ZLB constraints.  The WAIT regimes and PLT 
significantly mitigate these potential effects.  In the simulations below, even WAIT regimes with 
relatively short lookback periods can have a sizable effect in reducing the potential costs 
associated with low trajectories for the price level over time. 

The discussion below is organized as follows.  Section 1 describes a stylized model of optimal 
policy that forms the basis for comparisons of alternative monetary policy strategies.  Section 2 
reports model simulation results for the behavior of the price level under alternative monetary 
policy strategies.  Section 3 considers some implications of the simulation results for the real 
value of government debt and for the real value of household net worth among different groups.  
Section 4 concludes. 

1. Stylized Model 
The model developed below is a much simplified version of the framework employed in the 
classic paper by Clarida, Gali, and Gertler (1999).  The key behavioral relationship is a static 
version of the Phillips curve that relates the inflation gap in each period to inflation expectations 
and the output gap.  Inflation expectations are assumed here to be fixed and exogenous.  As a 
consequence, none of the results below stem from the influence of alternative policy strategies 
on private sector expectations regarding the future path of inflation or the future stance of 
monetary policy.   

1.1 Stylized Economic Model 
The analysis in this note relies on a highly stylized version of the Phillips curve relationship in 
which inflation is posited as a function of expected inflation and the output gap. 

𝜋𝜋�𝑡𝑡 = 𝜋𝜋�𝑡𝑡𝑒𝑒 + 𝜏𝜏𝑦𝑦�𝑡𝑡 + 𝜎𝜎𝑣𝑣𝑣𝑣𝑡𝑡 = 𝜋𝜋�𝑡𝑡𝑒𝑒 + 𝜏𝜏𝑦𝑦�𝑡𝑡 + 𝜎𝜎𝜀𝜀𝜀𝜀𝑡𝑡     (1) 

Where 

𝑦𝑦�𝑡𝑡 = 𝑦𝑦�𝑡𝑡 + 𝜎𝜎𝑛𝑛𝑛𝑛𝑡𝑡 = 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔 

𝑦𝑦�𝑡𝑡 = 𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡∗ = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 

𝜎𝜎𝜀𝜀𝜀𝜀𝑡𝑡 = 𝜏𝜏𝜎𝜎𝑛𝑛𝑛𝑛𝑡𝑡 + 𝜎𝜎𝑣𝑣𝑣𝑣𝑡𝑡 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡 𝑃𝑃ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

𝜋𝜋�𝑡𝑡 = 𝜋𝜋𝑡𝑡 − 𝜋𝜋∗ = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔 

𝜋𝜋�𝑡𝑡𝑒𝑒 = 𝜋𝜋𝑡𝑡𝑒𝑒 − 𝜋𝜋∗ = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑔𝑔𝑔𝑔𝑔𝑔 

The output gap term 𝑦𝑦�𝑡𝑡 here is assumed to be controlled by the Federal Reserve’s setting of 
short-term interest rates.  The shock term 𝜎𝜎𝜀𝜀𝜀𝜀𝑡𝑡 thus subsumes both direct shocks to the inflation 
process, 𝜎𝜎𝑣𝑣𝑣𝑣𝑡𝑡, as well as the indirect effects of shocks to the output gap on inflation, 𝜏𝜏𝜎𝜎𝑛𝑛𝑛𝑛𝑡𝑡.  All 
underlying shock terms are assumed to be drawn from a normal distribution with unit variance.  
Inflation expectations here are assumed to be fixed and exogenous.  In general, this specification 
of the Phillips curve has little to recommend it as a realistic representation of the inflation 
process.  But for the purpose of this note, the simple specification helps to isolate and highlight 
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long run effects of alternative monetary policy strategies that do not do not depend on forward 
looking behavior.3 

1.2 Central Bank Objective Function  
The central bank in this model chooses the output gap in each period that minimizes its loss 
function over time.  The focus of this paper is largely on the evolution of the price level over the 
longer-run and not the role of policy in economic stabilization.  Consistent with that focus, the 
central bank objective function here does not include the usual term capturing squared values of 
the output gap.  Absent that usual term, the central bank is free to act aggressively to achieve its 
objectives for inflation.   

With inflation expectations assumed to be exogenous, this problem is a very straightforward 
exercise in optimal control and, in particular, does not involve issues of discretion versus 
commitment as in versions of the model that incorporate forward looking behavior by the public.  
To investigate the long-run implications of alternative monetary policy strategies, we assume the 
central bank seeks to minimize an objective function of the form4: 

𝑉𝑉(𝑍𝑍𝑡𝑡−1) = 𝑚𝑚𝑚𝑚𝑚𝑚𝑍𝑍𝑡𝑡  𝐸𝐸{12𝑍𝑍𝑡𝑡
2 + 𝛽𝛽𝛽𝛽(𝑍𝑍𝑡𝑡)}      (2) 

Subject to 

𝑍𝑍𝑡𝑡+𝑖𝑖 = 𝜌𝜌𝑍𝑍𝑡𝑡+𝑖𝑖−1 + 𝜋𝜋�𝑡𝑡+𝑖𝑖       (2a) 

𝜋𝜋�𝑡𝑡+𝑖𝑖 = 𝜋𝜋�𝑡𝑡+𝑖𝑖𝑒𝑒 + 𝜏𝜏𝑦𝑦�𝑡𝑡+𝑖𝑖 + 𝜎𝜎𝜎𝜎𝑡𝑡+𝑖𝑖       (2b) 

Here the value of the objective function, 𝑉𝑉(𝑍𝑍𝑡𝑡−1), is the minimized discounted value of all future 
costs conditional on the cumulative inflation gap 𝑍𝑍𝑡𝑡−1 at the end of period (t-1).  The variable 
𝑍𝑍𝑡𝑡+𝑖𝑖 (hereafter the cumulative inflation gap) thus accumulates the current and all past inflation 
gaps in every period.  The coefficient 𝜌𝜌 determines how much weight is given to past inflation 
gaps.  When 𝜌𝜌 = 0, the objective function reduces to the usual one for a central bank pursuing a 
pure inflation targeting (IT) strategy.  When 𝜌𝜌 = 1, the variable 𝑍𝑍𝑡𝑡 is a measure of the price level 
gap or the deviation of the actual price level from a fixed price level path defined by the stated 
inflation target; the objection function in this case corresponds to that for a pure price level 
targeting (PLT) regime.  For values of 𝜌𝜌 between 0 and 1, the variable 𝑍𝑍𝑡𝑡 is a weighted sum of 
past inflation gaps.  In this case, the objective function captures a type of weighted average 
inflation targeting (WAIT) where the weights on past inflation gaps decline geometrically over 
time.   

The framework used here to discuss alternative monetary policy regimes differs in some 
important respects from other work.  Here, we are taking the view that a central bank loss 
function specified as in (2) with any value of 𝜌𝜌 between 0 and 1 could be viewed as a reasonable 

3 A common concern expressed about average inflation targeting and related strategies for mitigating the risks posed 
by the ZLB is that their effectiveness depends critically on the extent to which such strategies influence private 
sector expectations about the future path of inflation and the policy rate. For example, see Kiley and Roberts (2017), 
Reifschneider and Wilcox (2019), and the summary of the strategic review discussion in the minutes of the October 
2019 FOMC meeting. 
4 The objective function here focuses only on inflation deviations from target and thus may be more suitable as a 
description of policy for central banks with a single inflation mandate.   
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representation of a central bank’s “price stability” objective.  Given an objective function 
characterized in this way, the analysis then traces out the implications for optimal policy 
associated with different parameterizations of the loss function, e.g. different choices of 𝜌𝜌. 

A standard framework employed in the literature fixes the form of the central bank loss function 
with 𝜌𝜌 = 0 as an approximation to the welfare loss function for households and businesses.  
Given this loss function, these studies investigate the ability of alternative formulations of 
monetary policy rules to reduce the value of the loss function.5  With forward-looking 
expectations and the assumption that the central bank can credibly commit to a rule, alternative 
policy rules such as average inflation targeting or PLT may be able to reduce the value of the 
loss function by influencing expectations in a way that helps stabilize output and inflation. 

Although not the focus of this paper, there is a link between these two approaches.  With an 
objective function as specified above, optimal policy under discretion will result in optimal 
policy rules similar in some respects to those for optimal policy under commitment with a 
standard loss function.  In effect, the implicit “commitment” to minimize the modified objective 
function used in the setup here generates some of the features of optimal rules under 
commitment with the standard objective function.6 

1.3 Optimal Policy in the Absence of the ZLB Constraint 
Before exploring the nature of optimal policy when the zero lower bound (ZLB) constraint is “in 
the money” or potentially binding, it’s helpful to describe optimal policy in this setup in the 
absence of the ZLB constraint.  We assume that policymakers observe the shocks to output and 
inflation in each period before determining the appropriate setting of monetary policy.  When the 
central bank faces no constraints on its policy settings and can thus choose any desired level of 
the ex-post output gap, the optimal policy is simply to set the output gap in each period so that 
the cumulative inflation gap 𝑍𝑍𝑡𝑡+𝑖𝑖 is zero in every period.  Thus 

𝑦𝑦�𝑡𝑡+𝑖𝑖 = −
(𝜌𝜌𝑍𝑍𝑡𝑡+𝑖𝑖−1 + 𝜋𝜋�𝑡𝑡+𝑖𝑖𝑒𝑒 + 𝜎𝜎𝜎𝜎𝑡𝑡+𝑖𝑖)

𝜏𝜏
 

Starting from a position in which the cumulative inflation gap is zero, the cumulative inflation 
gap can be maintained at zero in every period by setting the current period inflation gap to zero 
in every period.  The upshot is that, in this model, when the central bank is unconstrained in its 
policy choices and thus can engineer any desired level of the output gap, the cases with strict 
inflation targeting (𝜌𝜌 = 0), strict price level targeting, (𝜌𝜌 = 1), and weighted average inflation 
targeting, (0 < 𝜌𝜌 < 1), result in identical outcomes.  Inflation in each period is set equal to the 
stated long-run inflation goal, 𝜋𝜋∗, the cumulative inflation target 𝑍𝑍𝑡𝑡 is zero in every period, and 
the (log) price level then rises along a deterministic path given by: 

𝑝𝑝𝑡𝑡+𝑖𝑖∗ = 𝑝𝑝𝑡𝑡+𝑖𝑖−1∗ + 𝜋𝜋∗ 

As a result, under all policy strategies, even though the economy is subject to shocks in every 
period, there is zero uncertainty about the future path of the price level.  In what follows, we are 

5 See Kiley and Roberts (2017), and Bernanke, Kiley, and Roberts (2019), Mertens and Williams (2019), and 
Reifschneider and Wilcox (2019) for excellent examples of this approach. 
6 See Gust, Lopez-Salido, and Meyer (2017) for a discussion of this issue. 
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largely focused on transitions from such a world to one in which the ZLB is periodically binding.  
We assume that exogenous inflation expectations are consistent with the behavior of inflation in 
the pre-transition world so that the exogenous inflation expectations gap variable, 𝜋𝜋�𝑡𝑡+𝑖𝑖𝑒𝑒 , is equal 
to zero. 

1.4 Optimal Policy with the Zero Lower Bound Constraint 
Even with the very simple structure of the model outlined above, the analysis of alternative 
policy strategies becomes considerably more complicated when the ZLB constraint is potentially 
binding.  In the context of the model, the ZLB can be represented as an upper bound on the level 
of the output gap that the central bank can achieve through adjustments in its policy instruments.  
In what follows, this upper bound on the setting of the output gap will be denoted as 𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚. 7 

The possibility for policy to be constrained by the zero lower bound results in episodes in which 
the target variable 𝑍𝑍𝑡𝑡 may depart from zero.  That possibility, in turn, provides incentives for the 
central bank to conduct policy in a way that reduces the likelihood and severity of such episodes. 

With the possibility of a binding ZLB constraint, the loss minimization problem for the central 
bank noted above in equations (2), (2a) and (2b) encompasses the further constraint: 

𝑦𝑦�𝑡𝑡+𝑖𝑖 < 𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚          (2c) 

We continue to assume that the central bank chooses the level of the output gap in each period 
after observing the shocks in that period.  When the central bank is unconstrained in choosing the 
desired level of the output gap, the optimal value of the cumulative gap 𝑍𝑍𝑡𝑡 in the current period 
is given by: 

𝑍𝑍𝑡𝑡 + 𝛽𝛽𝛽𝛽′(𝑍𝑍𝑡𝑡) = 0         (3) 

The basic intuition for equation (3) is that in choosing the optimal level of the target variable, 𝑍𝑍𝑡𝑡, 
the unconstrained policymaker weighs the marginal the cost of a higher value of 𝑍𝑍𝑡𝑡 today against 
the marginal benefit of a higher value of 𝑍𝑍𝑡𝑡 in reducing the incidence and severity of future 
episodes in which the policymaker is constrained by the ZLB, 𝛽𝛽𝛽𝛽′(𝑍𝑍𝑡𝑡). 

The solution for the unconstrained optimal choice of 𝑍𝑍𝑡𝑡 in each period is just a constant8: 

𝑍𝑍𝑡𝑡 = 𝜇𝜇 

The central bank is thus constrained by the zero lower bound in any period in which it cannot set 
the output gap so as to achieve this optimal unconstrained level of 𝑍𝑍𝑡𝑡.  When the central bank is 

7 Often the ZLB constraint is expressed in term of the policy rate.  For example, the output gap may be posited as a 
function of the policy rate 𝑦𝑦�𝑡𝑡 = −𝛼𝛼(𝑖𝑖−𝜋𝜋𝑡𝑡𝑒𝑒 − 𝑟𝑟𝑡𝑡∗).   If inflation expectations and the neutral real rate are constant, the 
zero lower bound on the nominal short rate implies an upper bound on the level of the output gap that the central 
bank can achieve given by 𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 = 𝛼𝛼(𝜋𝜋𝑒𝑒 + 𝑟𝑟∗). 
8 The optimal policy in this setup is particularly simple.  In variations of the model that include a term capturing 
squared deviations of output from potential, the optimal policy is more complicated.  In that structure, there is still 
an optimal threshold but it varies over time depending on the past values of the cumulative inflation gap and shocks 
to the output gap. 
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constrained, the level of the output gap is set at the maximum level 𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 and the constrained 
value of the cumulative inflation gap is given by: 

𝑍𝑍𝑡𝑡𝑐𝑐 = 𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡 = 𝜑𝜑𝑡𝑡−1 + 𝜎𝜎𝜎𝜎𝑡𝑡 

The zero lower bound constraint thus becomes binding at the point: 

𝑍𝑍𝑡𝑡𝑐𝑐 ≤ 𝜇𝜇 

And that condition holds when 

𝜎𝜎𝜀𝜀𝑡𝑡 ≤ 𝜇𝜇 − (𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚) = 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

The value of 𝜇𝜇 can be obtained by well-known iterative methods for estimating the value 
function.  In this problem, the setup is simple enough that one can compute the first derivative of 
the value function and the value of 𝜇𝜇 directly.  See appendix A for technical details. 

1.5 Calibrated Buffer Estimates 
As noted above, one can readily calculate optimal buffers in this model for any given set of 
parameter settings.  In doing so, it is helpful to have a metric that translates the value of 𝜌𝜌 to a 
more intuitive concept of the “weighted average effective look back period” or WALP for 
inflation gaps.  A simple measure WALP can be defined as:9 

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = 𝜌𝜌/(1 − 𝜌𝜌)       (4)   

For convenience, it may be useful to think of a “period” in this model as one year.  When 𝜌𝜌 = 0, 
the central bank is a pure current period inflation targeter and the lookback period is 0.  When 
𝜌𝜌 = 1, the central bank is a pure price level targeter and the effective lookback period is infinite.  
Values of 𝜌𝜌 that correspond to effective average lookback periods of of 2, 5, and 10 years are 
shown in Table 1 below.  Many of the results reported below will focus on values of 𝜌𝜌 with 
corresponding lookback period periods in this range. 10 

Table 1: Weighted Average Lookback Periods and Corresponding Values of 𝜌𝜌 

 

9Here the implicit weights for each period are 𝑤𝑤(𝑖𝑖) = (1 − 𝜌𝜌) ∙ 𝜌𝜌𝑖𝑖−1 and the sum of all these weights 
(1 − 𝜌𝜌)∑ 𝜌𝜌𝑖𝑖−1∞

𝑖𝑖=1 = 1.  Applying these weights to the lag lengths 𝑖𝑖 and subtracting 1 to normalize so that the 
lookback period goes to 0 as 𝜌𝜌 converges to 0 yields 
 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = ∑ 𝑤𝑤(𝑖𝑖) ∙ 𝑖𝑖 − 1∞

𝑖𝑖=1 = (1 − 𝜌𝜌))∑ 𝜌𝜌𝑖𝑖−1 ∙ 𝑖𝑖∞
𝑖𝑖=1 − 1 = 𝜌𝜌/(1 − 𝜌𝜌). 

10 See Mertens and Williams (2019), Nessen and Vestin (2005), Reifschneider and Wilcox (2019), Vestin (2006), 
for analysis of average inflation targeting regimes. 

WALP Rho
IT 0.00

WAIT 2 0.67
WAIT 5 0.83

WAIT 10 0.91
PLT 1.00
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To develop estimates of the buffer, we set the time discount factor 𝛽𝛽 at 0.95.  The slope of the 
Phillips curve was set at 0.25 and 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 was set at 2.  The value for 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 was set based on the 
results for the effect of a 1 percentage point drop in the funds rate on the output gap reported in 
Laforte (2018) and Chung, Kiley and Laforte (2010) and an assumption that the neutral nominal 
short rate is about 3 percent.11  With a Phillips curve slope of 0.25, the implied maximum effect 
of policy on inflation is 0.5 percentage points.  The standard deviation of shocks to inflation was 
set at 1 percentage point based on estimates of inflation forecast uncertainty reported in the 
Summary of Economic Projections.12 

Table 2 below reports estimates of the optimal buffer for a range of weighted average lookback 
periods and value of the variance of shocks to the Phillips curve.  As discussed above, generally 
the estimated buffers increase with the length of the lookback period and the variance of shocks 
to the Phillips curve.  The dependence of the buffer on the length of the lookback period is 
nonlinear and asymptotes to the levels shown the last column of Table 2.  

Table 2:  Calibrated Optimal Buffers for Weighted Average Inflation 

 

Working down any column, the buffer increases more than proportionately with the increase in 
the standard deviation of shocks to the Phillips curve.  For example, all of the estimated buffers 
in row 3 of the table are more than twice the level of the buffers estimated in row 2 of the table.  
This occurs because with the maximum amount of policy stimulus fixed, the ZLB constraint 
effectively becomes more binding as the variance of Phillips curve shocks increases.  Consistent 
with the general discussion above, the estimated buffers increase as the variance of the shocks 
increases.  The values reported in Table 2 are buffers set for the target variable.  The 
corresponding buffers for the inflation rate in each period are shown in Table 3. 

Table 3:  Implied Buffers for Inflation in “Normal” Periods 

 

11 Laforte (2018) reports impulse responses for a 100 basis point change in the funds rate in the FRB/US model with 
VAR-based expectations.  The results point to an impulse response of 50 basis points in the output gap for a 100 
basis point change in the funds rate.  Chung, Kiley and Laforte (2010) report similar impulse responses for the 
Estimated Dynamic Optimization model that show a response of about 90 basis points in real GDP for a 100 basis 
point shock to the funds rate.  Here we use a coefficient of 2/3—roughly the average of these two impulse response 
coefficients—as a reasonable slope of the IS curve.  With a 3 percent neutral funds rate and an IS curve coefficient 
of 2/3, ymax is then set at 2. 
12 See the standard reference table on forecast uncertainty in the Summary of Economic Projections. 

SIG/WALP IT WAIT 2 WAIT 5 WAIT 10 PLT
0.5 0.000 0.033 0.044 0.050 0.059
1 0.000 0.177 0.263 0.326 0.459
2 0.000 0.563 0.896 1.175 1.945

SIG/WALP IT WAIT 2 WAIT 5 WAIT 10 PLT
0.5 0.000 0.011 0.007 0.005 0.000
1 0.000 0.059 0.045 0.030 0.000
2 0.000 0.186 0.152 0.107 0.000
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These are the values of the inflation gap that, if maintained indefinitely, would produce the 
buffer values for the target variables shown in Table 2.  So, for example, with a 2-year weighted 
average lookback period and with the standard deviation of shocks to the Phillips curve set at 1 
percentage point, the central bank would shoot for inflation to be about 6 basis points above 
target in every period in order to bring the value of the target variable up to the desired level of 
about 18 basis points over time. 

Working down the first column, the inflation buffer for a pure inflation targeter is zero.  For 
weighted average inflation targeters—the WAIT 2, WAIT 5, and WAIT 10 regimes—the 
inflation buffer corresponding to the buffers for the cumulative average inflation target are 
smaller than the target buffers and decline with the length of the look back period.  In the limit 
with the infinite lookback period corresponding to price level targeting, the buffer for the 
inflation rate in each period is zero.  As described above, to arrive at this position, the central 
bank under a PLT regime would allow inflation to move above the target for a while to achieve 
the price level buffer shown in the last column of Table 2.  Once that price level buffer is 
achieved, the price level targeting central bank would conduct policy to maintain that constant 
price level buffer which, in turn, implies an inflation rate equal to the long-run target rate in each 
period. 

1.6 Estimated Value Functions 
The level and the first derivative of the value function for each of the parameter settings in the 
second row of Table 2 are shown graphically in Figure 1.  For the IT regime, the value function 
is simply a constant so the first derivative of the function is zero.  In moving from the IT regime 
to the WAIT regimes and ultimately to the PLT regime, the value function moves up sharply as 
the levels of the cumulative inflation gap turn negative.  Conversely, in these regimes, the value 
function asymptotes to a constant as the level of the cumulative inflation gap becomes large and 
positive.  That result stems from the assumption that the central bank chooses the stance of 
policy after observing shocks in the current period.  With no constraint on the degree of policy 
tightening, the central bank can (and will) immediately offset any undesired increase in the 
cumulative inflation gap.  When the cumulative inflation gap is negative (or positive and small), 
the corresponding derivative of the value function turns negative reflecting the marginal value of 
a higher cumulative inflation gap coming out of the current period in avoiding the ZLB 
constraint in the future.  As the length of the lookback period increases, the first derivative of the 
value function increases in absolute magnitude; that is, as the lookback period increases, the 
potential marginal benefit of higher cumulative inflation increases and that leads the central bank 
to bear the cost of establishing a higher buffer. 

1.7 Properties of the Optimal Buffer 
The optimal policy in this model thus involves establishing a “buffer” level 𝜇𝜇 for the cumulative 
inflation gap 𝑍𝑍𝑡𝑡 that represents the desired level of cumulative average inflation in periods in 
which the zero lower bound constraint is not binding.  The buffer level, in turn, is a function of 
the key parameters of the model.  In particular, the optimal buffer level is given by a function: 

𝜇𝜇 = 𝜇𝜇(𝛽𝛽,𝜎𝜎,𝜌𝜌, 𝜏𝜏 ∙ 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) with signs associated with the arguments 𝜇𝜇(+, +, +,−) 
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Figure 1: Value Function
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In effect, the optimal buffer maintained when the ZLB is not binding represents a form of 
“insurance.”13  The central bank ideally would like to keep its target variable 𝑍𝑍𝑡𝑡 at zero as in the 
unconstrained case but recognizes that there will be some cases in which shocks to inflation 
bring the zero lower bound into play.  The central bank intentionally moves away from its first 
best outcome in the current period when it is unconstrained in order to reduce the risk that the 
ZLB will become binding in the future and to be in a better position to exit the ZLB when the 
ZLB does become binding.  The amount of insurance the central bank is willing to take out is 
directly related to the variance of the underlying shocks that can push the economy to the point at 
which the ZLB is binding.   

Turning to the comparative statics for the buffer as a function of the model parameters, the buffer 
depends positively on the discount factor because an increase in the discount factor implies that 
the central bank will place more weight on potential future episodes in which it is constrained by 
the zero lower bound. 

An increase in the standard deviation of shocks to inflation pushes up the optimal inflation buffer 
by increasing the likelihood, at the margin, of shocks that can push the economy to the zero 
lower bound.   

The optimal buffer is increasing in the parameter 𝜌𝜌 as well.  As noted above, when the parameter 
𝜌𝜌 = 0, the central bank sets the buffer at zero because there is nothing to be gained by 
maintaining higher inflation in the current period.  As the value of 𝜌𝜌 increases, shocks that drive 
the economy to the ZLB become more costly at the margin because the effects of the shocks on 
the cumulative average inflation gap are more persistent and thus more likely to lead to longer 
periods in which the ZLB constraint is binding. 

A change in 𝜏𝜏—the slope of the Phillips curve—has both direct and indirect effects on the size of 
the optimal buffer.  The direct effect of an increase in 𝜏𝜏 boosts the extent to which the central 
bank can offset economic shocks.  All else equal, by increasing the efficacy of monetary policy, 
an increase in the slope of the Phillips curve reduces the optimal buffer.  On the other hand, an 
increase in 𝜏𝜏 also increases the magnitude of shocks to inflation in each period by allowing a 
larger portion of the shocks to output to show through to inflation.  That effect tends to boost the 
variance of the shock term in the Phillips curve.  (Recall that the variance of the shock term 
embeds the variance of pure cost push shocks to the Phillips curve as well as the variance of the 
shocks to the output gap.)  The net effect of an increase in the slope of the Phillips curve in this 
model is to reduce the size of the optimal buffer.   

Finally, the buffer is declining in the level of 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦.  If the amount of stimulus the central bank 
can provide is quite high, the chances that it will be forced to the ZLB are quite small.  As a 
result, the desired buffer falls as the level of 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 increases.  

13 See Clouse (2018) for a pedagogic discussion of various types of insurance motivations in optimal policy strategy. 
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1.8 The Buffer and the Behavior of the Price Level in “Normal Times” 
It’s useful to note some implications of the results above in “normal times” when the ZLB 
constraint is not binding.  During those episodes, the accumulated inflation gap will be set equal 
to 𝜇𝜇 in every period.  As a result, the inflation gap during normal times is given by: 

𝜋𝜋� = (1 − 𝜌𝜌)𝜇𝜇 

Thus, during normal times, a central bank with 𝜌𝜌 < 1 conducts policy so as to maintain inflation 
at a fixed level above the stated long-run goal.14  The extent of this deviation is a function of the 
averaging parameter 𝜌𝜌.  With a positive inflation gap in each period, the price level gap is 
increasing over periods when the ZLB is not binding. 

𝑝̂𝑝𝑡𝑡+𝑖𝑖 = 𝑝̂𝑝𝑡𝑡+𝑖𝑖−1 + 𝜋𝜋� = 𝑝̂𝑝𝑡𝑡+𝑖𝑖−1 + (1 − 𝜌𝜌)𝜇𝜇 

When the central bank is a price level targeter, 𝜌𝜌 = 1, the steady state inflation gap is zero and 
the price level gap is constant at the level determined by the buffer. 

𝑝̂𝑝𝑡𝑡+𝑖𝑖 = 𝜇𝜇 

So a price level targeting bank will allow inflation to exceed the stated long-run goal for a brief 
period to reach the desired “normal level” of the price level gap.  Thereafter, the inflation gap is 
set equal to zero in every period so that the price level gap is maintained at the desired level. 

Figure 2 provides a graphical representation of the behavior of inflation and the price level in 
normal times beginning from a position in which all inflation gaps are zero.  For a pure inflation 
targeter, the inflation gap is zero in every period and the price level rises along the baseline path.  
For a weighted average inflation targeting bank, the inflation gap is positive in normal times and 
the price level gap rises over time.  For a price level targeting bank, the price level gap is positive 
and the inflation gap is zero.  The price level rises at the same rate as the baseline path. 

2. Times Series Properties of Inflation and the Price Level 
This section analyzes the time-series properties of the price level and inflation under optimal 
policy.  The characteristics of the statistical distributions of the key economic variables can be 
readily obtained through simulations and the results of simulation exercises are reported below.  
Some basic properties of the distributions can be gleaned based on an approximation of the time-
series process for the cumulative average inflation.   

2.1 Approximate Time-Series Behavior of Economic Variables 
The key relation governing the time series behavior of economic variables in the model under 
optimal policy is given by15: 

𝑍𝑍𝑡𝑡 = min (𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡,𝜇𝜇)       (5) 

14 This result is similar to that in Mertens and Williams (2019) and other papers in which the central bank seeks to 
minimize a standard objective function by committing to a rule and that shapes expectations about future inflation. 
15 This is an example of the SETAR “threshold” model developed and studied extensively by Tong (1983). 
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Figure 2: Evolution of Price Level in “Normal Times”
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The expected value of 𝑍𝑍𝑡𝑡 conditional on 𝑍𝑍𝑡𝑡−1 is then: 

𝐸𝐸{𝑍𝑍𝑡𝑡|𝑍𝑍𝑡𝑡−1} = 𝜑𝜑𝑡𝑡−1𝐺𝐺 �
𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
� − 𝜎𝜎𝜎𝜎(𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
) + 𝜇𝜇(1 − 𝐺𝐺 �𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
�)   (6) 

As discussed in more detail in appendix B, one can linearize this expression around the value of 
the “risky steady” state 𝑍𝑍∗ to approximate the time series behavior of the accumulated inflation 
gap.  The risky steady state is the constant value of Z that satisfies equation (6) above.   

𝑍𝑍𝑡𝑡 − 𝑍𝑍∗ = 𝜌𝜌𝜌𝜌(𝑍𝑍𝑡𝑡−1 − 𝑍𝑍∗) + 𝜔𝜔𝑡𝑡       (7) 

Where 

𝛾𝛾 = 𝐺𝐺 �
𝜇𝜇 − 𝜑𝜑∗

𝜎𝜎
� 

So, to a first order approximation, the behavior of cumulative average inflation evolves over time 
as an AR(1) process in this model with the autoregressive coefficient is given by 𝜌𝜌𝜌𝜌.  The 
parameter 𝛾𝛾 is the probability that policy remains constrained by the ZLB given that the 
economy was at the risky steady state in the prior period.  And 𝜌𝜌 of course is the parameter 
governing the weighted average lookback period.  Based on the calculations above, the 
autoregressive coefficient 𝜌𝜌𝜌𝜌 increases with an increase in the lookback period.  As a result, the 
mean rate of reversion to the risky steady state is slower in regimes with a longer lookback 
period.16 

The shock term here is defined by: 

𝜔𝜔𝑡𝑡 =  𝜇𝜇 − 𝜃𝜃(𝑍𝑍𝑡𝑡−1)   when 𝜎𝜎𝜀𝜀𝑡𝑡 > 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

𝜔𝜔𝑡𝑡 =  𝜑𝜑𝑡𝑡−1+ 𝜎𝜎𝜀𝜀𝑡𝑡 −  𝜃𝜃(𝑍𝑍𝑡𝑡−1)  when 𝜎𝜎𝜀𝜀𝑡𝑡 ≤ 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

Combining equations (10) and (3a), the time-series process for inflation is: 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌)/(1− 𝜌𝜌𝜌𝜌)) 𝜋𝜋�𝑡𝑡 = (1 −  𝜌𝜌𝜌𝜌) 𝑍𝑍∗ + 𝜔𝜔𝑡𝑡 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌) 𝜋𝜋�𝑡𝑡=(1 −  𝜌𝜌𝜌𝜌)(1 − 𝜌𝜌)𝑍𝑍∗ + (1 − 𝜌𝜌𝜌𝜌)𝜔𝜔𝑡𝑡  

So inflation in the model follows an ARMA(1,1) process.  Finally, we can use the definition of 
the price level gap to infer that it follows an ARIMA(1,1,1) process given by: 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌)(1− 𝐿𝐿) 𝑝̂𝑝𝑡𝑡=(1 −  𝜌𝜌𝜌𝜌)(1 − 𝜌𝜌)𝑍𝑍∗ + (1 − 𝜌𝜌𝜌𝜌)𝜔𝜔𝑡𝑡     (8) 

2.11 Drift and Forecast Variance 
Two polar cases of equation (8) help to illustrate the core elements of the long-run behavior of 
inflation and the price level. 

16 While equation (8) is helpful in understanding some of the time-series dynamics in the model, the approximate 
time-series representation suggests that the expected value of Z is equal to the risky steady state 𝑍𝑍∗.  However, the 
risky steady state 𝑍𝑍∗ in this model roughly corresponds to the median of the long-run distribution for Z.  The mean 
of the steady state distribution for Z is lower than the risky steady state 𝑍𝑍∗.  
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In the special case when 𝜌𝜌 = 1, the price level gap process is stationary and given by the AR(1) 
process: 

𝑝̂𝑝𝑡𝑡 =  𝛾𝛾𝑝̂𝑝𝑡𝑡−1 + 𝜔𝜔𝑡𝑡  

The inflation gap follows an ARMA(1,1) process with zero mean and the k-step ahead forecast 
variance for this process is: 

𝜎𝜎𝑘𝑘2 = 𝜎𝜎𝜔𝜔2(1 − 𝛼𝛼𝑘𝑘+1)/(1 − 𝛼𝛼)  where 𝛼𝛼 = 𝛾𝛾2 

In the polar case when 𝜌𝜌 = 0, the price level gap process follows a random walk with drift given 
by: 

𝑝̂𝑝𝑡𝑡 = 𝑝̂𝑝𝑡𝑡−1 + 𝑍𝑍∗ + 𝜔𝜔𝑡𝑡  

The drift is determined by the risky steady state value 𝑍𝑍∗.  Steady state inflation in this case is 
equal to 𝑍𝑍∗. 

The k-step ahead forecast variance for the price level gap thus increases in proportion to the 
forecast horizon: 

𝜎𝜎𝑘𝑘2 = 𝑘𝑘 ∙ 𝜎𝜎𝜔𝜔2  

In the intermediate cases with 0 < 𝜌𝜌 < 1, the price level gap remains nonstationary and with the 
given by: 

𝑝̂𝑝𝑡𝑡 = 𝑝̂𝑝𝑡𝑡−1 + (1 − 𝜌𝜌)𝑍𝑍∗ + (
1 − 𝜌𝜌𝜌𝜌

1 −  𝜌𝜌𝜌𝜌𝜌𝜌
)𝜔𝜔𝑡𝑡  

The magnitude of the drift term (1 − 𝜌𝜌)𝑍𝑍∗is downweighted by the factor (1 − 𝜌𝜌).  So the longer 
the effective lookback period, the smaller the drift in the unit root process for the price level gap.  
Moreover, the k-step ahead forecast variance is also reduced by the factor (1 − 𝜌𝜌).  The k-step 
ahead forecast variance in this case is complicated but declines monotonically from 𝑘𝑘 ∙ 𝜎𝜎𝜔𝜔2  to  
𝜎𝜎𝑘𝑘2 = 𝜎𝜎𝜔𝜔2(1 − 𝛼𝛼𝑘𝑘+1)/(1 − 𝛼𝛼) as 𝜌𝜌 increase from 0 to 1. 

2.2 Simulated Behavior of the Prices Level Under Alternative Policy Regimes 
The analytical results above provide some insight into the behavior of inflation and the price 
level in the model, but they are only approximate.  The characteristics of the exact statistical 
distributions of the key variables can be readily obtained through numerical simulations.  Below, 
we report results for the behavior the price level and the duration of ZLB episodes under 
alternative monetary policy strategies.  The results are based on simulating 40-year periods 5000 
times to assess the key characteristics of the variables including mean, variance, and the shape of 
the resulting distributions at horizons from 1 to 40 years. 

As noted above, the analysis above suggests that inflation runs below the announced target on 
average.  This effect is attenuated under the WAIT and PLT regimes.  Uncertainty about the 
price level is also shown to be diminished under the WAIT and PLT regimes relative to the IT 
regime. 
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These approximate results hold up for exact distributions for the key economic variables, which 
can be obtained through simulations of the basic relationship in equation (5): 

𝑍𝑍𝑡𝑡 = min (𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡,𝜇𝜇) 

Given this time-series process for the target variable, the implied processes for inflation and the 
price level are then: 

𝜋𝜋�𝑡𝑡+𝑖𝑖 = 𝑍𝑍𝑡𝑡+𝑖𝑖 − 𝜌𝜌𝑍𝑍𝑡𝑡+𝑖𝑖−1 

And  

𝑝̂𝑝𝑡𝑡+𝑖𝑖 = 𝑝̂𝑝𝑡𝑡+𝑖𝑖−1 + 𝑍𝑍𝑡𝑡+𝑖𝑖 − 𝜌𝜌𝑍𝑍𝑡𝑡+𝑖𝑖−1       (9) 

A key focus of this paper is the evolution of the price level.  It’s apparent from equation (9) that 
the price level gap will generally evolve as a unit root process with a drift determined by the 
mean value of the target variable.   

Figure 3 displays the some of the important characteristics of the evolution of the price level 
under alternative assumptions about the length of the lookback period.  For a pure inflation 
targeting central bank (orange lines in each panel), bygones are bygones with respect to inflation 
misses and the corresponding changes in the price level gap.  Moreover, as discussed above, the 
central bank has no incentive to establish a buffer for inflation in normal times.  As a result, the 
average level of the inflation gap is negative, implying a downward mean drift in the price level 
gap.  In addition, uncertainty around the future price level gap as measured by the cross sectional 
standard deviation in the simulations increases with the square root of the forecast horizon. 

The lines labelled WAIT 2, WAIT 5, and WAIT 10 show how the results change in moving from 
a pure IT regime to one involving weighted average inflation targeting (WAIT).  The price level 
gap under WAIT regimes still embeds a unit root.  However, the central bank does establish an 
inflation buffer that tends to mitigate the downward bias in the average rate of inflation.  In 
general, weighted average inflation targeting substantially mitigates both the downward drift in 
the price level gap and the uncertainty surrounding the future price level.  At least in the context 
of the model employed here, even WAIT regimes with relatively short lookback periods generate 
a substantial reduction in price level gap drift and price level gap uncertainty.  For example, the 
WAIT 2 regime with a two-year lookback period has effects on the evolution of the price level 
gap that are nearly as large as those for the WAIT 5 and WAIT 10 regimes. 

The behavior of the price level gap under PLT (yellow lines) is qualitatively different than under 
the IT and WAIT regimes.  The PLT regime reduces the drift in the price level gap to zero.  In 
addition, the price level gap is trend stationary so the uncertainty surrounding future values of the 
price level gap asymptotes to a fixed level independent of the forecast horizon. 

Figure 4 provides another perspective on the evolution of the price level gap over time by 
focusing on the distribution of the price level gap at fixed horizons.  Under the IT regime, the 
distribution of the price level gap shifts to the left over time reflecting the effects of repeated 
brushes with the ZLB and the absence of any policy response by the central bank to reverse past 
inflation misses.  In addition, the distribution becomes increasingly disperse with a noticeable 
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Figure 3: Properties of Price Level Gap
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Figure 4: Distribution of Price Level Gap
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left tail at longer horizons.  These same qualitative features are present for the WAIT 2, 5 and 10 
regimes, but the dispersion in the price level gap over time is much attenuated relative to the IT 
regime.  In the case of PLT, the left tail is even more attenuated and a substantial amount of the 
distribution falls on exactly the desired buffer for the price level gap (the vertical part of the 
yellow line).  In the case of the WAIT 2, 5 and 10 year regimes, the price level gap exhibits some 
dispersion into larger positive gaps as well.  This occurs because under the WAIT regimes, the 
central bank is shooting for a target buffer for weighted average inflation and that generally 
requires a positive inflation gap in each period to achieve.  So in cases with relatively infrequent 
adverse shocks and thus infrequent trips to the ZLB, the price level gap for the WAIT regimes 
tends to increase over time. 

2.2 Time and Duration of ZLB Episodes 
Differences in the IT, WAIT, and PLT regimes also show up in the frequency and duration of 
ZLB episodes.  Figure 5 reports the number years during an assumed 40-year year period when 
the ZLB is binding.  The chart shows these numbers by percentile so the grouping corresponding 
to 0.5 represents the median number of years within a 40-year window in which the ZLB 
constraint is binding.     

A notable feature of these estimates is that the frequency of ZLB episodes under the PLT regime 
and long-lookback WAIT regimes is higher than for the IT regime or short-lookback WAIT 
regimes.  That is, the bars for the IT and WAIT 2 regimes are noticeably lower than the bars for 
WAIT 5, WAIT 10 and PLT regimes.  That result stems from the fact that the model employed 
here involves no forward looking behavior on the part of households and businesses.  As a result, 
unlike the situation in more sophisticated models that incorporate forward looking behavior, the 
long-lookback WAIT regimes and the PLT regime do not induce changes in expectations about 
future policy or the price level that help to offset some of the effects of shocks.  So if the 
economy experiences a series of adverse shocks that drive the central bank to the ZLB, those 
shocks may continue to influence policy settings for a long time as the central bank seeks to 
overcome the effects of those shocks on its target variable.  In contrast, under IT and short-
lookback WAIT regimes, the persistence of shocks in affecting the central bank’s objective 
function is far lower with a “bygones are bygones” under a IT regime or a “bygones are mostly 
bygones” approach under the short lookback WAIT regimes.  In effect, under the long lookback 
WAIT regimes and PLT regime, the central bank works harder and longer to offset prior adverse 
shocks to inflation.  As a result, the central bank ends up at the ZLB more frequently in its efforts 
to boost inflation and return to the desired target level of the average inflation gap under WAIT 
or to the desired level of the price level gap under PLT. 

This same type of effect is evident in the average duration of ZLB periods shown in Figure 6.  As 
shown by the light blue line, for any given 40-year period, there are an average of six ZLB 
episodes with a duration of exactly 1 year under the IT regime.  The average number of longer 
duration ZLB episodes falls off quickly under the IT regime.  The average number of short-
duration ZLB episodes under alternative regimes with longer lookback periods is lower than for 
the IT regime and there is a corresponding increase in the average number of ZLB episodes with 
durations of two years or more.  The increase in the duration of ZLB episodes again reflects the 
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Figure 5: Number of Years with Binding ZLB (In 40 Year Period)
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Figure 6: Number of ZLB Episodes of Specified Duration
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absence of forward looking behavior in the model and the incentives for the central bank to act 
aggressively to counter past adverse inflation shocks.  In this model, under PLT or a longer-
lookback WAIT regime, the central bank will find itself in situations fairly frequently in which it 
must apply as much stimulus as possible for multiple periods in order to return average inflation 
or the price level gap to the desired level. 

2.3 Comparisons with Alternative Models 
As noted above, the model developed here is highly stylized.  The simplicity of the model has 
some important advantages in being able to describe exactly how the economy behaves under 
optimal policy.  However, it is useful to compare the results presented here with comparable 
results from more fully developed models.  In the baseline model developed above, under the IT 
regime there is about a 30 percent chance of hitting the ZLB and that outcome is associated with 
inflation, on average, running about 20 basis points below target.  Kiley and Roberts (2017) 
present a range of results based on simulations using both the FRB/US model and the Linde, 
Smets, Wouters DSGE model.17  With a standard policy rule and a real neutral short rate of 1 
percent, their FRB/US simulations suggest a frequency of ZLB episodes of about 30 percent and 
with inflation, on average, running about 80 basis points below target.  The DSGE simulations 
suggest that ZLB episodes would have a frequency of about 20 percent with inflation, on 
average, running about 1 percentage point below target.  Mertens and Williams (2019) present a 
baseline model in which optimal discretionary policy results in a probability of hitting the ZLB 
of about 30 percent and that is associated with inflation, on average, running about 25 basis 
points below target.  In broad outline, the core simulation results reported here are similar to 
those reported in other studies, although the effects of the ZLB on inflation in other studies are 
somewhat larger.  It seems likely that the larger price effects in other studies stems from the 
more sophisticated treatment of the inflation process in those models.  Here, for example, we 
assumed that inflation expectations are constant at the announced target rate.  Moreover, the 
inflation process in the model does not include any element of inertia stemming from the 
influence of lagged inflation.  These assumptions imply a considerable degree of “built in” 
stability in the inflation process.  In contrast, in models that allow inflation expectations to vary 
over time, initial adverse shocks to output can put downward pressure on inflation expectations 
that, in turn, boosts real interest rates.  The rise in real interest rates can put additional downward 
pressure on output and inflation.  Moreover, these shocks can have lasting effects on inflation if 
there is a significant backward-looking aspect of the inflation process. 

3. Long Term Implications of Alternative Strategies 
While highly stylized, the analysis above sheds some light on the potential long-run implications 
of alternative monetary policy strategies when the ZLB constraint is periodically binding.  In this 
case, inflation can remain below the central bank’s stated inflation goal on average.  Moreover, 
periodic episodes in which the ZLB is binding can impart significant downside risk to the 
evolution of the price level gap over time.  The latter possibility, in turn, highlights one avenue 
through which alternative monetary policies may have long-run implications—the exposure of 

17 The DSGE model employed in these simulations is that developed by Linde, Smets, and Wouters (2016). 
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various groups to price level risk.  In particular, entities or groups that are most exposed to price 
level risk are those that hold predominantly real assets financed by longer term nominal debt.  
Such entities are “long” the price level in the sense that an increase in the price level would be 
expected to leave the real value their real assets unchanged while reducing the real value of their 
liabilities.  A corollary is that a decline in the price level would boost the real value of the 
nominal liabilities of these entities while again leaving the real value of their assets unaffected.  
This is just a variation on the well known “debt deflation” dynamic that has long been a focus of 
attention among macroeconomists.18  

The calculations below present one way of quantifying this type of price level risk.  In each 
example considered below, the baseline counterfactual is one in which the ZLB rarely if ever 
binds.  As noted above, in the framework employed in this paper, the IT, WAIT and PLT 
regimes in this case all generate a deterministic path for the price level that increases at the rate 
of the announced inflation target.  In that baseline, it seems reasonable to expect that the interest 
rates on all nominal financial assets would incorporate this known inflation rate.  As a result, all 
nominal assets then would tend to preserve the real value of an investor’s initial investment over 
time.  The examples below then focus on the price level “risk” that arises from an unexpected 
transition from this hypothetical baseline in which the ZLB rarely if ever binds to one in which it 
binds with some frequency.   

3.1  The Real Cost of Existing Treasury Debt  
One prominent example of an entity that holds predominantly real assets and largely nominal 
liabilities is the U.S. Treasury.  The U.S. Treasury of course has large quantities of nominal 
Treasury debt outstanding.  The real “asset” for the Treasury is the value of its stream of current 
and future tax revenues.  It seems reasonable to view the stream of current and future tax 
revenues as a real asset in the sense that nominal revenues would be expected to grow over time 
at the rate of the nominal tax base and thus would automatically incorporate increases associated 
with a rising overall price level.  As a result, the real net position of the federal government 
might be expected to decline during a transition to a world of regularly binding ZLB constraints 
and a downward drift in the price level.19   

Of course, the deterioration of the real net position of the federal government could be viewed as 
a feature rather than a bug.  For example, in the spirit of Patinkin (1965), the increase in the real 
value of Treasury debt could be viewed as a factor that boosts the perceived real wealth of the 

18 See, for example, classic papers by Minsky (1992), Bernanke (1985), and Fisher (1933).  See Persson and 
Svennson (1998) for a study of the effects of changes in the steady state inflation rate on government finances.  See 
Doepke and Schneider (2006) and Doepke, Schneider, and Selezneva (2015) for analysis of the distributional effects 
of inflation and monetary policy. 
19 The analysis here abstracts from other assets held by the federal government.  The Financial Statements of the 
United States Government (https://fiscal.treasury.gov/reports-statements/financial-report/balance-sheets.html) report 
significant U.S. government holdings of financial assets, much of which is accounted for by about $1.2 trillion of 
student loans.  All else equal, the real value of such loans would be expected to increase with a downward drift in 
the price level, offsetting to some extent the increase in the real value of the federal government’s nominal 
liabilities.  However, the increase in the real value of student loans could also be associated with higher default rates 
on such loans to the extent that they become more burdensome to the borrowers.  So the net effect of a decline in the 
price level on the real value of this nominal asset is difficult to assess. 
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private sector holders of Treasury debt.  That real wealth effect could act as an automatic 
stabilizer to some extent in the sense that the downward movement in the price level would 
likely occur in the presence of adverse shocks that drive the economy and the policy rate to the 
ZLB.20  Based on the experience in Japan and Europe, this potential stabilizing effect appears to 
be fairly weak.  Alternatively, in the tradition the tax smoothing literature, one could view the 
increase in the real value of existing Treasury debt along with the government budget constraint 
as necessitating costly future adjustments in marginal tax rates.21  The discussion below focuses 
on quantifying the effects of the transition to a world with a frequently binding ZLB constraint 
on the real value of Treasury debt, and does not offer any judgment on whether this a desirable 
or undesirable feature of the economy and government finances. 

3.11  Total Treasury Debt 
One way to gauge this effect is to measure the increase in the real value of the existing stock of 
Treasury debt relative to the baseline counterfactual in which the price level moves up at the rate 
equal to the announced long-run target rate of inflation.  There are two distinct potential costs 
associated with the evolution of the price level in the transition to a world with a periodically 
binding ZLB constraint.  One is the increase in the real value of existing federal debt associated 
with the ZLB-induced downward bias in the average rate of inflation relative to the long-run 
target rate.  And a second additional potential cost stems from uncertainty about the evolution of 
the price level and the possibility that realized shocks could push inflation and the price level 
even lower than expected under the modal outlook. 

Table 4 below reports the share of nominal Treasury debt with remaining maturities ranging 
from 1 to 30 years.22  We estimate the percentage increase in the real value of this existing stock 
of Treasury debt associated with any price level path using a weighted average of the simulated 
price level gaps at different horizons under alternative policy regimes with the weights 
corresponding to the proportion of outstanding Treasury debt in each maturity bucket.  That is, 
the percentage increase in the real value of Treasury debt is constructed as: 

𝐶𝐶 = −�𝜔𝜔𝑖𝑖

𝑛𝑛

1

𝑝̂𝑝𝑖𝑖 

Where 𝜔𝜔𝑖𝑖 is the share of debt with remaining maturity of “i” years and 𝑝̂𝑝𝑖𝑖is the simulated price 
level gap corresponding to each maturity under each regime.  To derive a measure of the average 
increase in cost for existing debt, we use the estimated mean price-level gap at each horizon from 

20 See Patinkin (1965) for a discussion of the equilibrating role of changes in the price level on the real value of 
government debt. 
21 See Barro (1974) and (1979) for an analysis of government bonds as net worth and the potential costs of increases 
in government debt associated with the government budget constraint.  See Elmendorf and Mankiw (1999) for a 
comprehensive and critical review of the literature on the economic effects of government debt and deficits. 
22 Data on the outstanding stock of marketable Treasury debt are taken from the Monthly Statement of the Public 
Debt (MSPD).  The statistics shown in Table 4 are based on shares held by the public excluding the Federal 
Reserve’s holdings.  In computing these values, the Federal Reserve’s holdings of Treasury securities are netted 
from the figures reported in the MSPD.  Detailed data on the Federal Reserve’s holdings of Treasury securities are 
available at https://www.newyorkfed.org/markets/soma/sysopen_accholdings. 
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the simulations reported above.  Table 4 reports this measure as the “mean” cost.  To derive a 
measure of the incremental cost that could be associated with inflation that turns out even lower 
than the expected average rate, we use the simulated price level gap at each horizon 
corresponding to the lowest 10th percentile in the price level gap simulations.  The table reports 
this measure as the “cost at risk.” 

 

Table 4: Increase in Real Cost of Federal Debt (Percent) 

 

As noted in Table 4, both of these measures—the mean cost and the cost at risk—are largest 
under the IT regime.  This simply reflects the outcomes of the price level gap simulations 
reported in section 4 above; those results show that the average downward drift in the price level 
gap and the uncertainty surrounding that path to be highest for the IT regime.  Both measures of 
costs decline substantially in moving to the WAIT 2 regime and then fall somewhat further in 
moving to the longer-lookback WAIT regimes and ultimately to PLT. 

The magnitudes of these cost estimates are meaningful.  For example, under the IT regime, the 
estimated real cost of federal debt, on average, increases by a little over 1 percent relative to the 
counterfactual.  And as noted by the cost at risk measure, there is a 10 percent chance that the 
real cost of existing federal debt could increase by 2.35 percent or more.  With the existing stock 
of marketable Treasury debt held by the public standing at about 75 percent of nominal GDP as 
of the third quarter of 2019, these estimates suggest that the increase in the real cost of federal 
debt associated with the IT regime could be ¾ percentage point or higher as a share of GDP. 

Not surprisingly, the PLT regime exhibits the smallest change in the real cost of federal debt and, 
in fact, shows a slight decline.  The difference between the mean increase in the cost of federal 
debt and the cost at risk measure is about 1 percentage point under all of the WAIT regimes and 
PLT.  Even though the WAIT regimes still embed a unit root for the price level and thus involve 
uncertainty about the price level that increases with the length of the forecast horizon, the results 
here suggest that over a period of 30 years, the WAIT regimes do about as well as PLT in 
reducing the cost at risk metric. 

3.12  Foreign Holdings of Treasury Debt 
Another dimension of the effect of the price level on the real cost of Treasury debt stems from 
the fact that foreign ownership of longer-term Treasury debt is significant.  Periods with low 
inflation then could be viewed, in effect, as transferring real resources from U.S. taxpayers to 
foreign investors. 

The Treasury International Capital (TIC) data provide some sense of the potential scope of such 
wealth transfers.  According to the annual TIC survey from June of 2018, about 35 percent of 
foreign holdings of longer-term U.S. Treasury securities at that time were concentrated in 
securities with remaining maturities of more than 5 years.  Total foreign holdings of long-term 

 IT WAIT 2 WAIT 5 WAIT 10 PLT
Mean 1.16 0.33 0.16 -0.08 -0.01

Cost at Risk 2.35 1.38 1.18 1.08 0.99
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U.S. Treasury securities amount to $5.5 trillion, implying about $1.9 trillion of holdings with 
maturities beyond 5 years.  Table 5 below provides the breakdown by maturity reported in the 
2018 Annual TIC survey. 

 

 

Table 5: Maturity Distribution of Long Term Treasury Debt Held by Foreigners 

 

Applying the same methodology as above for total federal debt, the corresponding increase in the 
real cost of debt associated with obligations owned by foreign investors is shown in Table 6.  On 
the whole, the numbers are similar to those for all Treasury debt outstanding shown in Table 4.  
With about $5.5 trillion in longer-term Treasury debt held by foreign investors, these percentage 
increases again represent a significant effective transfer of U.S. resources to the rest of the world. 

Table 6: Increase in Real Cost of Treasury Debt Held by Foreigners (Percent) 

 

3.2 Effects on the Distribution of Household Real Net Worth 
The evolution of the price level may also have significant implications for the distribution of 
household wealth.23  In particular, some households have relatively large amounts of nominal 
debt that finances real assets such as homes, autos or education/human capital.  Such households 
are “long” the price level in the sense that the real value of their nominal debt falls and the real 

23 The ZLB and alternative monetary policy strategies can have important distributional effects through a variety of 
channels.  See Doepcke et. al. (2006) and (2016) and the recent work by Feiveson et. al. (2020) for excellent 
discussions of distributional implications of monetary policy. 

Years Percent
<1 11.7

1-2 17.9
2-3 14.4
3-4 10.9
4-5 10.4
5-6 7.0
6-7 6.9
7-8 3.8
8-9 3.7

9-10 3.4
10-15 0.8
15-20 0.5
20-25 3.3
25-30 5.1

IT WAIT 2 WAIT 5 WAIT 10 PLT
Mean 1.18 0.34 0.17 0.10 0.00

Cost at Risk 2.45 1.42 1.22 1.13 1.04
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value of their net worth increases when the price level moves higher.  Conversely, when the price 
level falls during an extended period at the ZLB, such households would see the real value of 
their net worth fall as the real value of their debt moves up relative to the real value of their 
assets.  Below we explore aspects of this distributional effect across various groups. 

3.21 Effects Alternative Strategies Net Worth and the Concentration of Wealth 
Data from the 2016 Survey of Consumer Finance (SCF) provide some insight into the potential 
differential effects of changes in the price level across households.  Without detailed information 
on the nature of the assets and liabilities in each group, it is very difficult to develop precise 
estimates of the net effects of alternative trajectories for the price level gap on the financial 
position of various households.  However, one way of roughly gauging the effect is to focus on a 
measure of the response of real net worth with respect to a 1 percent increase in the price level.  
Real net worth 𝑤𝑤 is defined here as the total nominal value of assets, 𝐴𝐴, less nominal liabilities, 
𝐿𝐿, divided by the price level.  The total nominal value of assets is the sum of the nominal value 
of “real” assets 𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅—those assets with prices that can be expected to reflect changes in the 
price level over time—and nominal assets 𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 with maturity values that are fixed in 
nominal terms.  For example, real assets might include stocks, real estate, consumer durables, 
homes and human capital.  Nominal assets would include most types of bonds, for example.  The 
real value of net worth is given by: 

𝑤𝑤 = �
𝑊𝑊
𝑃𝑃
� = �
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Here 𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the real value of the real assets which is assumed to be independent of the price 
level.  To facilitate comparisons, it’s helpful to scale by the level of real income as: 
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Computing the semi-elasticity of this ratio with respect to the price level provides a measure of 
household exposure to price level risk given by: 

𝑑𝑑 �𝑤𝑤
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By this exposure metric, households with substantial debts and little in the way of financial 
assets will have positive exposures to price level risk.  Indeed, when the value of nominal assets 
is zero in this expression, the exposure measure is simply the household’s debt to income ratio.  
Households with high debt relative to their nominal financial assets are likely to suffer losses in 
real net worth when the price level falls (or rises less rapidly than expected) because the real 
value of their debt obligations increases by more than the real value of their nominal assets.  The 
reverse holds for households with substantial nominal financial assets relative to nominal debts.  
These households tend to suffer losses when the price level increases more than expected 
because the real value of their nominal assets declines by more than the real value of their debt 
obligations. 
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We can use the SCF data to compute this exposure measure for all households in the survey and 
then plug in the price level gaps at the five-year horizon associated with alternative monetary 
policy strategies to gain a sense of the impact of these alternative strategies across households.24 

Table 7 reports how the net worth to income ratio for households at each percentile would fare in 
response to the simulated changes in the price level under the different monetary policy 
strategies discussed above.  The column labelled “exposure” reports the value of the exposure 
measure at percentiles ranging from 1 percent to 99 percent.  The price level gaps across 
alternative strategies are taken from the simulations results reported above at the five year 
horizon.  As noted in the first column of Table 7, the IT strategy results in the largest downward 
drift in the price level and thus generates the largest declines in the net worth to income ratio for 
households with the highest exposure measure.  For example, as shown in the last row of Table 
7, households at the 99th percentile for the exposure measure would suffer a decline in net worth 
equal to about 6.6 percent of income under the IT strategy.  Conversely, households in the lowest 
percentiles record large gains in their net worth to income ratio.  As noted in the first row, 
households at the first percentile for exposure would experience an increase in their net worth 
equal to about 11 percent of their income.  These effects are substantially attenuated in moving 
to the WAIT and PLT regimes; that attenuation stems from the significantly smaller mean 
decline in the price level under these strategies.  Table 8 reports similar results using the 10 
percent lower tail of the price gap distributions from the simulations. 

The tables suggest that declines in the price level may have the effect of concentrating real 
wealth among those groups that have accumulated substantial financial assets.  Tables 9 and 10 
focus on this issue specifically by examining changes in the distribution of real net worth under 
the alternative monetary policy regimes.  As noted in the first column of Table 9, net worth is 
highly concentrated; households in the upper 10 percent of the net worth distribution hold about 
2/3 of total net worth and the top 1 percent account for about 40 percent of total net worth.   

As one might expect, the larger price level gaps associated with the IT strategy result in the most 
noticeable effects on the concentration of real net worth.  Based on the mean price level gaps at 
the five year horizon in the simulations, the concentration of real net worth in the lower net 
worth percentiles drops by about 1 basis point.  This effect results from the decline in the price 
level under the IT regime (relative to the counterfactual in which prices increase along an 
assumed constant growth rate path of 2 percent) and the exposure of lower net worth groups to a 
decline in the price level given the size of their debt relative to financial assets.  At the opposite 
end of the spectrum, the decline in the price level boosts the concentration of real net worth in 
the top 10 percent of households by a few basis points.  Again, this stems from the large holdings 
of financial assets relative to debt for these households.  The WAIT and PLT strategies tend to 
damp the downward drift in the price level and thus damp the effect of the downward drift in the 
price level on the distribution of net worth.  Table 10 reports similar results for the 10 percent 

24 The SCF provides detailed data on the holdings of various assets.  To arrive at the measure of nominal financial 
assets used in equation (10), we use the data reported for total financial assets and subtract the value reported for 
equity.  The equity variable includes direct holdings of stocks as well as estimates of indirect holdings through 
mutual funds, annuities, trusts, and retirement accounts. 
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Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -11.76 0.116 0.035 0.020 0.013 0.002
5 -4.35 0.043 0.013 0.007 0.005 0.001

10 -2.28 0.023 0.007 0.004 0.003 0.000
25 -0.40 0.004 0.001 0.001 0.000 0.000
50 0.06 -0.001 0.000 0.000 0.000 0.000
75 1.10 -0.011 -0.003 -0.002 -0.001 0.000
90 2.42 -0.024 -0.007 -0.004 -0.003 0.000
95 3.33 -0.033 -0.010 -0.006 -0.004 -0.001
99 6.62 -0.066 -0.020 -0.011 -0.007 -0.001

Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -11.76 0.263 0.165 0.147 0.141 0.133
5 -4.35 0.097 0.061 0.054 0.052 0.049

10 -2.28 0.051 0.032 0.028 0.027 0.026
25 -0.40 0.009 0.006 0.005 0.005 0.005
50 0.06 -0.001 -0.001 -0.001 -0.001 -0.001
75 1.10 -0.025 -0.015 -0.014 -0.013 -0.012
90 2.42 -0.054 -0.034 -0.030 -0.029 -0.027
95 3.33 -0.075 -0.047 -0.042 -0.040 -0.038
99 6.62 -0.148 -0.093 -0.083 -0.079 -0.075

Table 7: Mean Effect: Full Sample, Five Year Horizon

Table 8: 10th Percent Tail Effect: Full Sample, Five Year Horizon

Effect of Alternative Monetary Policy Strategies on Wealth to Income Ratio

28



 Levels Deviations
Wealth Percentiles SCF IT WAIT 2 WAIT 5 WAIT 10 PLT IT WAIT 2 WAIT 5 WAIT 10 PLT

0-9.9 -0.50 -0.51 -0.50 -0.50 -0.50 -0.50 0.00 0.00 0.00 0.00 0.00
10-19.9 0.02 0.02 0.02 0.02 0.02 0.02 0.00 0.00 0.00 0.00 0.00
20-29.9 0.16 0.15 0.15 0.15 0.15 0.16 -0.01 -0.01 -0.01 -0.01 0.00
30-39.9 0.47 0.46 0.47 0.47 0.47 0.47 -0.01 0.00 0.00 0.00 0.00
40-49.9 1.06 1.05 1.06 1.06 1.06 1.06 -0.01 0.00 0.00 0.00 0.00
50-59.9 1.89 1.88 1.89 1.89 1.89 1.89 -0.01 0.00 0.00 0.00 0.00
60-69.9 3.23 3.22 3.23 3.23 3.23 3.23 -0.01 0.00 0.00 0.00 0.00
70-79.9 5.48 5.48 5.48 5.48 5.48 5.48 0.00 0.00 0.00 0.00 0.00
80-89.9 11.33 11.33 11.33 11.33 11.33 11.33 0.00 0.00 0.00 0.00 0.00
90-94.9 12.08 12.08 12.08 12.08 12.08 12.08 0.00 0.00 0.00 0.00 0.00
95-98.9 26.57 26.60 26.58 26.58 26.57 26.57 0.03 0.01 0.01 0.00 0.00
99-100 38.21 38.23 38.21 38.21 38.21 38.21 0.02 0.00 0.00 0.00 0.00

 Levels Deviations
Wealth Percentiles SCF IT WAIT 2 WAIT 5 WAIT 10 PLT IT WAIT 2 WAIT 5 WAIT 10 PLT

0-9.9 -0.50 -0.52 -0.51 -0.51 -0.51 -0.51 0.00 0.00 0.00 0.00 0.00
10-19.9 0.02 0.02 0.02 0.02 0.02 0.02 0.00 0.00 0.00 0.00 0.00
20-29.9 0.16 0.15 0.15 0.15 0.15 0.15 -0.01 -0.01 -0.01 -0.01 -0.01
30-39.9 0.47 0.45 0.46 0.46 0.46 0.46 -0.02 -0.01 -0.01 -0.01 -0.01
40-49.9 1.06 1.04 1.05 1.05 1.05 1.05 -0.02 -0.01 -0.01 -0.01 -0.01
50-59.9 1.89 1.87 1.88 1.88 1.88 1.88 -0.02 -0.01 -0.01 -0.01 -0.01
60-69.9 3.23 3.21 3.22 3.22 3.22 3.22 -0.02 -0.01 -0.01 -0.01 -0.01
70-79.9 5.48 5.47 5.47 5.48 5.48 5.48 -0.01 -0.01 0.00 0.00 0.00
80-89.9 11.33 11.33 11.33 11.33 11.33 11.33 0.00 0.00 0.00 0.00 0.00
90-94.9 12.08 12.09 12.08 12.08 12.08 12.08 0.01 0.00 0.00 0.00 0.00
95-98.9 26.57 26.63 26.61 26.61 26.60 26.60 0.06 0.04 0.04 0.03 0.03
99-100 38.21 38.26 38.24 38.24 38.23 38.23 0.05 0.03 0.03 0.02 0.02

Table 10: Effects on the Distribution of Wealth (10 percentile Price Level Gap)

Table 9: Effects on the Distribution of Wealth (Mean Price Level Gap)
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lower tail of price level gaps.  In this case, the share of wealth in the highest categories rises by 
about 5 basis points while the wealth shares at the lower percentiles drops by a couple basis 
points. 

The effects of alternative strategies on the concentration of wealth reported here are relatively 
modest, in part reflecting the relatively small price level gaps in the simulations.  For example, 
the mean price level gap under the IT strategy at the 5 year horizon is only about 1 percentage 
point.  Of course, larger price level gaps would tend to amplify this effect to some degree.  As 
one benchmark for comparison, the price level gap for the total PCE price index over the five 
years 2015-2019 is about 3 percent—about 3 times the mean price level gap for the IT strategy 
based on the simulations. 

3.22  Factors Affecting the Cross Sectional Distribution of Price Level Exposure 
The exposure measure developed above is the key factor determining the cross sectional effects 
of changes in the price level.  Moreover, Tables 7 and 8 suggest that the exposure measure varies 
considerably across households.  Some simple tables help to identify the factors that explain that 
variation. 

Tables 11 through 17 report the percent of households by percentile groups for the exposure 
variable and by groups for other variables of interest.  For example, Table 11 reports the fraction 
of households across income and exposure groups.  Each column of the table reports the fraction 
of all households in a particular income group that falls in the percentile categories for the 
exposure variable.  The percentages in each column thus sum to 100.  The percentages shown in 
the last column correspond to the full sample and thus map directly to the definitions of the 
percentile exposure categories.  That is, 1 percent of the households are in the lowest 1 percent of 
households by exposure measure, 4 percent of all households are the 1-5 percent category of 
households by exposure measure and so on.  Looking first at the lower percentiles for the 
exposure variable, households in the upper income categories are overrepresented in this 
category; for example, 14.6 percent of households in the highest income category are in the 
lowest exposure category versus only 1 percent of all households that fall in this exposure 
category.  These higher income households have amassed substantial financial assets.  As a 
result, an increase in the price level depresses their real net worth—their exposure measure is 
large and negative, placing them in the lowest exposure categories.  At the other extreme, 
households in the lowest income category are overrepresented in the highest exposure 
category—almost 4 percent of households in this income category fall in the highest exposure 
category versus the 1 percent of all households that fall in this exposure category.  Tables 12-17 
report similar statistics for categories defined by other variables including net worth, age, race, 
gender and whether the household has a mortgage or education loan outstanding.  Not 
surprisingly, the data in Table 12 show a large over representation of high net worth groups in 
the low exposure categories and a sizable over representation of low net worth groups in the 
higher exposure categories.  Table 13 highlights the high concentration of younger households in 
the high exposure groups as well as the high concentrations of older households in the low 
exposure groups.  The differences across race reported in Table 14 are noticeable with white 
households overrepresented in the low exposure categories and nonwhite households over 
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Exposure 0-9.9 10-19.9 20-29.9 30-39.9 40-49.9 50-59.9 60-69.9 70-79.9 80-89.9 90-94.9 95-98.9 99-100 All

0-1 1.0 1.1 0.8 0.5 0.5 1.1 0.8 0.8 1.1 1.9 2.9 3.1 1
1-5 1.1 2.4 3.2 3.8 3.8 3.3 4.1 4.9 4.9 6.6 11.2 8.4 4

5-10 0.7 2.3 4.3 5.5 3.9 4.7 4.7 5.2 6.2 12.2 12.6 12.8 5
10-25 7.5 9.0 10.5 12.2 12.7 17.0 16.6 16.9 20.2 23.6 29.1 38.6 15
25-50 53.5 43.5 36.3 28.5 22.4 17.2 13.6 11.8 12.6 9.0 12.5 18.4 25
50-75 19.9 23.8 24.2 22.6 28.5 29.5 28.1 28.3 26.9 19.9 17.8 10.4 25
75-90 5.9 8.7 10.6 15.3 16.3 15.1 19.5 23.7 20.6 19.9 8.7 6.7 15
90-95 1.6 3.3 4.7 5.7 5.7 6.3 7.6 5.1 5.7 5.0 4.0 1.2 5
95-99 5.3 4.0 4.0 5.1 5.6 5.5 4.2 3.2 1.7 2.0 1.2 0.2 4

99+ 3.7 2.0 1.5 0.8 0.6 0.5 0.6 0.1 0.3 0.1 0.0 0.1 1
All 100 100 100 100 100 100 100 100 100 100 100 100 100

Distibution of Households by Income and Exposure Groups

 
Exposure 0-9.9 10-19.9 20-29.9 30-39.9 40-49.9 50-59.9 60-69.9 70-79.9 80-89.9 90-94.9 95-98.9 99-100 All

0-1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 1.3 2.2 4.1 7.3 14.6 1
1-5 0.0 0.0 0.0 0.1 0.3 0.3 3.3 6.5 11.0 13.5 25.2 16.9 4

5-10 0.0 0.0 0.0 0.3 1.0 1.4 4.3 12.3 14.1 16.5 17.8 14.7 5
10-25 0.0 0.2 3.3 10.0 13.3 15.9 21.0 27.9 30.9 30.0 24.5 29.4 15
25-50 1.5 72.2 55.9 33.3 18.4 19.5 12.8 14.8 10.8 11.5 8.8 11.3 25
50-75 51.1 24.5 26.4 23.1 26.6 27.5 29.1 17.1 13.8 12.8 9.1 7.3 25
75-90 23.8 1.9 7.1 18.7 28.1 23.2 17.9 13.8 10.7 5.5 4.6 4.0 15
90-95 9.0 1.0 4.5 8.5 6.3 5.1 6.3 3.7 3.5 3.3 1.4 0.4 5
95-99 10.8 0.2 2.2 5.3 4.9 5.8 4.1 2.2 2.7 2.4 1.2 1.2 4

99+ 3.8 0.0 0.7 0.7 1.0 1.4 1.2 0.5 0.4 0.4 0.2 0.2 1
All 100 100 100 100 100 100 100 100 100 100 100 100 100

Distribution of Households by Net  Worth and Exposure Groups

Table 11: Distribution of Households by Income and Exposure

Table 12: Distribution of Households by Net Worth and Exposure
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Exposure <35 35-44 45-54 55-64 65-74 >=75 All

0-1 0.2 0.0 0.3 1.0 2.7 3.0 1
1-5 0.5 0.5 1.2 4.8 8.6 13.0 4

5-10 0.4 0.7 2.8 7.7 10.7 11.7 5
10-25 6.7 8.5 14.1 19.6 22.0 24.6 15
25-50 28.6 24.1 23.1 24.2 24.4 25.0 25
50-75 32.8 29.4 30.2 22.7 16.0 11.0 25
75-90 18.8 22.9 17.9 11.5 7.1 7.6 15
90-95 6.0 8.6 5.1 3.5 3.6 1.9 5
95-99 4.5 4.7 4.6 3.8 3.5 1.9 4

99+ 1.6 0.5 0.7 1.3 1.3 0.3 1
All 100 100 100 100 100 100 100

Distribution of Households by Age and Exposure Groups  
Exposure White Black Hispanic Other All

0-1 1.4 0.2 0.1 0.6 1
1-5 5.5 0.8 0.7 2.4 4

5-10 6.7 1.5 0.9 3.6 5
10-25 18.1 9.1 7.0 12.0 15
25-50 19.9 32.8 42.8 28.3 25
50-75 23.2 32.1 23.4 27.5 25
75-90 15.7 14.6 13.7 12.6 15
90-95 5.0 4.0 5.1 6.4 5
95-99 3.7 4.3 3.8 5.6 4

99+ 0.8 0.7 2.5 0.9 1
All 100 100 100 100 100

Distribution of Households by Race and Exposure Groups

 
Exposure male female All

0-1 0.9 1.3 1
1-5 3.8 4.7 4

5-10 5.2 4.5 5
10-25 16.0 12.4 15
25-50 22.9 30.6 25
50-75 25.5 23.6 25
75-90 16.1 12.1 15
90-95 5.1 4.6 5
95-99 3.6 5.0 4

99+ 0.9 1.2 1
All 100 100 100

 Gender and Exposure Group
Distribution of Households by 

 
Exposure No Yes All

0-1 1.5 0.4 1
1-5 5.3 2.2 4

5-10 5.9 3.8 5
10-25 17.7 11.3 15
25-50 38.6 6.2 25
50-75 24.1 26.2 25
75-90 4.6 29.5 15
90-95 1.0 10.6 5
95-99 1.0 8.1 4

99+ 0.5 1.7 1
All 100 100 100

Mortgage Loan Status and Exposure Group
Distribution of Households by 

 
Exposure No Yes All

0-1 1.3 0.0 1
1-5 5.0 0.5 4

5-10 6.1 1.3 5
10-25 17.9 4.9 15
25-50 29.9 7.9 25
50-75 20.6 40.5 25
75-90 11.6 27.0 15
90-95 3.9 8.8 5
95-99 3.0 7.5 4

99+ 0.8 1.7 1
All 100 100 100

Education Loan Status and Exposure Group
Distribution of Households by 

Table 13: Distribution of Households by Age and Exposure Table 14: Distribution of Households by Race and Exposure

Table 15: Distribution of Households 
by Gender and Exposure

Table 16: Distribution of Households 
by Mortgage Loan Status and Exposure

Table 17: Distribution of Households 
by Education Loan Status and Exposure
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represented at the higher exposures.  The distributions in the exposure measure by gender 
reported in Table 15 are very similar between men and women although women are slightly over 
represented at both the upper and lower extremes of the exposure distribution.  Tables 16 and 17 
show a significant concentration of households with mortgage or education loans outstanding 
toward the upper ends of the exposure distribution. 

The overall picture that emerges from these tables is that households with the lowest exposure 
measures are also often those with older heads of households with high incomes and high net 
worth.  A disproportionate share of these heads of households are white and tend not to have 
mortgage or education loans outstanding.  Tables 11-17 reported statistics based on categories 
defined by the unconditional distribution of the exposure measure.  The disproportionate share of 
some groups in the tails of these exposure categories suggests that distribution of the exposure 
measure conditional on various factors could differ significantly from the unconditional 
distribution. 

Tables 18-21 investigate this aspect of the data and report the distribution of the exposure 
measure for different groups.25  For example, in Table 18, the distribution of the exposure 
measure for households in the lowest income decile is shown in the first column.  Not 
surprisingly, the value of the exposure measure at every percentile is higher than that reported for 
the full sample reported in Table 7; the difference is most pronounced for the highest percentiles.  
These higher exposure levels then result in larger declines in net worth relative to income under 
the alternative monetary policy strategies.  For example, households in the lowest income decile 
have an upper end of the distribution of the exposure measure of 10.29.  Under the price decline 
for the IT strategy at the five year horizon, that results in a drop in real net worth of about 10 
percent relative to real income.  Tables 19-21 report similar results conditioning on households 
that are young (age less than 35), or that have mortgage or education loans outstanding.  The 
results here again point to higher exposures for these groups than for the overall population and 
thus larger declines in net worth relative to income in response to price declines. 

The simple cross tabs reported above are helpful in understanding how price level shifts could 
affect some types of households more than others.  The patterns suggested by the tables are 
borne out in results based on more formal statistical tools.  Figures 7 and 8 report the results of 
quantile regressions with our measure of price level risk exposure as the dependent variable and 
a list of characteristics of individual households as explanatory variables.   

EDU   = Dummy Variable for Education Loan Outstanding 
MORT   = Dummy Variable for Mortgage Loan 
INCOME_X  = Dummies for Income Categories 
FEMALE   = Dummy for Gender of Head of Household 
BLACK   = Dummy for Race of Head of Household 
HISPANIC  = Dummy for Race of Head of Household 

25 These statistics are weighted using the SCF survey population weights for each household in the survey.  The SCF 
has a system of imputations so that five “implicates” are reported for each household.  The statistics reported here 
use all implicates and divide the population weights by 5. 
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Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -7.31 0.072 0.022 0.012 0.008 0.001
5 -2.82 0.028 0.008 0.005 0.003 0.001

10 -1.30 0.013 0.004 0.002 0.001 0.000
25 0.14 -0.001 0.000 0.000 0.000 0.000
50 1.09 -0.011 -0.003 -0.002 -0.001 0.000
75 2.16 -0.021 -0.006 -0.004 -0.002 0.000
90 3.31 -0.033 -0.010 -0.006 -0.004 -0.001
95 4.38 -0.043 -0.013 -0.007 -0.005 -0.001
99 8.46 -0.084 -0.025 -0.014 -0.009 -0.002

Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -3.57 0.035 0.011 0.006 0.004 0.001
5 -0.67 0.007 0.002 0.001 0.001 0.000

10 -0.07 0.001 0.000 0.000 0.000 0.000
25 0.27 -0.003 -0.001 0.000 0.000 0.000
50 0.94 -0.009 -0.003 -0.002 -0.001 0.000
75 2.01 -0.020 -0.006 -0.003 -0.002 0.000
90 3.21 -0.032 -0.010 -0.005 -0.004 -0.001
95 4.42 -0.044 -0.013 -0.008 -0.005 -0.001
99 8.91 -0.088 -0.027 -0.015 -0.010 -0.002

Table 20: Mean Effect: Outstanding Mortgage Table 21: Mean Effect: Outstanding Education Loan

Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -11.19 0.111 0.034 0.019 0.012 0.002
5 -1.14 0.011 0.003 0.002 0.001 0.000

10 -0.40 0.004 0.001 0.001 0.000 0.000
25 -0.07 0.001 0.000 0.000 0.000 0.000
50 0.00 0.000 0.000 0.000 0.000 0.000
75 0.52 -0.005 -0.002 -0.001 -0.001 0.000
90 2.51 -0.025 -0.008 -0.004 -0.003 -0.001
95 4.92 -0.049 -0.015 -0.008 -0.005 -0.001
99 10.29 -0.102 -0.031 -0.017 -0.011 -0.002

Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -2.63 0.026 0.008 0.004 0.003 0.001
5 -0.66 0.007 0.002 0.001 0.001 0.000

10 -0.27 0.003 0.001 0.000 0.000 0.000
25 -0.02 0.000 0.000 0.000 0.000 0.000
50 0.38 -0.004 -0.001 -0.001 0.000 0.000
75 1.35 -0.013 -0.004 -0.002 -0.001 0.000
90 2.64 -0.026 -0.008 -0.004 -0.003 -0.001
95 3.51 -0.035 -0.011 -0.006 -0.004 -0.001
99 9.26 -0.092 -0.028 -0.016 -0.010 -0.002

Table 18: Mean Effect: Lowest Income Decile Table 19: Mean Effect: Age Less than 35

Percentile Exposure IT WAIT2 WAIT5 WAIT10 PLT
1 -11.76 0.116 0.035 0.020 0.013 0.002
5 -4.35 0.043 0.013 0.007 0.005 0.001

10 -2.28 0.023 0.007 0.004 0.003 0.000
25 -0.40 0.004 0.001 0.001 0.000 0.000
50 0.06 -0.001 0.000 0.000 0.000 0.000
75 1.10 -0.011 -0.003 -0.002 -0.001 0.000
90 2.42 -0.024 -0.007 -0.004 -0.003 0.000
95 3.33 -0.033 -0.010 -0.006 -0.004 -0.001
99 6.62 -0.066 -0.020 -0.011 -0.007 -0.001

Table 7: Mean Effect: Full Sample, Five Year Horizon
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ASIAN_OTHER = Dummy for Race of Head of Household 
AGE_X  = Dummies for Age Categories 

Figures 7 and 8 show the estimated coefficients for each quantile ranging including .01, .05, .10, 
.25, .50, .75, .90, .95 and .99.26  The various dummy variables are coded so that the reference 
group is composed of white males that are more than 75 years old that are in the top 1 percent of 
the income distribution with no mortgage or education loans outstanding.  The constant in the 
quantile regressions thus captures the distribution for the exposure to price level risk for this 
reference group.  As shown in the left panel of figure 7, at the lowest end of the distribution, the 
constant is large and negative, consistent with idea that individuals in this very select group have 
sizable holdings of financial assets relative to their debt and thus benefit substantially from a 
decline in the price level.  For example, at the 5 percent quantile, the constant is about -10, 
implying that a 1 percent drop in the price level tends to boost the real net worth of this group 
relative to their income by 10 percent.  Even at the upper end of the distribution—those 
households in the reference group with a smaller gap between their nominal financial assets and 
liabilities—the coefficient is still negative implying that they benefit modestly from a decline in 
the price level. 

The panel in the right displays the estimated effects for race and gender.  The effect of gender on 
price level risk exposure is fairly small and tends to be more noticeable at the very low end of the 
exposure distribution.  The coefficients on the racial and ethnic group dummy variables are 
mostly positive—that is, nonwhite groups tend to have higher price level risk exposures than for 
whites—but the differences are fairly modest in magnitude for most quantiles.  The effect tends 
to be more noticeable at the lowest quantiles, consistent with the fact that nonwhite groups—
even at these lower quantiles—reported lower levels of financial assets relative to their debts. 

The upper left panel reports the effects of dummies for various income categories.  In general, 
the estimated coefficients across all quantiles are positive and most noticeable at the lowest 
quantiles.  Again, that reflects the pattern that lower income households also tend to have lower 
holdings of nominal financial assets relative to their debt.  That in turn tends to boost their price 
level risk exposures relative to the reference group.   

The panel at the top right shows the effects of the dummies for mortgage loans and education 
loans.  Not surprisingly, the coefficients on these dummies suggest that they tend to boost the 
price level risk exposure at every quantile and particularly for the high quantiles.  These results 
are very consistent with the simple tables reported earlier showing that households with 
outstanding mortgage loans and education loans tend to have much higher exposures than 
households without such liabilities. 

The bottom panel in Figure 8 reports the coefficients on age groups.  These again are generally 
positive and largest at the lower quantiles.  In part, this effect likely represents the “life-cycle” of 
savings.  Younger households have often acquired debt to finance homes and their educations, 
resulting in relatively large price level risk exposures—e.g. large debts and low financial assets.  
Older households, by contrast, have often paid down many types of debt and accumulated 

26 Full regression results for the quantile regressions are reported in appendix C. 
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Figure 7: Baseline Quantile Regression Results
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Figure 8: Quantile Regression Results
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significant holdings of financial assets for retirement.  Such households (at the lower quantiles) 
tend to have larger volumes of financial assets than younger households and thus lower 
exposures to downside price level risks. 

Although there is a good deal of heterogeneity across households in the SCF, the basic picture 
that emerges from the statistical analysis is that households most heavily exposed to downside 
price level risk are those in relatively low income groups and that have mortgage loans or 
educational loans outstanding.  In addition, younger households tend to have substantially larger 
exposures to downside price level risk than older households.  That effect, in turn, importantly 
reflects the lifecycle effects of younger households taking on debt to finance homes and their 
educations while maintaining relatively low levels of financial assets.  Older households, 
however, have often paid down mortgage debt and other debt and built up substantial holdings of 
financial assets to finance their retirements.  Other characteristics of households appear to have 
significant effects.  The analysis suggests that—controlling for income and other factors—
nonwhites and particularly Hispanics seem to have somewhat higher price level exposures than 
some other groups.   

Figure 9 presents a graphical translation of these coefficient estimates on the change in net worth 
relative to income across policy strategies.  The upper left panel reports the exposure measure for 
the base group—elderly white males in the highest income group with no mortgage or education 
loans outstanding.  The exposure measure for this group is represented by the dashed black line 
at the bottom edge of the area chart.  Each shaded area then reports the marginal effect of the 
variable shown on the value of the exposure measure at selected points along the conditional 
distribution.  For example, the yellow swath shows the marginal effect of being in the youngest 
age category.  That change substantially boosts the exposure measure at the lowest percentiles.  
The grey shaded area shows the marginal effect of having a home mortgage loan outstanding.  
The effect is positive throughout and especially large at the higher percentiles.  The red shaded 
area shows the effect of being in the lowest income decile.  This factor substantially boosts the 
exposure measure at the lowest percentiles and the upper percentiles. 

The remaining panels on the page show the same type of chart using the price gaps from the 
simulation under alternative policy regimes to calculate the effect of the decline in the price level 
on net worth relative to income.  The black dashed line at the upper edge of these charts 
corresponds to the results for the base group.  The base group records substantial gains under the 
IT strategy based on their large (negative) exposure measure in the top left panel.  The transition 
to the low income and young categories substantially boosts the exposure measure and thus pulls 
down the gains at the lowest percentiles and increases the losses for the highest percentiles.  The 
other panels show the same effects under the WAIT 5 and PLT strategies.  As for previous 
results, the more muted price declines under these strategies results in more muted effects on net 
worth to income across all groups. 

4. Conclusions 
The analysis above highlights the effects alternative monetary strategies in shaping the evolution 
of the price level over long time periods.  Of note, alternative strategies that involve an element 
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of “makeup” for past deviations of inflation from target as in the WAIT and PLT regimes reduce 
both the downward bias in the average rate of inflation that stems from the constraints posed by 
the ZLB as well as the uncertainty surrounding the price path. 

Over the longer-term, variations in the evolution of the price level stemming from alternative 
monetary policy regimes may have meaningful effects on the financial position of entities or 
groups that rely heavily on nominal debt to finance “real” assets.  Of course, the influence of 
alternative monetary policy strategies on these groups operates through many different channels, 
importantly including the effects such strategies may have in stabilizing the economy and 
employment in response to adverse shocks.  The particular channel addressed in this paper 
focuses on the “behind the scenes” price level effects that play out slowly over time.  Entities or 
groups that are “long” the price level stand to lose when the price level path follows a lower-
than-expected trajectory.  The analysis presented above suggests that the movement away from a 
“bygones are bygones” approach under a pure IT regime and toward one that incorporates some 
element of “makeup” as under the WAIT and PLT regimes could have meaningful beneficial 
effects for groups exposed to downside price level risks by reducing the negative bias in inflation 
and the downside risks to evolution of the price level.  In the case of the federal government, an 
IT regime can result in a significant increase in the real cost of existing Treasury debt; that cost 
falls significantly under the WAIT and PLT regimes.  The empirical analysis presented above 
suggests that when the zero lower bound is a significant risk, the downward drift in the price 
level associated with an IT regime tends to transfer real wealth from the lower end of the wealth 
distribution to the upper end.  In examining the incidence of price level effects across different 
groups, we find that households most exposed to downside price level risk are younger with 
lower incomes and with significant debts outstanding, particularly home and educational loans.  
Controlling for other factors, differences in exposure to price level risk by race/ethnicity and 
general are comparatively small.  Again, the WAIT and PLT regimes tend to mitigate these 
distributional effects by damping the downward drift in the price level relative to an IT regime. 
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A. Technical Details 
A.1 Basic Properties of the Value Function 
Some properties of the value function are evident from the form of equation (3).  In particular, as 
the level of 𝑍𝑍𝑡𝑡−1 increases to infinity, the value function asymptotes to: 

 lim
𝑍𝑍𝑡𝑡−1 → ∞

𝑉𝑉(𝑍𝑍𝑡𝑡−1) = 1
2
𝜇𝜇2 + 𝛽𝛽𝛽𝛽(𝜇𝜇)  

The reason the value function asymptotes to a constant is that in this model, a very high value of 
the target value  from the previous period 𝑍𝑍𝑡𝑡−1 implies that there is essentially no chance that the 
shock to inflation could be large enough that the central bank would be constrained by the zero 
lower bound.  As a result, the expected loss in the current period is just the optimal constrained 
“buffer” 𝜇𝜇 plus the expected presented discounted value of expected future losses given that the 
target value taken out of the current period will be equal to 𝜇𝜇. 

And when the level of the target variable is deeply negative, the value function converges to: 

lim
𝑍𝑍𝑡𝑡−1 → −∞

𝑉𝑉(𝑍𝑍𝑡𝑡−1) = ∫ 1
2

(𝜑𝜑𝑡𝑡−1 + 𝜎𝜎𝜎𝜎𝑡𝑡)2𝑔𝑔(𝜀𝜀𝑡𝑡)/(1 −∞
−∞  𝛽𝛽) = 1

2
(𝜑𝜑𝑡𝑡−12 + 𝜎𝜎2)/( 1 − 𝛽𝛽)  

Where 

𝜑𝜑𝑡𝑡−1 = (𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜋𝜋�𝑡𝑡𝑒𝑒 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚) 

The intuition for this expression is that when the target variable from the prior period is deeply 
negative, there is a very high likelihood that the central bank could be trapped at the zero lower 
bound for many periods.  In the limit, the central bank would be trapped at the zero lower bound 
forever, in which case the objective function is quadratic. 

The first and second derivatives of the value function with respect to 𝑍𝑍𝑡𝑡−1 are given by: 

𝑉𝑉′(𝑍𝑍𝑡𝑡−1) = ∫ 𝜌𝜌(𝜑𝜑𝑡𝑡−1 + 𝜎𝜎𝜀𝜀𝑡𝑡)𝑔𝑔(𝜀𝜀𝑡𝑡)  (𝜇𝜇−𝜑𝜑𝑡𝑡−1)/𝜎𝜎
−∞ +  𝛽𝛽𝛽𝛽 ∫ 𝑉𝑉′(𝜑𝜑𝑡𝑡−1 + 𝜎𝜎𝜎𝜎𝑡𝑡)

(𝜇𝜇−𝜑𝜑𝑡𝑡−1)/𝜎𝜎
−∞ 𝑔𝑔(𝜀𝜀𝑡𝑡) (A1a) 

𝑉𝑉′′(𝑍𝑍𝑡𝑡−1) = ∫ 𝜌𝜌2𝑔𝑔(𝜀𝜀𝑡𝑡)
(𝜇𝜇−𝜑𝜑𝑡𝑡−1)/𝜎𝜎
−∞  +  𝛽𝛽𝜌𝜌2 ∫ 𝑉𝑉′′(𝜑𝜑𝑡𝑡−1 + 𝜎𝜎𝜎𝜎𝑡𝑡)𝑔𝑔(𝜀𝜀𝑡𝑡)

(𝜇𝜇−𝜑𝜑𝑡𝑡−1)/𝜎𝜎
−∞    (A1b) 

The first term on the right hand side of (A1b) is positive.  Solving (A1b) forward implies that 
𝑉𝑉′′(𝑍𝑍𝑡𝑡−1) is a discounted, probability weighted sum of positive terms so the function 𝑉𝑉′′(𝑍𝑍𝑡𝑡−1) 
must be positive as well.  As a result, the function 𝑉𝑉′(𝑍𝑍𝑡𝑡−1) is globally convex.  Moreover, as 
noted above, the value of 𝑉𝑉′(𝑍𝑍𝑡𝑡−1) asymptotes to a maximum value of zero as the value of 𝑍𝑍𝑡𝑡−1 
increases to infinity.  That fact and the positive second derivative then implies that 𝑉𝑉′(𝑍𝑍𝑡𝑡−1) <
0. 

A.2 Optimal Policy 
The first order condition that applies in cases when the central bank is unconstrained in its choice 
of the output gap is: 

𝑍𝑍𝑡𝑡 + 𝛽𝛽𝛽𝛽′(𝑍𝑍𝑡𝑡) = 0          (A2) 
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Equation (A1a) can be solved forward as: 

𝑉𝑉′(𝑍𝑍𝑡𝑡) = 𝜌𝜌 ∫ 𝑍𝑍𝑡𝑡+1𝑐𝑐 𝑔𝑔(𝜀𝜀𝑡𝑡+1)  (𝜇𝜇−𝜑𝜑𝑡𝑡)/𝜎𝜎
−∞ +  𝛽𝛽𝜌𝜌2 ∫ ∫ 𝑍𝑍𝑡𝑡+2𝑐𝑐(𝜇𝜇−𝜑𝜑𝑡𝑡+1)/𝜎𝜎

−∞
(𝜇𝜇−𝜑𝜑𝑡𝑡)/𝜎𝜎
−∞ 𝑔𝑔(𝜀𝜀𝑡𝑡+1)𝑔𝑔(𝜀𝜀𝑡𝑡+2) + 

𝛽𝛽2𝜌𝜌3 ∫ ∫ ∫ 𝑍𝑍𝑡𝑡+3𝑐𝑐(𝜇𝜇−𝜑𝜑𝑡𝑡+2)/𝜎𝜎
−∞ 𝑔𝑔(𝜀𝜀𝑡𝑡+1)𝑔𝑔(𝜀𝜀𝑡𝑡+2)𝑔𝑔(𝜀𝜀𝑡𝑡+3)(𝜇𝜇−𝜑𝜑𝑡𝑡+1)/𝜎𝜎

−∞
(𝜇𝜇−𝜑𝜑𝑡𝑡)/𝜎𝜎
−∞ +…   (A3) 

In this expression, 𝑍𝑍𝑡𝑡+𝑖𝑖𝑐𝑐 is the value of cumulative average inflation in period t+i along a path in 
which the central bank has been constrained by the zero lower bound in consecutive periods 
beginning in period t+1.  The values of 𝑍𝑍𝑡𝑡+𝑖𝑖𝑐𝑐  along such paths is given by: 

𝑍𝑍𝑡𝑡+𝑖𝑖𝑐𝑐 = 𝜌𝜌𝑖𝑖𝑍𝑍𝑡𝑡 +
𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚�1 − 𝜌𝜌𝑖𝑖�

1 − 𝜌𝜌
+ 𝜎𝜎�𝜌𝜌𝑗𝑗𝜀𝜀𝑡𝑡+𝑖𝑖−𝑗𝑗

𝑖𝑖−1

𝑗𝑗=0

 

Thus 𝑉𝑉′(𝑍𝑍𝑡𝑡) is thus the marginal value of an increase in 𝑍𝑍𝑡𝑡 along all future paths in which the 
ZLB constraint is binding in consecutive periods beginning in period +1 .  The buffer value 𝜇𝜇 
defined by equation (A2) is the value that balances the future marginal benefit of a higher value 
of the 𝑍𝑍𝑡𝑡 today in reducing the costs along those paths against the marginal cost today associated 
with a higher value of 𝑍𝑍𝑡𝑡.   

The solution for the optimal value of the buffer 𝜇𝜇 can be obtained by well known iterative 
methods including value function iteration and policy function iteration.  The setup here is 
simple enough that it’s possible to calculate the optimal value of the buffer directly from (A3) 
and (A2).  For any given value of 𝜇𝜇, the value of 𝑉𝑉′(𝑍𝑍𝑡𝑡) above can be readily calculated 
numerically.  Here, we have simulated 40 year periods 5000 times.  We identify each iteration in 
which the economy is at the ZLB in consecutive periods and then average over the values of 
constrained cumulative average inflation in these iterations as defined in (A3).  These values can 
then be used to develop an estimate of 𝑉𝑉′(𝑍𝑍𝑡𝑡) conditional on the initial choice of buffer.  The 
value of the optimal buffer 𝜇𝜇 then just involves a simple search that to find the value of 𝜇𝜇 such 
that equation (A3) holds and with: 

𝜇𝜇 + 𝛽𝛽𝛽𝛽′(𝑍𝑍𝑡𝑡 = 𝜇𝜇) = 0  

 

B. Approximate Time Series Behavior around the Risky Steady State 
This section investigates the stochastic nature of the long-run time-series behavior of inflation 
and the price level and the associated uncertainty.  The concept of the “risky steady state” 
discussed in Hill et. al. (2016) is helpful in in characterizing the approximate time-series 
behavior of inflation and the price level.  

B.1 The Risky Steady State 
The analysis above shows that under optimal policy, the cumulative inflation gap 𝑍𝑍𝑡𝑡 follows a 
type of switching process in which: 

𝑍𝑍𝑡𝑡 = 𝜇𝜇     when 𝜎𝜎𝜀𝜀𝑡𝑡 > 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 
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And 

𝑍𝑍𝑡𝑡 = 𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜋𝜋�𝑡𝑡𝑒𝑒 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡 when 𝜎𝜎𝜀𝜀𝑡𝑡 ≤ 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

During prolonged periods when the ZLB is not binding, the cumulative inflation gap is then just 
a constant 𝜇𝜇.  And using the definition of the cumulative inflation gap, the optimal current period 
inflation gap during such periods is given by 𝜋𝜋�𝑡𝑡 = (1 − 𝜌𝜌)𝜇𝜇.  During periods when the ZLB is 
binding, the cumulative inflation gap evolves according to: 

𝑍𝑍𝑡𝑡 = 𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡 

From this expression, the expected value of 𝑍𝑍𝑡𝑡 conditional on all information in the prior period 
is given by: 

𝐸𝐸{𝑍𝑍𝑡𝑡|𝑍𝑍𝑡𝑡−1} = 𝜃𝜃(𝑍𝑍𝑡𝑡−1) = 𝜑𝜑𝑡𝑡−1𝐺𝐺 �
𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
� − 𝜎𝜎𝜎𝜎(𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
) + 𝜇𝜇(1 − 𝐺𝐺 �𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
�)  

Where 𝐺𝐺(∙) 𝑎𝑎𝑎𝑎𝑎𝑎 𝑔𝑔(∙) are the cumulative distribution and density, respectively, for the unit 
normal distribution and again 

𝜑𝜑𝑡𝑡−1 = 𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡  

This equation can be used to define the “risky steady state” as in Hill et. al. (2016) which is the 
value of 𝑍𝑍𝑡𝑡 = 𝑍𝑍∗ such that: 

𝑍𝑍∗ = 𝜃𝜃(𝑍𝑍∗) = 𝜑𝜑∗𝐺𝐺 �𝜇𝜇−𝜑𝜑
∗

𝜎𝜎
� − 𝜎𝜎𝜎𝜎(𝜇𝜇−𝜑𝜑

∗

𝜎𝜎
) + 𝜇𝜇(1 − 𝐺𝐺 �𝜇𝜇−𝜑𝜑

∗

𝜎𝜎
�)    (B1) 

Where  

𝜑𝜑∗ = 𝜌𝜌𝑍𝑍∗ + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 

The risky steady state is the value around with the cumulative inflation gap tends over time if 
shocks are set to zero.  Similar to the optimal buffer, the risky steady state is a function of the 
key parameters of the model including the variance of the shock terms, the maximum amount of 
policy stimulus  𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 that can be provided and the parameter 𝜌𝜌 determining the degree of 
averaging.  A unique risky steady state solution exists in this model for all cases with 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 >
0.27   

The risky steady states corresponding to the cases considered above are shown in Table B1 
below. 

 

 

 

 

27 In the case with 𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 = 0 and 𝜌𝜌 = 1, the target variable 𝑍𝑍𝑡𝑡 behaves as a “truncated” random walk since there is 
nothing that pulls the value of the target variable back toward zero in cases with a series of negative shocks. 
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Table B1: Risky Steady State Values for the Average Inflation Gap 

 

In general, the risky steady state values in Table B1 are below the corresponding values of the 
buffer in Table 3 in the main text.  The difference reflects the tendency for shocks to push the 
economy to the ZLB so that inflation over the longer run tends to run below the buffer level set 
in “normal times” when the ZLB is not binding. 

B.2 Approximate Time-Series Behavior of Economic Variables 
The key relation governing the time series behavior of economic variables in the model under 
optimal policy is given by28: 

𝑍𝑍𝑡𝑡 = min (𝜌𝜌𝑍𝑍𝑡𝑡−1 + 𝜏𝜏𝑦𝑦�𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜎𝜎𝜎𝜎𝑡𝑡,𝜇𝜇)       (B2) 

As noted above, the expected value of 𝑍𝑍𝑡𝑡 conditional on 𝑍𝑍𝑡𝑡−1 is then: 

𝐸𝐸{𝑍𝑍𝑡𝑡|𝑍𝑍𝑡𝑡−1} = 𝜑𝜑𝑡𝑡−1𝐺𝐺 �
𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
� − 𝜎𝜎𝜎𝜎(𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
) + 𝜇𝜇(1 − 𝐺𝐺 �𝜇𝜇−𝜑𝜑𝑡𝑡−1

𝜎𝜎
�)   (B3) 

Given the value of the risky steady state 𝑍𝑍∗ as defined above, one can approximate the time 
series behavior of the accumulated inflation gap by linearizing equation (B3) around 𝑍𝑍∗: 

𝑍𝑍𝑡𝑡 − 𝑍𝑍∗ = 𝜌𝜌𝜌𝜌(𝑍𝑍𝑡𝑡−1 − 𝑍𝑍∗) + 𝜔𝜔𝑡𝑡       (B4) 

Where 

𝛾𝛾 = 𝐺𝐺 �
𝜇𝜇 − 𝜑𝜑∗

𝜎𝜎
� 

So, to a first order approximation, the behavior of cumulative average inflation evolves over time 
as an AR(1) process in this model with the autoregressive coefficient is given by 𝜌𝜌𝜌𝜌.  The 
parameter 𝛾𝛾 is the probability that policy remains constrained by the ZLB given that the 
economy was at the risky steady state in the prior period.  And 𝜌𝜌 of course is the parameter 
governing the weighted average lookback period.  Based on the calculations above, the 
autoregressive coefficient 𝜌𝜌𝜌𝜌 increases with an increase in the lookback period.  As a result, the 
mean rate of reversion to the risky steady state is slower in regimes with a longer lookback 
period. 

The shock term here is defined by: 

𝜔𝜔𝑡𝑡 =  𝜇𝜇 − 𝜃𝜃(𝑍𝑍𝑡𝑡−1)   when 𝜎𝜎𝜀𝜀𝑡𝑡 > 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

28 This is an example of the SETAR “threshold” model developed and studied extensively by Tong (1983). 

SIG IT WAIT 2 WAIT 5 WAIT 10 PLT
0.5 -0.042 -0.016 -0.006 0.000 0.009
1 -0.198 -0.109 -0.044 0.013 0.147
2 -0.573 -0.417 -0.230 -0.013 0.755
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𝜔𝜔𝑡𝑡 =  𝜑𝜑𝑡𝑡−1+ 𝜎𝜎𝜀𝜀𝑡𝑡 −  𝜃𝜃(𝑍𝑍𝑡𝑡−1)  when 𝜎𝜎𝜀𝜀𝑡𝑡 ≤ 𝜇𝜇 − 𝜑𝜑𝑡𝑡−1 

Combining equations (10) and (3a), the time-series process for inflation is: 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌)/(1− 𝜌𝜌𝜌𝜌)) 𝜋𝜋�𝑡𝑡 = (1 −  𝜌𝜌𝜌𝜌) 𝑍𝑍∗ + 𝜔𝜔𝑡𝑡 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌) 𝜋𝜋�𝑡𝑡=(1 −  𝜌𝜌𝜌𝜌)(1 − 𝜌𝜌)𝑍𝑍∗ + (1 − 𝜌𝜌𝜌𝜌)𝜔𝜔𝑡𝑡  

So inflation in the model follows an ARMA(1,1) process.  Finally, we can use the definition of 
the price level gap to infer that it follows an ARIMA(1,1,1) process given by: 

(1- 𝜌𝜌𝜌𝜌𝜌𝜌)(1− 𝐿𝐿) 𝑝̂𝑝𝑡𝑡=(1 −  𝜌𝜌𝜌𝜌)(1 − 𝜌𝜌)𝑍𝑍∗ + (1 − 𝜌𝜌𝜌𝜌)𝜔𝜔𝑡𝑡     (B5) 

B.3 Drift and Forecast Variance 
Two polar cases of equation (12) help to illustrate the core elements of the long-run behavior of 
inflation and the price level. 

In the special case when 𝜌𝜌 = 1, the price level gap process is stationary and given by the AR(1) 
process: 

𝑝̂𝑝𝑡𝑡 =  𝛾𝛾𝑝̂𝑝𝑡𝑡−1 + 𝜔𝜔𝑡𝑡  

The inflation gap follows an ARMA(1,1) process with zero mean and the k-step ahead forecast 
variance for this process is: 

𝜎𝜎𝑘𝑘2 = 𝜎𝜎𝜔𝜔2(1 − 𝛼𝛼𝑘𝑘+1)/(1 − 𝛼𝛼)  where 𝛼𝛼 = 𝛾𝛾2 

In the polar case when 𝜌𝜌 = 0, the price level gap process follows a random walk with drift given 
by: 

𝑝̂𝑝𝑡𝑡 = 𝑝̂𝑝𝑡𝑡−1 + 𝑍𝑍∗ + 𝜔𝜔𝑡𝑡  

The drift is determined by the risky steady state value 𝑍𝑍∗.  Steady state inflation in this case is 
equal to 𝑍𝑍∗. 

The k-step ahead forecast variance for the price level gap thus increases in proportion to the 
forecast horizon: 

𝜎𝜎𝑘𝑘2 = 𝑘𝑘 ∙ 𝜎𝜎𝜔𝜔2  

In the intermediate cases with 0 < 𝜌𝜌 < 1, the price level gap remains nonstationary and with the 
given by: 

𝑝̂𝑝𝑡𝑡 = 𝑝̂𝑝𝑡𝑡−1 + (1 − 𝜌𝜌)𝑍𝑍∗ + (
1 − 𝜌𝜌𝜌𝜌

1 −  𝜌𝜌𝜌𝜌𝜌𝜌
)𝜔𝜔𝑡𝑡  

The magnitude of the drift term (1 − 𝜌𝜌)𝑍𝑍∗is downweighted by the factor (1 − 𝜌𝜌).  So the longer 
the effective lookback period, the smaller the drift in the unit root process for the price level gap.  
Moreover, the k-step ahead forecast variance is also reduced by the factor (1 − 𝜌𝜌).  The k-step 
ahead forecast variance in this case is complicated but declines monotonically from 𝑘𝑘 ∙ 𝜎𝜎𝜔𝜔2  to  
𝜎𝜎𝑘𝑘2 = 𝜎𝜎𝜔𝜔2(1 − 𝛼𝛼𝑘𝑘+1)/(1 − 𝛼𝛼) as 𝜌𝜌 increase from 0 to 1. 
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Appendix C: Quantile Regression Results 
Quantile regressions were executed using proc quantreg in SAS.  All regressions were executed 
with observations weighted by the SCF population weights.  The full statistical results are 
reported below. 
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Quantile Regression Results

Table 22 Table 24Table 23
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Quantile Regression Results (continued)

Table 25 Table 27Table 26
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Quantile Regression Results (continued)

Table 28 Table 30Table 29
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