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[1] Objective quantification of model performance based on metrics helps us evaluate the current state
of space physicsmodeling capability, address differences among variousmodeling approaches, and track
model improvements over time. The Coupling, Energetics, and Dynamics of Atmospheric Regions
(CEDAR) Electrodynamics Thermosphere Ionosphere (ETI) Challenge was initiated in 2009 to assess
accuracy of various ionosphere/thermosphere models in reproducing ionosphere and thermosphere
parameters. A total of nine events and five physical parameters were selected to compare between model
outputs and observations. The nine events included two strong and one moderate geomagnetic
storm events from GEM Challenge events and three moderate storms and three quiet periods from
the first half of the International Polar Year (IPY) campaign, which lasted for 2 years, from March
2007 to March 2009. The five physical parameters selected were NmF2 and hmF2 from ISRs and LEO
satellites such as CHAMP and COSMIC, vertical drifts at Jicamarca, and electron and neutral densities
along the track of the CHAMP satellite. For this study, four different metrics and up to 10 models were
used. In this paper, we focus on preliminary results of the study using ground-based measurements,
which include NmF2 and hmF2 from Incoherent Scatter Radars (ISRs), and vertical drifts at
Jicamarca. The results show that the model performance strongly depends on the type of metrics
used, and thus no model is ranked top for all used metrics. The analysis further indicates that
performance of the model also varies with latitude and geomagnetic activity level.
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1. Introduction
[2] Knowledge of the ionospheric parameters, such as

NmF2, hmF2 and plasma drift velocity, is critical for
specification and forecasting of the ionosphere. In order to
not only specify the ionosphere but also understand the
physics behind the dynamics of the ionosphere, many
ionospheric models have been developed over the past
several decades. The ionospheric models can be broadly
divided into three main categories: empirical, physics-
based theoretical, and data assimilation models. Empirical
models provide an average behavior of the ionosphere.
Although empirical models are based on limited obser-
vational data, they are widely used because of their rela-
tive simplicity. Over the last three decades, first-principles
physics-based models of the ionosphere have been
developed [Schunk et al., 2002], and they require numerous
input parameters associated with coupling processes to
the thermosphere, plasmasphere and magnetosphere.
Therefore, the accuracy of the ionospheric model outputs
strongly depends on the accuracy of the input drivers.
Recently, data assimilation methods have been used for
ionosphere monitoring and forecasting that can be attrib-
uted to more available ionospheric observations [Richmond
and Kamide, 1988; Schunk et al., 2002; Scherliess et al., 2004;
Wang et al., 2004]. However, each of them has their own
limitations for reproducing ionospheric weather.
[3] In order to better understand strengths and limita-

tions of ionospheric models and to further improve the
capability for specification and forecasting of the iono-
sphere, it is crucial to evaluate the models systematically
and quantitatively. There have been many model valida-
tion studies, not only of the ionosphere [Anderson et al.,
1998], but also of the other regions of geospace [Spence
et al., 2004; Pulkkinen et al., 2010, 2011; Rastätter et al.,
2011]. However, a more systematic quantitative metric
study is needed for assessing long-term model improve-
ments objectively. We performed for the first time metric
studies for various Ionosphere/Thermosphere models
including empirical, physic-based, coupled and data
assimilation models. This work constituted a main part of
the CEDAR (Coupling, Energetics, and Dynamics of
Atmospheric Regions) Electrodynamics Thermosphere
Ionosphere (ETI) Challenge. TheChallenge was initiated in
order to evaluate the current state of ionosphere models
and to assess their improvements over time. For the Chal-
lenge, nine time periods (three events from four GEM
events, three moderate storms and three quiet periods
from the March 2007 to March 2008 time-frame, which is
the first half of the International Polar Year (IPY) from
March 2007 to March 2009) were selected to compare
model outputs with observations. Electron and neutral
densities along the CHAMP (Challenging Minisatellite
Payload) trajectories, NmF2 and hmF2 from ISRs, and
vertical drift at Jicamarca were chosen for the physical
parameters to be tested. Model outputs and observational
data used for the Challenge will be permanently posted on
the Community Coordinated Modeling Center (CCMC)

website for the space science communities to use. The
CCMC is supporting the Challenge using their experience
with the GEM community and the metric tools available at
the CCMC.
[4] In this paper, we present the preliminary results of

the Challenge including the comparison between model
results and the measurements of the NmF2 and hmF2
from four ISR stations and vertical drift at Jicamarca for the
nine selected time periods. The results from the compari-
son of space-based measurements and model simulations
(electron density and neutral density along the CHAMP
trajectories, and NmF2 and hmF2 from the CHAMP and
COSMIC satellites) will be presented in a companion
paper, which will be followed by the next report on cli-
matological study covering one year of the IPY.

2. Setup of the Challenge
[5] In order to evaluate the performance of ionospheric

models for different geomagnetic activity levels, nine time
periods were selected. Three events were chosen among
four events selected for the GEM (Geospace Environment
Modeling) Challenge [Pulkkinen et al., 2010, 2011; Rastätter
et al., 2011] (see Table 1). The events were sorted into
three levels of geomagnetic activity according to the
magnitude of Kp index. Strong storm events were defined
when Kp_max ≥ 7 during the time interval. Moderate
storm events and quiet periods corresponded to 4 ≤
Kp_max < 7 and Kp_max < 4, respectively. One of the
three GEM events E.2001.243 was sorted as a moderate
storm event, and the other two GEM events (E.2006.348
and E.2005.243) as strong storm events. We selected three
moderate storm events and three geomagnetically quiet
periods during IPY from March 2007 to March 2008.
Figure 1 shows Kp values for three GEM events and one
moderate storm and one quiet period. Each event lasted
no longer than three consecutive days.
[6] For each event, we compared the model outputs with

measurements for (1) vertical drift at Jicamarca (11.95°S,
283.13°E), (2) NmF2, and (3) hmF2 from Incoherent Scatter
Radar (ISR) Stations (Millstone Hill, EISCAT Svalbard,
Poker Flat, and Sondrestrom). Not all models contributed
to all nine events, as indicated below.

3. Models and Model Output Submissions
[7] For the study, we used the model outputs submitted

by model developers through the CCMC online submis-
sion interface developed for this and other model valida-
tion studies. We also used model outputs generated by the
CCMC using ionosphere-thermosphere (IT) models hos-
ted at the CCMC [Webb et al., 2009]. Table 2 shows the
submissions of outputs using various models, which
include empirical and physics based ionosphere models,
IT coupled models, and data assimilation models. Multiple
output submissions from one model using different input
drivers and/or different boundary conditions were distin-
guished by unique model setting identifier, for example,

SHIM ET AL.: CETI CHALLENGE FOR IT MODEL ASSESSMENT S12003S12003

2 of 17



1_SAMI3_HWM07 and 1_SAMI3_HWM93, 1_TIE-GCM
and 2_TIE-GCM, and 1_GITM and 3_GITM. The model
setting identifier marked with asterisk in Table 2 denotes
that model results are submitted by the CCMC.
[8] For the comparison of the vertical drift, six submis-

sions of model simulations from four models, IRI, SAMI3,
GITM and TIE-GCM were analyzed. Ten submissions
using eight models (IRI, SAMI3, USU-IFM, CTIPe, GITM,
TIE-GCM, JPL-GAIM and USU-GAIM) were included for
NmF2 and hmF2 comparison. Brief descriptions of the
models (and the submissions of model outputs) are pro-
vided in sections 3.1–3.8.

3.1. IRI (1_IRI)
[9] The International Reference Ionosphere (IRI) based

on all available data sources [Bilitza, 1990, 2001, 2004; Bilitza
and Reinisch, 2008] is the most comprehensive and widely
used empirical model for the ionosphere. For a given
location, time, and date, IRI provides monthly averages of
electron density, electron temperature, ion temperature,
and ion composition (O+, H+, He+, N+, NO+, O2

+, and
cluster ions) in the altitude range from 50 km to 2000 km.
Additional parameters given by IRI include the Total
Electron Content (TEC), the occurrence probability for
Spread-F and also for the F1-region, and the equatorial
vertical ion drift. The major data sources are the world-
wide network of ionosondes, incoherent scatter radars,
topside sounders, and in situ instruments on several
satellites and rockets.

3.2. SAMI3 (1_SAMI3_HWM07 and
1_SAMI3_HWM93)
[10] SAMI3 (Sami3 is Also a Model of the Ionosphere) is

a three-dimensional global ionospheric model based on
the two-dimensional model SAMI2 [Huba et al., 2000, 2008].
SAMI3 calculates the plasma and chemical evolution of
seven ion species (H+, He+, N+, O+, N2

+, NO+ and O2
+) in the

altitude range 85 km to 20,000 km. The ion temperature
equation is solved for three ion species (H+, He+, and O+)
as well as the electron temperature equation. An offset,
tilted dipole geomagnetic field is used, and the plasma is
modeled from hemisphere to hemisphere. High altitude
boundary conditions are not needed, since a complete
ionospheric flux tube is modeled. The neutral composition

and temperature are provided by NRLMSISE00 model
[Picone et al., 2002], and the neutral winds are obtained
from the HWM models [Hedin et al., 1991; Drob et al., 2008].
SAMI3 uses a unique, nonorthogonal, nonuniform, fixed
grid. The grid is designed to optimize the numerical mesh
so that the spatial resolution decreases with increasing
altitude.
[11] Two submissions for the vertical drifts using SAMI3

were used (see Table 2). 1_SAMI3_HWM07 and
1_SAMI3_HWM93 are SAMI3 runs with the neutral wind
model HWM07 and HWM93, respectively. The two SAMI3
simulations presented here are for two quiet events
(E.2007.079 and E.2007.190) and for two moderate storms
(E.2007.091 and E.2007.142). In addition to the two sub-
missions for the vertical drifts made by model developer,
we used NmF2 and hmF2 data from 1_SAMI3_HWM93
submitted by the CCMC.

3.3. USU-IFM (1_USU-IFM)
[12] Utah State University (USU)-Ionosphere Forecast

Model (IFM) is a three-dimensional, high-resolution,
multi-ion model of the global ionosphere [Schunk et al.,
1997] that is based on the USU Time-Dependent Iono-
sphere Model (TDIM) [Schunk, 1988; Sojka, 1989]. The
model covers the altitude range from 90 to 1600 km and all
latitudes and longitudes. The spatial and temporal reso-
lutions of the IFM are flexible. For this study, 3° ! 7.5°
latitude-longitude grid was selected. IFM is based on a
numerical solution of the continuity, momentum, and
energy equations of multiple ion species. The equations
are solved along magnetic field lines for individual con-
vecting flux tubes of plasma, and the 3-D nature of the
model is obtained by following a large number of plasma
flux tubes. The model accounts for the displacement
between the geomagnetic and geographic poles. The IFM
model uses F10.7, 90 days average F10.7, daily Ap and
eight 3-h Kp indices. The IFM also uses empirical inputs
for the neutral atmosphere and magnetosphere para-
meters needed by the model, e.g., neutral composition,
neutral wind, electric field, auroral precipitation, solar
EUV, and resonantly scattered radiation. The outputs of
the IFM include 3-D distributions of electrons and various
ion species, electron and ion temperatures, TEC, NmF2,
hmF2, and other auxiliary ionospheric plasma parameters.

Table 1. Events Studied in the Coupling, Energetics, and Dynamics of Atmospheric Regions (CEDAR) Electrodynamics
Thermosphere Ionosphere (ETI) Challenge

Event Name Date (DOY) and Time F10.7 Kp_max

GEM events E.2006.348 2006/12/14 (doy 348) 12:00 UT to 12/16 (doy 350) 00:00 UT 91 8
E.2001.243 2001/08/31 (doy 243) 00:00 UT to 09/01 (doy 244) 00:00 UT 192 4
E.2005.243 2005/08/31 (doy 243) 10:00 UT to 09/01 (doy 244) 12:00 UT 86 7

Moderate storms E.2007.091 2007/04/01 (doy 091) 00:00 UT to 04/02 (doy 092) 12:00 UT 72 5
E.2007.142 2007/05/22 (doy 142) 12:00 UT to 05/25 (doy 145) 00:00 UT 74 6
E.2008.059 2008/02/28 (doy 059) 12:00 UT to 03/01 (doy 061) 12:00 UT 69 5

Quiet periods E.2007.079 2007/03/20 (doy 079) 00:00 UT to 03/22 (doy 081) 00:00 UT 72 1
E.2007.190 2007/07/09 (doy 190) 00:00 UT to 07/10 (doy 191) 00:00 UT 80 0
E.2007.341 2007/12/07 (doy 341) 00:00 UT to 12/09 (doy 343) 00:00 UT 80 1
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IFM is used as a first-principle physical model in the USU
Gauss-Markov Kalman filter model, USU-GAIM, which is
described in Section 3.8.

3.4. CTIPe (1_CTIPE)
[13] The Coupled Thermosphere Ionosphere Plasma-

sphere Electrodynamics (CTIPe) model [Codrescu et al.,
2000; Millward et al., 2001] is a physics-based nonlinear,
coupled thermosphere-ionosphere-plasmasphere numer-
ical model. The model consists of four distinct compo-
nents: global thermosphere, high-latitude ionosphere, mid
and low-latitude ionosphere/plasmasphere, and electro-
dynamical calculation of the global dynamo electric field.
All four components of the CTIPe are run concurrently
and are fully coupled with respect to energy, momentum,

and continuity. The thermospheric code simulates the
time-dependent global structure of the wind vector, tem-
perature, and density of the neutral thermosphere. The
spatial resolutions are 2° in latitude and 18° in longitude,
and the vertical direction is divided into 15 levels in loga-
rithm of pressure extending from a lower boundary of 1 Pa
at 80 km altitude to a upper boundary of about 3 ! 10"7 Pa,
which corresponds to about 400#500 km altitude. The
high-latitude ionosphere convection model calculates
field-aligned ion velocity components from the field-
aligned momentum equation. The ionosphere is com-
puted self-consistently with the thermosphere pole-ward
of 23° latitude in both hemispheres. The plasmasphere
model solves coupled equations of continuity, momentum
and energy balance along many closed flux tubes

Figure 1. Kp values for five of the studied events.
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concurrently. The magnetospheric input to the model is
based on the statistical models of auroral precipitation and
electric fields described by Fuller-Rowell and Evans [1987]
and Weimer [2005], respectively.

3.5. GITM (1_GITM and 3_GITM)
[14] The Global Ionosphere Thermosphere Model

(GITM) is a three-dimensional spherical code that solves
for the coupled ionosphere and thermosphere [Ridley et al.,
2006]. GITM explicitly solves for the neutral densities of O,
O2, N(2D), N(2P), N(4S), N2, NO, H, and He; and ion species
O+ (4S), O+ (2D), O+ (2P), O2

+, N+, N2
+ NO+, H+, and He+.

Unlike other global ionosphere-thermosphere models,
GITM uses an altitude grid instead of a pressure grid. The
number of grid points in a simulation can be specified by
users. The model also can be run in one dimension, in
which a single latitude and longitude are modeled and
horizontal transport and gradients are ignored. GITM
does not assume hydrostatic equilibrium so that signifi-
cant vertical flows can develop self-consistently. GITM is
coupled to a large number of models of the high-latitude
ionospheric electrodynamics. It can also be coupled with a
global magnetohydrodynamic (MHD) model [Powell et al.,
1999] of the magnetosphere, since GITM is part of Uni-
versity of Michigan’s Space Weather Modeling Frame-
work [Tóth et al., 2005]. This allows investigation of the

coupling between the thermosphere, ionosphere and the
magnetosphere systems [e.g., Ridley et al., 2003].
[15] For the study, two model output submissions

(1_GITM and 3_GITM) were made. They differed in the
reaction rates of O+ + O2/NO/N2 → O + O2

+/NO+/N2
+, the

equatorial electrojet and potential solver, lower boundary
conditions, and the collision frequencies for O+ to neutral
species.

3.6. TIE-GCM (1_TIE-GCM and 2_TIE-GCM)
[16] The NCAR (National Center for Atmospheric

Research) TIE-GCM (Thermosphere-Ionosphere- Electro-
dynamics General Circulation Model) [Roble et al., 1988;
Richmond et al., 1992] is a comprehensive, first-principles,
three-dimensional, nonlinear representation of the cou-
pled thermosphere and ionosphere system that includes a
self-consistent solution of the low-latitude electric field.
The model solves the three-dimensional momentum,
energy and continuity equations for neutral and ion spe-
cies at each time step, using a semi-implicit, fourth-order,
centered finite difference scheme, on each pressure
surface in a staggered vertical grid. It has 29 constant-
pressure levels in the vertical, extending from approxi-
mately 97 km to 500 km in intervals of one-half scale
height, and a 5° ! 5° latitude-longitude grid, in its base
configuration. The TIE-GCM uses an imposed electric

Table 2. Models Submitted for the CEDAR Challenge

Model Setting ID Model/Version
Resolution

(Latitude ! Longitude ! Altitude)

Empirical Model
1_IRIa IRI-2007, empirical ionospheric model (50 km < alt < 2000 km)

Physics-Based Model
1_SAMI3_HWM07 SAMI3 with the neutral wind model HWM07 120 ! 90 ! 160

(90 km < alt < 20,000 km)
1_SAMI3_ HWM93
(1_SAMI3_ HWM93a: only for NmF2
and hmF2 at Millstone Hill)

SAMI3 with the neutral wind model HWM93 120 ! 90 ! 160
(90 km < alt < 20,000 km)

1_USU-IFMa IFM driven by F10.7, Kp and empirical inputs
for the thermosphere parameters

60 ! 49 ! 73
(90 km < alt < 1600 km)

Coupled Model
1_CTIPEa CTIPe driven by Weimer [2005] 91 ! 20 ! 15

(#90 km < alt < 500 km)
1_GITM GITM 25 ! 50 !13
3_GITM GITM with different O+ reaction rates and

collision frequencies, lower boundary conditions,
equatorial electrojet,
and potential solver from those for 1_GITM

25 ! 50 !13

1_TIE-GCMa TIE-GCM1.93 driven by Heelis et al. [1982] 36 ! 72 ! 29
(#90 km < alt < 500 km)

2_TIE-GCM TIE-GCM1.94 driven by Weimer [2005]
with dynamic critical colatitudes

36 ! 72 ! 29
(#90 km < alt < 500 km)

Data Assimilation Model
1_JPL-GAIM USC/JPL GAIM with ground-based

GPS data ("55° < lat < 55°) and COSMIC data
60 ! 36 ! every 40 km altitude

1_USU-GAIMa USU-GAIM23 with GPS TEC observations from
up to 400 ground stations ("60° < lat < 60°)

44 ! 24 ! 83
(90 km < alt < 1400 km)

aModel results are submitted by the CCMC using the models hosted at the CCMC. Different model setups are referred as different model
setting identification number.
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field model such as the Weimer [2005] or Heelis et al. [1982]
electric potential models at high magnetic latitudes above
a critical magnetic co-latitude, and a dynamo solution
equatorwards of a second critical colatitude which are set
to constants or to dynamic values as a function of magnetic
activity. At the lower boundary, atmospheric tides are
specified using the Global Scale Wave Model (GSWM)
[Hagan et al., 1999].
[17] Two versions of model run, 1_TIE-GCM and

2_TIE-GCM, are submitted by using TIE-GCM1.93 driven
by Heelis et al. [1982] with constant critical colatitudes and
TIE-GCM1.94 driven by Weimer [2005] with dynamic criti-
cal colatitudes, respectively.

3.7. JPL/USC-GAIM (1_JPL-GAIM)
[18] Global Assimilative Ionospheric Model (GAIM)

developed by The University of Southern California (USC)
and the Jet Propulsion Laboratory (JPL) is a physics-based
3-D data assimilation model [Wang et al., 2004; Pi et al.,
2003]. The JPL/USC-GAIM solves the conservation of
mass andmomentum equations for plasma, which account
for production, loss, and transport of the major ionization
species in the F region (O+). The JPL/USC-GAIM numer-
ically solves for the ion and electron density state and
key drivers such as equatorial electrodynamics, neutral
winds, and ion production terms using the following
well-developed empirical models for various input
parameters: thermospheric densities and winds (MSIS
[Hedin, 1991], HWM [Hedin et al., 1996]), solar EUV
[Tobiska, 1991], electric fields [Fejer et al., 1991; Heppner
and Maynard, 1987; Scherliess and Fejer, 1999], and elec-
tron energy precipitation flux [Fuller-Rowell and Evans,
1987]. It uses both four-dimensional variational analysis
(4DVAR) and Kalman filter techniques to ingest multiple
data sources, which include line-of-sight TEC measure-
ments made from ground-based GPS receiver networks
and space-borne GPS receivers, satellite UV limb scans,
and ionosondes.
[19] Submission 1_JPL_GAIM for the study was gener-

ated by assimilating ground based GPS TEC data (30 s
cadence) and COSMIC TEC data (10 s cadence). The
ground data from about 200 stations were only assimilated
if they came from a site located between $55° geomagnetic
latitude. The spatial resolutions of the model are 10° in
longitude, 3° in latitude, and 40 km in altitude. The geo-
magnetic field used in the model was based on the Inter-
national Geomagnetic Reference Field (IGRF), which has
high fidelity below $55° geomagnetic latitude.

3.8. USU-GAIM
[20] Physics-based data assimilation model of the iono-

sphere, Global Assimilation of Ionospheric Measurements
(GAIM) was developed at Utah State University [Schunk
et al., 2004; Scherliess et al., 2004, 2006]. This model is a
Gauss-Markov Kalman Filter (GMKF) model, which uses
a physics-based model of the ionosphere and a Kalman
filter as a basis for assimilating a diverse set of real-time

(or near real-time) measurements. The physics-based
model is the USU-IFM (see section 3.3). The GMKF
model assimilates bottom-side Ne profiles from a vari-
able number of ionosondes, slant TEC from a variable
number of ground GPS/TEC stations, in situ Ne from
four DMSP satellites, and line-of-sight UV emissions
measured by satellites. With the GMKF model, the
ionospheric densities obtained from the IFM constitute a
background ionospheric density field on which pertur-
bations are superimposed based on the available data
sources and their errors. The primary output from the
USU GAIM model is a time-dependent 3-dimensional
global electron density distribution. The USU GAIM also
provides Vertical Total Electron Content (TEC) obtained
from the leveled and bias corrected slant TEC values,
which are assimilated by the model.
[21] The versions of the USU GAIM currently hosted at

the CCMC only uses GPS observations distributed within
$60° geographic latitude, therefore, the plasma densities
at high latitude are provided by the IFM without assimi-
lating any data. We used the USU-GAIM results generated
by the CCMC for this study.

4. Data
[22] The vertical drifts derived from the 150-km echoes

measured with the Jicamarca Unattended Long-Term
studies of the Ionosphere and Atmosphere (JULIA)
Coherent Scatter Radar were used as ground truth [Hysell
et al., 1997; Chau and Woodman, 2004]. The JULIA radar
located at the Jicamarca, Peru observes daytime vertical
E ! B velocity. The data are recorded every five minutes
during the daytime (07:00–18:00 LT). The average of the
error in vertical drift for E.2006.348 strong storm event is
about 0.7 m/s. For the other events (E.2001.243, E.2007.142,
and E.2008.059), the average value of the error does not
exceed 1 m/s. The vertical drifts from JULIA are only
available during the day from about 0700 to 1800 LT (1200–
2300 UT). In order to increase data coverage, we also used
vertical drifts obtained from Jicamarca-Piura DH magne-
tometer measurements [Anderson et al., 2004] also during
the daytime only for four events for which there were no
JULIA data available. It is well known that the difference in
the magnitudes of the horizontal component (H) between a
magnetometer placed directly on the magnetic equator
and one displaced a few degrees away provides the vertical
drift in the F region ionosphere. We used modeled and
observed vertical drifts with 5-min temporal resolution.
[23] NmF2 and hmF2 data for this study were provided

by Millstone Hill (42.62°N, 288.51°E; 54°N), EISCAT
Svalbard (78.09°N, 16.02°E; 74°N), Poker Flat (65.13°N,
212.53°E; 65°N), and Sondrestrom (66.99°N, 309.05°E; 75°N)
ISR stations (geographic latitude, longitude and geomag-
netic latitude of each station are in the parenthesis). For the
study, we used Gridded ISR data over Millstone Hill that
were converted to overhead (vertical line-of-sight) fits from
the various directions every 15min using a specified height
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grid from 100 to 548 km (http://madrigal.haystack.mit.edu/
madrigal/) [Holt et al., 2002]. Sojka provided the data from
the three other ISRs that were used in Ionospheric Chal-
lenges of the IPY (International Polar Year) [Sojka et al.,
2007]. The cadence of NmF2, hmF2 from the four ISRs
was about 15 min. To calculate the accuracy of the model
output, themodeled NmF2 and hmF2 with different output
frequency were averaged over 15 min.

5. Metrics
[24] To quantify the model performance, four different

metrics were used. The term ‘metric’ refers to functions
that produce one real number for each set of observed and
modeled physical parameters.

5.1. Root-Mean Square (RMS) Difference
[25] One of the most meaningful and widely used ways

to evaluate model performance is to calculate root-mean
square difference between the model estimates and
observations defined as

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ xobs " xmodð Þ2

N

s

where xobs and xmod are observed and modeled values,
respectively. RMS difference has the same unit as
observed and modeled values, xobs and xmod. Perfect model
predictions have RMS differences of 0. Therefore, the
closer the RMS error is to 0, the more accurate the model
is.

5.2. Prediction Efficiency
[26] Prediction efficiency, one of the skill scores against

the mean of observations, is also commonly used to
describe performance of models:

PE ¼ 1" RMSmod

RMSref
¼ 1"

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ xobs " xmodð Þ2=N
∑ xobs " xobsh ið Þ2=N

s

where xobs and xmod are again observed and modeled
values, respectively, and 〈xobs〉 is the mean value of the
observed measurements. In this study, the mean value of
the observations 〈xobs〉 was considered as a reference
model instead of using any empirical model. The predic-
tion efficiency ranges from negative infinity to 1. A pre-
diction efficiency of 1 implies perfect model performance,
while a prediction efficiency of 0 means that the model
performance is as accurate as the mean of the observed
data. Negative value indicates that the observed mean is a
better predictor than the model. In order to take account of
local time dependence of the vertical drift, NmF2 and
hmF2, the daytime prediction efficiency (0600–1800 LT)
and the nighttime prediction efficiency (1800–0600 LT)
were obtained separately using daytime and nighttime
mean values of observations during any given event.

5.3. Ratio of the Maximum Change in Amplitudes and
Ratio of the Maximum Amplitudes
[27] The root mean square error and prediction effi-

ciency measure how well observed data and modeled
values are correlated with each other. Metrics based on
ratio are used to quantify the model capability to produce
peak values or short-term variations during a certain
period of time, even though performance of model is poor
in term of the RMS error and/or prediction efficiency.
Selected two types of ratio were the ratio of the maximum
change (difference between maximum and minimum
values; max - min) and the ratio of the maximum (max)
values of models to those of observations during a certain
time interval:

ratio max"minð Þ ¼ ðxmodÞmax " ðxmodÞmin

ðxobsÞmax " ðxobsÞmin
;

ratio maxð Þ ¼ ðxmodÞmax

ðxobsÞmax

where (xobs)max and (xmod)max are the maximum values of
the observed and modeled signals during a certain time
window. Perfect models have a ratio of 1. The ratio of max-
min and the ratio of max larger than 1 overestimate max-
imum variations and maximum values. Note that the two
ratios depend on the length of time window; the choice of
time interval will be discussed in section 6.1.

6. Results
6.1. Vertical Drifts at Jicamarca
[28] Figure 2 shows examples of the observed and

modeled vertical drifts at Jicamarca during the daytime for
E.2006.348 storm event (Figure 2a), and for E.2007.190 quiet
time event (Figure 2b). In Figure 2, the black curves rep-
resent observation data, and the color curves correspond
to averaged modeled values over every 5 min. Note that
similar plots for all CEDAR Challenge events can be cre-
ated through the CCMC’s online metrics tools at http://
ccmc.gsfc.nasa.gov.
[29] Figure 2 provides only qualitative model perfor-

mance on predicting vertical drifts during the day
(0700#1700). However, there is a notable difference in
performance of the models. For example, during the
E.2007.190 event, models including 1_SAMI3_HWM07,
1_SAMI3_HWM93, and 3_GITM produce larger temporal
variation of the vertical drift than the actual observations,
whereas 1_TIE-GCM, 2_TIE-GCM, and 1_IRI produce
smaller variation than the observed vertical drifts. The
observed values seem to match better with the results of
the empirical model 1_IRI than with the results from the
physics-based models (see Figure 2b). During the storm
event, however, physics-based coupled model such as
2_TIE-GCM performs better in producing dynamics or
peak values than the IRI model (see Figure 2a). It is fairly
obvious from Figure 2 that prediction of vertical drift
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during the geomagnetic storm is challenging. Other than
that, we can only draw limited conclusions on model per-
formance from Figure 2.
[30] In order to make definite comparisons, we quanti-

fied the model performance by using metrics. Figure 3
shows the model ranking based on four different metrics
for vertical drift at Jicamarca. As mentioned in the previous
section, the ratio depends on the length of time window
selected. To find out the appropriate length of the time
window, three different time windows of 1, 4 and 7 h were
taken. The event E.2006.348 (Figure 2a) was selected for
this test since Figure 2 clearly shows that one model,
2_TIE-GCM for this event, is better than the other models
such as 1_IRI and 1_TIEGCM, which can be compared
with the results for different time windows. It is found that
the ratio of max-min of 2_TIEGCM is closest to 1, while
those of 1_IRI and 1_TIEGCM are farther away from 1 with
the time window of 1 h (not shown here). The opposite
holds true for the 7-h time window. Thus, 1-h time

window length was selected to calculate the ratio of max-
imum minus minimum values (max-min) and ratio of
maximum values (max).
[31] Figure 3 shows RMS error (Figure 3a) and pre-

diction efficiency PE (Figure 3b), and the ratio of max-
min (Figure 3c) and the ratio of max (Figure 3d). Squares
indicate the average values for strong storm cases
(E.2005.243 and E.2006.348); circles and triangles denote
the average of moderate storms (E.2001.243, E.2007.142,
and E.2008.059) and the average of the quiet periods
(E.2007.079, E.2007.190, and E.2007.341), respectively.
Crosses are the average of all three geomagnetic activity
levels. The ranking of the model performance is arranged
by the final average values. The best performing model is
located at the extreme left. In Figures 3c and 3d the models
located above (below) the thin black horizontal line, which
indicates a ratio of 1, overestimate (underestimate) maxi-
mum variations and/ormaximum values. Note that neither
all modeled data nor all observational measurements are

Figure 2. Examples of the observed (black curves) and modeled (color curves) vertical drifts
at Jicamarca during the daytime for the (a) E.2006.348 event and (b) E.2007.190 event.
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available for all events. For example, 1_SAMI_HWM07 and
1_SAMI_HWM93 do not have data for the two strong
storm cases, and there are no observations for the event
E.2007.091. Therefore, comparing the averaged perfor-
mance taken over the events requires caution.
[32] The RMS differences for the vertical drift increase as

a function of geomagnetic activity. All models show worst
performance for strong storm periods in terms of RMS
error. In terms of both RMS error and prediction effi-
ciency, the empirical model 1_IRI ranks the top

followed by the coupled model 2_TIE-GCM. For all
events, all models except for 1_IRI during the quiet time
periods have negative prediction efficiency, which is
calculated using only daytime observations available.
This suggests that the mean of the observations is more
accurate than modeled vertical drifts at Jicamarca dur-
ing daytime.
[33] As for the ratio of max-min and ratio of max,

1_SAMI3_HWM93 gives us the most accurate vertical
drifts, but the model ranking based on the average values

Figure 3. Model ranking for predicting the vertical drifts at Jicamarca based on (a) RMS
error, (b) prediction efficiency, (c) ratio of max-min, and (d) ratio of max. Squares denote
the average values for strong storm cases (E.2005.243 and E.2006.348); circles and triangles
indicate the average of moderate storms (E.2001.243, E.2007.142, and E.2008.059) and the aver-
age of quiet periods (E.2007.079, E.2007.190, and E.2007.341). Crosses are the average of the all
three geomagnetic activity levels, and the rankings of the models performance are arranged
by the final average values. The best performing model is located at extreme left.
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over all events available changes when only one event or
only one geomagnetic activity level is considered. For
example, 1_SAMI3_HWM07, 1_SAMI3_HWM93 and
1_TIEGCM show the best performance in producing max-
min for quiet periods, moderate and strong storm cases,
respectively. Also, in terms of the ratio of max, 1_IRI per-
forms better than 1_SAMI3_HWM93 for each geomagnetic
level. Therefore, it should be noted that a model, which both
overestimates and underestimates the max-min and max,
could have a ratio closest to 1 in an average sense.

[34] It is evident from Figure 3d that maximum values of
the modeled vertical drifts and observations show good
agreements during the quiet periods, while the models
tend to overestimate maximum values during the storms.

6.2. NmF2 and hmf2
[35] Figure 4 shows examples of the observed and mod-

eled NmF2 and hmf2. Results for Millstone Hill are shown
for a strong storm case, E.2006.348 event (Figures 4a
and 4b). Results are shown for E.2007.079, one of the
geomagnetically quiet periods, at EISCAT Svalbard

Figure 4. Observed (black curves) and modeled (color curves) NmF2 and hmf2 at (and b)
Millstone Hill for a strong storm case, E.2006.348, event and at (c and d) EISCAT Svalbard,
(e and f) Sondrestrom, and (g and h) Poker Flat for the E.2007.079 event.
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(Figures 4c and 4d), Sondrestrom (Figures 4e and 4f),
and Poker Flat (Figures 4g and 4h). Although the model
results formost cases show similar diurnal variations as the
observations, models such as 1_USU-GAIM, 1_USU-IFM
and 3_GITM produce larger NmF2 variation than mea-
surements, while 1_CTIPe produces smaller variation
than the observed values at EISCAT Svalbard and at
Sondrestrom. For the geomagnetically quiet condition,
the results from the empirical model 1_IRI show better
agreements with the observations than the results from
the physics-based models (see Figures 4c–4h). On the
other hand, the physics-based models perform better in

producing the peak values during the storm event than
the IRI model (see Figures 4a and 4b). Figure 4 also
clearly indicates that the prediction of NmF2 and hmF2
during geomagnetic storms is as challenging as the
prediction of vertical drifts.
[36] Figures 5–8 show the model ranking using four dif-

ferent metrics for NmF2 and hmF2. Table 3 shows avail-
able measurements from the four ISR stations for each
event. In Figure 5, capability of models to produce NmF2
at Millstone Hill at middle latitudes is compared. During
the storm, all 10 model output submissions show largest
RMS error of predicted NmF2 that ranges between about

Figure 5. Same as Figure 3 but for predicting the NmF2 at Millstone Hill. Squares and trian-
gles denote for strong storm cases (E.2006.348) and for quiet periods (E.2007.341). Circles indi-
cate the average of moderate storms (E.2007.142 and E.2008.059).
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2 ! 105 and 4 ! 105 /cm3. The models that are ranked
higher show no significant differences in RMS error
between quiet periods and moderate storm events. How-
ever, relatively low ranked models show distinct differ-
ences in RMS error between quiet periods and moderate
storm events and have larger error for moderate storms
than for quiet periods. The data assimilation model,
1_USU-GAIM is ranked at the top followed by IRI in both
RMS error and prediction efficiency. The model rankings
based on the RMS error and prediction efficiency are sim-
ilar but not the same. The ranking for prediction efficiency
is obtained based on the average prediction efficiency for
daytime (0600–1800 LT) and nighttime (1800–0600 LT),
while the RMS error does not have local time dependence.
However, there is no difference in model rankings for

vertical drifts prediction based on the RMS and PE in
Figure 3, since only daytime vertical drifts were considered
for the study. At middle latitudes, the majority of models
tend to overestimate max-min, which indicates short-term
(1 hr) temporal variation, and max of NmF2 during the
storm event except for 1_CTIPe. On the other hand, models
have a tendency to underestimate max-min during mod-
erate storms. Note that 1_JPL-GAIM did not provide Mill-
stone Hill results for the quiet period, and only includes
one moderate storm case (E.2008.059).
[37] The model performance of predicting NmF2 at high

latitudes is shown in Figure 6, which displays the average
performance of the models taken over the three ISR sta-
tions (EISCAT Svalbard, Poker Flat and Sondrestrom) at
high latitudes (geomagnetic latitude >60°) for onlymedium

Figure 6. Same as Figure 3 but for predicting the NmF2 in high latitudes. Circles and trian-
gles denote the average of moderate storms (E.2007.091, E.2007.142, and E.2008.059) and the
average of quiet periods (E.2007.079, E.2007.190, and E.2007.341).
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storm and quiet events due to absence of data for storm
events. At high latitudes, the models show notable dif-
ferences in performance compared to middle latitudes
(Figure 5). First, all models except for 3_GITM produce
smaller RMS error during moderate storms than during
quiet times at high latitudes. Second, except for 1_IRI
during moderate storms, all models fail to provide posi-
tive prediction efficiency. It indicates that the mean value
of the observations is a better predictor than the modeled
NmF2 at high latitudes. Next, 1_USU_GAIM now ranks
near the bottom as opposed to near or at the top for
middle latitudes in Figure 5. The reason why the data
assimilation model 1_USU-GAIM at high latitudes shows

worse performance than in middle latitudes is that the
versions of the USU-GAIM currently hosted at the
CCMC only use GPS TEC data between "60 and +60
geographic latitudes. At high latitudes, 1_IRI and 1_GITM
are ranked higher in terms of RMS error, PE, and ratio of
max, but are ranked relatively lower based on the ratio of
(max-min). Finally, all models except 3_GITM show
larger negative PE for quiet periods than for moderate
storms. Also, all models have worse PE at high latitudes
compared to middle latitudes, especially during the quiet
periods. Note that 1_SAMI3_HWM93 has no data for
NmF2 at high latitudes, which is not covered by the
model. Also, there are no data from 1_JPL-GAIM.

Figure 7. Same as Figure 3 but for predicting the hmF2 at Millstone Hill. Squares and trian-
gles denote for strong storm cases (E.2006.348) and for quiet periods (E.2007.341). Circles indi-
cate the average of moderate storms (E.2007.142 and E.2008.059).
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Figure 8. Same as Figure 3 but for predicting the hmF2 in high latitudes. Circles and triangles
denote the average of moderate storms (E.2007.091, E.2007.142, and E.2008.059) and the aver-
age of quiet periods (E.2007.079, E.2007.190, and E.2007.341).

Table 3. NmF2 and hmF2 Observations Available During the Selected Events

Events Measurements

Strong storms E.2006.348 Millstone Hill
E.2005.243 no data available

Moderate storms E.2001.243 no data available
E.2007.091 EISCAT Svalbard, Poker Flat
E.2007.142 Millstone Hill, EISCAT Svalbard, Poker Flat, Sondrestrom
E.2008.059 Millstone Hill, Sondrestrom

Quiet periods E.2007.079 EISCAT Svalbard, Poker Flat, Sondrestrom
E.2007.190 EISCAT Svalbard
E.2007.341 Millstone Hill, EISCAT Svalbard, Poker Flat, Sondrestrom
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[38] Figure 7 and 8 present the models ranking of per-
formance in predicting hmF2 at Millstone Hill (middle
latitude) and in high latitudes. In Figure 7, dependency of
the model performance on geomagnetic activity is also
shown, but the dependency is not linear. For example,
some models have larger RMS error for quiet periods than
moderate storms, although all models have the largest
RMS error for strong storms. Furthermore, all models
have worst PE for hmF2 in the middle latitude for the
quiet periods. The models exhibit a tendency to under-
estimate the difference (max-min) for most cases. In
terms of the ratio of max, all models show good agree-
ments with the measurements. The data assimilation
models (1_JPL-GAIM, 1_USU-GAIM) and the empirical
model (1_IRI) are ranked higher than the others, but
differences in scores among the models ranked above
average are not substantial. The differences become
smaller as the latitude increases in Figure 8. In high
latitudes, RMS error for hmF2 ranges from about 20 to
30 km for geomagnetic quiet time and from about 50 to
70 km for moderate storms. PE scores approximately
range from "2 to 0. The ratio of max is about 1, and the
ratio of max-min is less than 2 in most cases. 1_TIE-GCM,
2_TIE-GCM and IRI are ranked either at the top and or
near top. 3_GITM is ranked the top with respect to ratio of
max-min and demonstrates more accuracy in predicting
hmF2 in high latitudes than in middle latitudes.

7. Discussions and Conclusion
[39] The performance of Ionosphere/Thermosphere

models in predicting NmF2, hmF2 and vertical drifts has
been quantified using four different metrics for three dif-
ferent geomagnetic activity levels. For this IT model vali-
dation study, nine events were selected and divided into
three geomagnetic levels according to maximum Kp value
during the events (see Table 1). JULIA vertical drifts and
NmF2 and hmF2 from ISRs at one station in middle lati-
tude (Millstone Hill) and three stations (EISCAT Svalbard,
Poker Flat and Sondrestrom) in high latitude regions were
used as ground truth for comparison with a total of 10
model submissions (see Table 2). To quantify the model
performance, we calculated four different skill scores
including RMS error, prediction efficiency against the
mean of the observations, as well as the ratio of max-min
and ratio of max with a 1-h time window. The capabilities
of models to produce the selected physical parameters
were ranked by the average skill scores over all events for
which the measurements were available (see Table 3).
Therefore, it is important to note that not all model sub-
missions had data for all events when comparing the
model performance. Also, ISR data were not available from
all ISR stations for all events
[40] The model performance shows an evident depen-

dence on geomagnetic activity. RMS error increases as
geomagnetic activity levels increase for the majority of the
models in most cases with the exception of NmF2 and
hmF2 RMS errors, which are larger for quiet periods than

for moderate storm events. This nonlinearity is possibly
due to the simultaneous changes in the ionospheric dri-
vers such as electric fields, neutral wind, neutral compo-
sition, and neutral temperature, which differ from storm to
storm, depending on the energy input to the ionosphere
from the magnetosphere. The models that are ranked
higher appear to have smaller difference in RMS error
between different geomagnetic levels. However, the
dependence of the prediction efficiency on geomagnetic
activity is not as clear as the behavior of the RMS error,
and even the opposite behavior is true for some cases. For
example, for predicting NmF2 in high latitude and hmF2 in
middle latitude, most models show worse performance for
quiet periods than for strong and/or moderate storms. In
addition, in terms of ratio of max-min and ratio of max, the
models tend to overestimate max-min and max during the
strong storm events. Most models also overestimate max-
imum vertical drift during the moderate storms, while they
show good agreements with observed maximum vertical
drift during the quiet periods.
[41] It is clearly seen that model performance varies with

metric selections and latitude so that none of models rank
at the top for all metrics used. In general, the empirical
model 1_IRI, which provides long-term climate trends
rather than short-term variations in weather, shows better
performance than the other models in terms of RMS error
and PE, while the other models produce better ratio of
max-min than 1_IRI. This suggests that physics-based
models produce relatively better short-term variations of
the ionospheric physical parameters during storms and
even quiet periods. The data assimilation models 1_USU-
GAIM and 1_JPL-GAIM are ranked top in their predic-
tions of NmF2 and hmF2 at Millstone Hill (located at
middle latitudes) with respect to RMS and PE. However,
they are outranked by the empirical model 1_IRI and the
coupled model 1_TIE-GCM in high latitudes due to the
limited latitude coverage of data used for the data assimi-
lation models.
[42] From the comparisons among the same types of

models, it is found that one of the two data assimilation
models, 1_USU-GAIM produces better NmF2 for all cases,
better hmF2 during strong storms, and worse hmF2 during
moderate storms than 1_JPL-GAIM inmiddle latitudes. Two
physics-based ionospheric models, 1_SAMI3_HWM93 and
1_USU-IFM show similar performance in producing hmF2.
However, 1_SAMI3_HWM93 shows better performance in
producing NmF2 than 1_USU-IFM in middle latitudes. It
appears that 2_TIE-GCM, 1_TIE-GCM, and 1_CTIPE among
five coupled model submissions perform similarly in pro-
ducing NmF2 in middle latitudes during quiet periods and
in high latitudes during moderate storms. The three sub-
missions also show similar performance in predicting hmF2
at high latitudes. In most cases, they show better perfor-
mance than 1_GITM and 3_GITM. However, 1_GITM is the
best for NmF2 inmiddle latitudes during storms and in high
latitudes during quiet periods in terms of RMS errors and
PE, and 3_GITM for hmF2 in high latitudes during quiet
periods in terms ratio of max-min. As mentioned above,
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1_CTIPE, 2_TIE-GCM and 1_TIE-GCM show similar
performance. For most of the other cases, however, the
TIE-GCM results have better performance than 1_CTIPE,
except for NmF2 during strong storms in terms of PE
and ratios, and hmF2 during quiet periods in terms of
RMS and PE in middle latitudes.
[43] Improvements of model performance are pro-

nounced when enhanced and/or more complex input
drivers are used. For example, 1_SAMI3_HWM07 using
upgraded Horizontal Wind Model shows better perfor-
mance in predicting vertical drifts in terms of RMS error
and PE, although it is not as good in terms of ratio of
max-min during moderate storm events compared to
1_SAMI3_HWM93 driven by the earlier Horizontal Wind
Model. During the storm events, 2_TIE-GCM (driven by
Weimer electric potential with dynamic critical crossover
colatitudes) shows better performance than 1_TIE-GCM
(driven by Heelis electric potential with constant critical
crossover colatitudes) in producing all three physical
parameters in terms of all metrics. However, 2_TIE-GCM
does not show systematic improvements for moderate
storm and quiet periods. Also, there are no systematic
improvements when 1_GITM and 3_GITM are compared.
1_GITM has better scores for NmF2, whereas 3_GITM has
better scores for hmF2.
[44] This is the first systematic study to quantify the

performance of various Ionosphere/Thermosphere mod-
els. The results of this study provide a baseline from which
performance of new models can be evaluated, although
there were limitations in this study such as relatively short
duration of the events considered, temporal coverage of
data, and uncertainty of the measurements. The results
from the comparison of measurements and model simu-
lations of the electron density and neutral density along
the CHAMP trajectories will be presented in a companion
paper, which will be followed by the next report on a cli-
matological study covering one year of the IPY. Model
output and observational data used for the study will be
permanently posted at the CCMC website (http://ccmc.
gsfc.nasa.gov) and provided as a resource for the space
science communities to use in the future.
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