4 'satellite
@Ef-g,n?qraphr Copper
vision RE:E

A :E-:_ - Prog

d@

Satellite
Meteorology
and| te|

NOAA NESDIS
CENTER for SATELLITE APPLICATIONS and
RESEARCH

ALGORITHM THEORETICAL BASIS DOCUMENT

GLM Lightning Cluster -Filter Algorithm

Steve Goodman, NOAA/NESDIS
Doudas Mach, Lhiversity of Alabama in Huntsvi

William Koshak, NASA-MSFC

Richard Blakeslee, NASA-MSFC

Version:2.0

September 24, 2010



Table of Contents

LIST OF FIGURES ... ..ttt e e e 3
LIST OF TABLES ...ttt ettt e e ettt e e s seebn e e e e e e e e e eans 3
LIST OF ACRONYMS ...ttt ettt e e et e e e eeenn e e e e as 4
AB ST RACT ettt memne ettt e e e et e et e e e e e e et r e e e e et r e e e e e e s e aan 5
1. INTRODUCTION L.ttt e e et ettt e e e e s e st e e e e e sesnneeeeaeeeaneans 6
1.1 Purpose Of ThiS DOCUMENT.......ccciiiiieeeeeerieiiiiieeiieieeiieieevieiaebeeenereeesrnreneeeeeeees 6
1.2 Who Should Use ThiS DOCUMENT .........uuumeiiieiiiieeeiiiiiiieiie e ee e e 6
1.3 Inside EACh SECHON..........uuiiiiiiii e e 6
1.4 Related DOCUMENTS ......coeiiiiiiiiii et eeeee e et e e e e e e e e e s 7
1.5 REVISION HISTOIY ...coiiiiiiiiiiiiiiii it ieeeee e ee e 7
2. OBSERVING SYSTEM OVERVIEW........ccoiiiim ettt en e e 7.
2.1 ProdUCES GENEIALEA ........uuuuueiieies s e eeeeeeteeteetesteesestsebesessstsebememmneeeeeeeeeeeeens 7
2.2 Instrument CharacCteriStiCS .............ceemueeueeiiiiiiiiiiiiiiiiieieeieeeeeieeieebbeneeeeeeeeeeeeeees 9
2.2.1 GLM Measurement APPrOaCH .............cceummmnemmmnmnnni e 10
2.2.2 On-Board Signal ProCessing ........cooccoooiiieiieieeeeeeeeeeeeee et 11
3. ALGORITHM DESCRIPTION......ciiiititieiitieeeeeee e et ee e e e e e eeanenans 12
3.1 AIGOItNM OVEIVIEW ...ttt mmmm s e e e e e e e e e e e e e e e e e e e eeeeeenaenens 12
3.1.1 BACKGIOUNG .....ccoiiiiiiiiiii ettt e e e e e e e e ea e 13
L2 EVENE ..o e e e eeee 13
TR I 2 1 (0 U o I TSP PP TP 13
T = T o TSR P 14
3.2 Processing OULINE .......coooiii e 14
3.3 AIGOItNM INPUL . e e e e e e 17
3.3.1 Primary SENSOr DAt .......c.ueuuiuiiiumeeniiri e reeeneees 17
RS I N g [or] | F=T oV D - | - PP 18
3.3.3 DErIVEA DALA ....cceeeiiiiiiieiie e 18
3.4 TheoretiCal DeSCIPLION..........uuuiiitceereeeeeeeeeieieeeeereeeeeeeerrereerrerre e eeseeees 18
3.4.1 Physics Of the Problem..........cooicemmmee s e 18
3.4.2 Mathematical DeSCIIPLION ......ccciiiiiieieie e 20
3.4.3 AlGOrthm OQULPUL......ceeiiiiiiiiieiie ittt e s nnene 26
4. Test Data Sets and OULPULS ......ooevvii e 30
4.1 Simulated INPUL DAta SEtS..........uuwiuuuueiiiiiri s sesrsnnnennees 30
4. 1.1 NLDN DA .......uutuemiiiiieiesiiiiiiiemeeeiis e e e e et e e e e e e s e e snsbbeeeees s annenees 30
4. 1.2 VHE DAEA ....eeiiiiiiiiiiiiiiiieeee st ettt e e e et aeeeeess e aeeee s 31
4.1.3 Re-SampPled LIS DAta .........uuuuuruureeemeeeerieineiieineiieinenenenennseneneennesnennne 32
4.2 Output From Simulated INput Data SetS ..cccecaeoeeeiieiiiiiiiieiie e 32
4.2.1 Precisions and Accuracy EStiMates .....cccuevvveiiiiiiiiiieiiiiiiiiiiieiiiiiniiinninees 33
A L o ] g = U o [0 = SRR 33
5. Practical CONSIAEIatiONS. ..............et o eeeeeeeeeesssiiinier e e e e e et rre e s e e e eeeeeeas 33
5.1 Numerical Computation Considerations............c.ccccvviiiiiiiiiiiieiiiiieieeeeeeeeeen, 33
5.2 Programming and Procedural Considerations. ................ccccceviviiiiinniinenenn. 34
5.3 Quality Assessment and DIiagnOSLICS ..o ieiiiiiiiiiiii e 34
5.3.1 Code Processing SPeEed ........ccoo i 34
5.3.2 CluStering RESUILS ........euueiiiiiiiemmemee e 35

5.3.3 Marking Non-Lightning Events, Groups, andsBEs ...............cccccciiniinnnnn.



5.3.4 Diagnostics Imported from LO-L1b Code......ccceviviviiiiiiiiiiiiiiiiiiiiiiiiiiiiees 53
5.4 Exception HaNAliNg ....cooooeeiieee e 35
5.4.1 Flash QA Bits (13 BitS TOtal) .....ceiiieeeeeeiiiiiiiiii e 35
5.4.2 Group QA Bits (9 Bits Total) .......cooevveveiiiiiiiieeeee e 36
5.4.3 Event QA BitsS (6 BitS TOtal) ....cceevvieeumeriiiiiiiiiii s e 37
5.5 Algorithm Validation .............ueeuiiii e 37
6. ASSUMPTIONS AND LIMITATIONS ..ot 38
6.1 PEIfOIMENCE ...t s ettt e e e e e et e e e et e e eeeaee s 38
6.2 Assumed Sensor PerfOrMAanCe ...........occeeurireiiieeeee et meeeee s 38
6.3 Pre-Planned Product IMProvVemMENtS ...........ceeeiieiiniiiiineieeee e 38
RETEIENCES ...ttt ettt e e e e et e e e e bbb e e e e e e e e e e e nnane e 38
Appendix 1: Algorithm Implementation and Test PRocumentGLM Lightning
Cluster-Filter AIGOTItRIm ..........ouiiii e 40
1. OBJIECTIVE ..ottt ettt a e e e san e e e e e e e e e e 40
1.1 Purpose of thiS DOCUMENT.........cuiiiicceeee e 40
1.2 SPECITIC ODJECHIVES ...uvvviiiiiiiiiiiiiicemmeeeeireieeiieiberbeabeeberebebraeaaeeese s ananneeeeeeeeeseees 40
1.3 SCOPE OFf DOCUMIEBNL ...t e e e e e e e e 40
1.4 Related DOCUMENTS ......uuiiiiiiiiiiiiieaeerae e e e e e e e e e e e e e e e e e e e e e e e e e e aaaaaaa e e e e as 40
2. BRIEF DESCRIPTION OF ALGORITHM ......iiiiiceeeee e 41
2.1 OVEIVIBW ...t 41
2.2 PrOUUCE SUMIMABIY.....uuitiiiiiiiiiinnssssmm oo e e e e aeeaeeaeaaaeaaaaaaaaaaaaaaaaasaaaaaasaasaaaaaans 41
3. DATASETS oottt ettt e e e e s ettt e e e e e e e s e e e e e e e e e nnn e aeeeeans 41
3.1 National Lightning Detection NetWOrk Dat@lu . .. ...ueueemmemeee e 42
3.2 VHF Lightning Mapping Data........ccccooeoeaaree e 42
3.3 Lightning Imaging Sensor Data ... 42
Y| = = (01 1@ ] @ 1 ST 42
4.1 Algorithm Definition PRASE ..........uuiiiiiiiiiiii e 43
4.1.1 SPEEMA TESKS ..iiiiiiiiiieii ittt eeeeeeee e 43
4.1.2 ACCUIACY TEOSES .. .iiiiiiiiiie e immmemm ettt e e e e e et e e e e e e e e eeaeeeennens 44
4.1.3 ReSIENCY TESHS. ..o 45
4.1.4 SPECIfiC LISt Of TESES ....coiiiiiiiii st e 45
4.2 Algorithm Refinement PRaSe .............courreremmimiiii s ssssenenes a7
5. RESULTS ittt s+ttt et e e e e e ettt e e e eessben e e e e e aeeenaanns 48
N RO U o T To B IS () PP 48
5.2 CPU LOAd TeSE I (S) coeeeiieiieieeie et 49
5.3 CPU LOAd TESE HT (S)iiiiiiiiiiiiiiiiit et eneneas e 51
5.4 Longitude Test | (International Dateling) (R).........euvvuvrrrrrirmmimiiiiiiiniiineninnnn 54
5.5 Longitude Test Il (Prime Meridian) (R) ...cccoveeeeeiieiieieieee e 56
5.6 Simulated Regrouping Test (GLM_test_Mergingfrhxs) (A) ....ooovvvvvvvivieiinnnnnn. 57
Appendix 2: A Physical Understanding of the Ev&ripup, and Flash “Radiance” Data
PIOTUCTS. ...ttt e e e e s e e e e e e s s bbb e e e e e e e e e e eaannes 59
Appendix 3: The Flash Radiance Data ProducCt............cccccccevvviiiiiiiiiiiiieieceee, 63
A3.1 Preliminary Definitions and Derived QUantities..................uvvvviervvvenenenennnn 63
A3.2 An Expression for the Data Product ... ......eeeereeeeeiiiiiiiiiiniiiniienen. 65

Appendix 4: Additional Considerations on Centro@lin..............ccooeevveeiiiieeeieeenenn, 67



LIST OF FIGURES

Figure 1. Optical groups attempt to track brighhgient emissions from lightning. Inter-

stroke processes also produce Optical QroUPS. .ccceeeeeeeeeeeiiiiie e 9
Figure 2. GLM field-of-view coverage (thin linefisr GOES-West configuration, and
thick line is for GOES-East configuration). ..cccae.oiiiniieiiees s 10
Figure 3. High level flow chart of the GLM Lightrg Cluster Filter Algorithm (LCFA).
................................................................................................................................. 16
Figure 4. Details of the GLM Lightning Cluster EiftAlgorithm LCFA). ..........ccccueu... 17
Figure 5. The first group (iN red). ......... oo 20
Figure 6. The next group (iN gre€N). ..... .o eeeeeeeieiee ettt e e e e 21
Figure 7. The next two groups (in yellow and blue)...............oueiiiiiiiiiiiiiiiiiiiiiienee. 21
Figure 8. Two additional single event groups (rarcand magenta). ..................eeeeeeeeee 22
Figure 9. Two additional single event groups (ieygand black). ...........cccccccvvvennnnen. 2.2
Figure 10. The 21 July 2003 NLDN proxy dataset.........cccooeeereieiiiieineeieee e 30
Figure 11. Plot comparing LIS (squares), LMA (dpts)d NLDN (Xs) datasets............ 31

Figure 12. The fractional coincidence of LIS arMA flashes as a function of range.. 32
Figure 13. Overall validation strategy involvirgetLCFA. This figure extends beyond

the definition/performance testing of the LCFA ($ee Validation Plan for details). .... 43
FIgure 14. EVENE RAIES .....c.oiiiiiiiiie it eeeeeee ettt ettt e es e s e e e eeeeaeeeeeaeeeeeeees 49
Figure 15. Processing speed of the GLM COde..............uuuuiiiiiiiiiiiiiiiiiiiiiiiiiiienneee 49
FIQure 16. EVENE RAES. .....ooiiiiiiiiiie it ceeeeee e et e ettt ettt et eeeeaeeeeeteseesee s e e e eeeeeeeeaeaeeeaeeees 51
Figure 17. Processing speed of the GLM COde..............uuuuiiiiiiiiiiiiiiiiiiiiiiiiiieeeeee 51
Figure 18. Data rate as a function of data time..........ccooeeeiiiiiiiiiiiiiii s 54
Figure 19. Processing speed of the GLM COdE............uuvvviiiiiiiiiiiiiiiiiiiiiieiiiiieennee. 54
Figure 20. Location of all groups in the flashnised around the International
(D= 1= 11 =) TR TR 56
Figure 21. Location of all groups in flash (cestearound Prime Meridian). ............... 57
Figure 22. Location of all the groups in the ol@sti. ............ccoooiiiiiiiiiii e e 58
Figure 23. Geometry for energy density calCulaion.............ccoeeeeeeieiieii e 59
LIST OF TABLES
Table 1. REVISION HiSTOIY ..........uiuiiiiitmmme e eeeeeeeieieeieetaeieseeeebebeesesssessbeeeneeeeeeeeeeeeeeeeees 7
Table 2. Lightning Product ReqUIrEMENTS ... coceeeeiiiiiiiiiiiie e 8
Table 3. Resultant Flash Data ............ooooiaaaaiiii e 23
Table 4. Resultant Group Data.............cooiieiiiiiiiiiiiiieieeieeeeeeee e e e 23
Table 5. EVENE DALA.........coo oottt ee e e ne et e e e e e e e e eeeeeees 24
Table 6. GroUP DaAta........ccoooiiii oottt em e e eee et e e e e e eeeeeeeeees 24
Table 7. FIASH DAta .........ocoiii e s s es e e snnnene 24
Table 8. Output Flash/Group/Event Order from thargle Processing ............cccc...... 25
Table 9. Alternate Output Flash/Group/Event Ordemfthe Example Processing ....... 25
Table 10. QA BitS fOr GLM LCFA ....oooiiii e e e 26
Table 11. Estimated Bandwidth Needed to TransmilGhM LCFA Data.................... 27
Table 12. Metadata for Lightning Product.................ooeeiiiiiiiiiiiiiiiiiiiiieiieieeeeeeee e 29
Table 13. Error Budget SUMMAIY ...........iceceeeeeeeeeiieieeiieieeieeiieieeieeveeseesesrereneeeeeeeees 33



LIST OF ACRONYMS

AIT — Algorithm Integration Team

AITP — Algorithm Implementation and Test Plan

ATBD - Algorithm Theoretical Basis Document

AWG — Algorithm Working Group

CCD - Charge Coupled Device

FAR — False Alarm Rate

F&PS — Functional & Performance Specification

GLM — Geostationary Lightning Mapper

GOES - Geostationary Operational Environmentalll8ate
GRB — GOES Rebroadcast

GSP — Ground Segment Project

IFOV — Instantaneous Field Of View

LAN — Local Area Network

LCFA — Lightning Cluster Filter Algorithm

LEO — Low Earth Orbiting

LIS — Lightning Imaging Sensor

LMA — Lightning Mapping Array

MRD — Mission Requirements Document

NASA — National Aeronautics and Space Administratio
NESDIS - National Environmental Satellite, Data &midrmation Service
NLDN — National Lightning Detection Network

NOAA — National Oceanic and Atmospheric Administrat
OTD - Optical Transient Detector

PG — Product Generation

RTEP — Real-Time Event Processor

STAR — (Center for) Satellite Applications and Resé
VAGL — Vendor Allocated Ground Latency

VHF — Very High Frequency



ABSTRACT

This document provides a detailed description efltlghtning Cluster Filter Algorithm
(LCFA) that generates Level 2 lightning productadffies, groups, events) from Level 1b
Geostationary Lightning Mapper (GLM) geo-locatedhd-tagged lightning event data.
The LCFA builds a parent-child tree-structure trdentifies the clustering of optical
events into groups, and groups into flashes. Amaew of the products generated is
provided with some basic background on the GLM rumsent characteristics. A
description of simulated (proxy GLM) event dataliso provided. The GLM proxy event
data is used as input to the LCFA, and the LCFApuitis evaluated. Practical
considerations (e.g., LCFA exception handling) examined, and all assumptions and
limitations are provided along with plans to mitig@otential issues.



1. INTRODUCTION

This section summarizes the overall purpose arehded users of this document, and
provides an overview of each main document sectibralso provides a concise
description of related documents and the revisistoty of this document.

1.1 Purpose Of This Document

The Algorithm Theoretical Basis Document (ATBD) ftive Geostationary Lightning
Mapper (GLM) Lightning Cluster-Filter Algorithm (LEA) provides a high level
description of, and a physical basis for, the do@abf clustered lightning “events”,
“groups” and “flashes” from geolocated Level 1bhliging “events”. The central
purpose of this ATBD is to facilitate developmeritaperational Product Generation
(PG) software; i.e. the ATBD is not intended todmeinformation-only document.

1.2 Who Should Use This Document

The intended users of this document are thoseessitedl in understanding the theoretical
and physical basis of the LCFA. The primary usédrhis document are those who want
to develop operational lightning clustering/filtegi code for the GLM. This document
also provides information useful to anyone maintegnor modifying the original
algorithm, and those who wish to optimally and appiately apply the LCFA output.

1.3 Inside Each Section

This document is broken down into the following maéections.

» Introduction: Basic background and context (purpose, use, awrwvrelated
documents, revision history).

» Observing System Overview Provides a brief description of the products
generated by the algorithm, and some pertinent @idfument characteristics.

» Algorithm Description: Provides a detailed description of the algorithm
including its physical/mathematical basis, its ip@und its output.

» Test Data Sets and OutputsDescribes the test data sets used to charactbaze
performance of the algorithm and quality of theadatoducts, including the
breadth of the domain (typical versus stressintgsiaused in the analysis and
assessment. This section also describes resuttsigjom, accuracy, error budgets)
from algorithm processing on simulated input data.

» Practical Considerations Describes issues involving numerical computation,
programming and procedures, quality assessmentiagtostics, and exception
handling. It also references the algorithm valiolatiocument.

» Assumptions and Limitations Provides an overview of the current assumptions
and limitations of the approach and gives the plan overcoming these
limitations with further algorithm development.

» References Provides pertinent references, primarily from sieeentific literature
on lightning.



1.4 Related Documents

This ATBD document draws heavily upon the heritaggorithm Theoretical Basis
Document (ATBD) for the Lightning Imaging SensolSjL Other related documents
include the specifications in thdission Requirements Document (MRDe references
provided in section 5, thélgorithm Implementation and Test Plan (AlIT&)cument
(Appendix 1) for the LCFA, and tHeroduct Validation Plarfor validating GLM Level 2
lightning products (flashes, groups, events).

1.5 Revision History
Table 1. Revision History

Revision Date History
Draft 5-30-08 Submitted to the Algorithm Integratibeam (AIT).
Revised Draft 9-25-08 Revised draft submitted ®AlT.

Another Revised Draft 1-6-09 A revised format weguested on January 6, 2009 by the AIT, |so
the ATBD was upgraded and re-submitted to the Aldrtty

thereafter.
Pre 80% Version 5-27-09 To meet format changes rhgd¢OAA on May 21 & 27, 2009
80% Version 5-29-09 | This version is the officiaP8level ATBD.
Post 80% Version 9-30-09 Various format changgsytsito subsections, and corrections
were made, and submitted to AIT upon AIT’s request.
100% Version 6-22-10 | This version is the first 10@4el ATBD.

100% Version, Revised 9-24-10 Subsequent upgradesponse to Suscynsky and AlT review
comments produced this revised 100% version .

2. OBSERVING SYSTEM OVERVIEW

This section provides an overview of the productsnegated and instrument
characteristics (including instrument mission obyes).

2.1 Products Generated

The product requirements are shown in Table 2hAttime of this writing, some of the
entries are planned and possibly have not beenatbyrimplemented within the similar
requirements tables of the F&PS. For data rate8,80D events's the LCFA uses 1 s
for input buffering, less than 1 s for processiagd 1 s for output buffering. The LCFA
has been allocated 4 s of the 20 s VAGL shown e 2.



Table 2. Lightning Product Requirements

Lightning GOES | FullDisk |Sfcto |10km |5 km s 0%
ime

Detection -R Cloud minirmurm sec | (Std and
Flash Dev. night degrees LZA |permitting | sized
-Events Detection of and obs. of sUrrounding
-Groups Efficiency FDE) gua\ilaéive I\ghtnir;%d regions

~ =y ATTOCIEE
Flashes (FOE) with
threshold
ACCLFACY

Continuous |20 59 Day Guantitative [ Cloud Crver lightning
outto at cover cases and
leaszt B5 conditions | mesoscale-

Tap

There are 2 format types (netCDF4, McIDAS), wittb&se products (events, groups,
flashes) for a total of 6 products. The GLM praduare expected to meet the target
F&PS requirements; however, whether or not the b (or less) Mapping Accuracy”
requirement is actually met depends on how weldlfgar error will be mitigated. GOES
Rebroadcast (GRB) will distribute all base produdise base products will be geo-
located, time-stamped, and sized (i.e., charaet@riw/ a footprint). Geo-location of the
groups and flashes are based on computing optioplitade-weighted centroids (the
mathematical/pseudocode is provided in Section3B.4The base products will be
provided as close to real time as the softwarepcaduce. These base products are linked
by a tree structure that shows what events constbhat groups, and what groups
construct what flashes. Note that the definitionaofroup is intended as a proxy to
individual return strokes in a ground flash (asidig in Figure 1) or to individual high
current discharges (K-changes) in a cloud flaste ddrrespondence is not normally one-
to-one however; there tends to be more groupslash than there are strokes per flash
since inter-stroke processes can also produce grom@ddition, note that the GOES-R
Ground Segment Project (GSP) considers the Insttuendor (Lockheed Martin) data
as Level 1b data. The events, groups, and flash&silated with the LCFA are
considered as Level 2+ end products. More inforomatin events, groups, and flashes is
provided in the next section. Finally, statistibgals be calculated to provide an indication
of how likely a flash is actually lightning. Théasistics will be based on the estimated
noise event rate provided by the LO-L1b algorithotpat. The statistics will be the
likelihood that the flash could have been createchfrandom noise alone, based on the
input estimate of the noise rate (and Monte Canwktions of the GLM FOV).
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Figure 1. Optical groups attempt to track bright transient emissions from lightning.
Inter- stroke processes also produce optical grou

2.2 Instrument Characteristi

The mission objectives of the GLM are to: (1) pdwvicontinuous, full disk lightnin
measurements for storm vwning and nowcasting(2) provide an early warning !
tornadic activity, and (3) accumulate a I-term database to track decadal changes of
lightning. The GLM will be deployed as an instrumi on the GOE-R spacecraft
(36,000 km altitude, Vinclination). The GLM shall have continuous monioy
capability across a near hemispheric coverage Q08 diagonal fiel-of-view) with a
nearuniform round sampl8-14 km pixel footprint resolutiorFigure : shows the field-
of-view coverage that depends on the satellite pogitgp(thin outline is for a GOE-W
configuration at -137longitude, and ththick outline is for a GOEEast configuration
at -7% longitude) the annualized lightning flash density (in urof flashes/kr?/yr) is
also provided from theombine( Optical Transient Detector (O2andLIS climatology.
The GLM will map lightnin¢ location to within 5 km and Wihave a minimum lightnin
flash detectiorefficiency of 70%

Sections 2.2.1 and 2.2.2 cribe the processing done board the GLM instrument ¢
on-ground by the LQ-1b algorithms. They provide a background for phecessing o
the LCFA which is described in Sectior
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Figure 2. GLM field-of-view coverage (thin line isfor GOES-West configuration,
and thick line is for GOES-East configuration).

2.2.1 GLM Measurement Approach

The GLM is a conceptually simple device. It imadgles scene much like a television
camera; however, because of the transient natuighthing, its spectral characteristics,
and the difficulty of daytime detection of lightgragainst the brightly lit cloud back-
ground, actual data handling and processing is naifférent from that required by a
simple imager. In order to achieve the performaguals required to meet the scientific
objectives, the GLM combines components in a unicofiguration. Conceptually, a
wide field-of-view lens combined with a narrow-baimterference filter is focused on a
high speed 1372 x 1300 Charge Coupled Device (GGE&3)l plane. Signals are read out
in parallel from the focal plane into real-time av@rocessors for event detection and
data compression. The resulting event detectioadamatted, queued, and sent to the
satellite Local Area Network (LAN).

The particular characteristics of the GLM sensosigle well proven by the heritage
OTD and LIS instruments, result from the requiretrtendetect weak lightning signals
during the day. During the day, the backgroundmiiation, produced by sunlight

reflecting from the tops of clouds, can be muclgler than the illumination produced
by lightning. Consequently, the daytime lightningngls tend to be buried in the
background noise, and the only way to detect ligigtrduring daytime is to implement

filtering techniques that increase or maximize lightning signal relative to this bright

background. These filtering techniques take adygnta the significant differences in

the spatial, spectral, and temporal characteridigtsveen the lightning signal and the
background noise. A combination of four filteringethods is employed by the GLM for
this purpose.

A form of spatial filtering is used first by matolg the instantaneous field-of-view
(IFOV) of each detector element in the GLM focan@ array to the typical cloud-top
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area illuminated by a lightning stroke (i.e., 5Hf on a side). The matching of IFOV
with the typical cloud size results in an optimahgpling of the lightning scene relative to
the background illumination. For example, an IFO&ihg dimension greater than 10
km would typically be under-filled with lightningighal relative to the background
because the diffuse cloud-top lightning emissiosoamted with an embedded vertical
lightning source decays radially at cloud-top wihsrthe sunlit cloud maintains cloud-top
brightness in the radial direction. If the IFOV tisiension smaller than 10 km, both the
lightning signal and the background signal decrebs¢ electronic noise does not, so
again the signal to (total) noise ratio drops.

Second, spectral filtering is realized by usingaarow-band interference filter centered
on a strong optical emission multiplet (e.g., tstfionized Oxygen OI(1) line at 777.4

nm) in the lightning spectrum. The narrow-bancefiltg is needed to further enhance the
lightning signal relative to the reflected daylighéickground, which otherwise would

overwhelm the much smaller lightning signal.

Third, through time integration of the signal oretfocal plane, the GLM achieves
temporal filtering that takes advantage of theadédhce in lightning pulse duration of the
order of 400us versus the background illumination which tendddoconstant on the
time scale of the order of seconds. In an int@gyasensor, such as the GLM, the
integration time specifies how long a particulakgbi accumulates charge between
readouts. The lightning signal-to-noise ratio im@® as the integration period
approaches the pulse duration. If, however, thegnation period becomes too short, the
lightning signal tends to be split between suceesBiames; this decreases the signal-to-
noise ratio. A 2 ms integration time has been asthjt the GLM instrument design to
minimize pulse splitting and maximize lightning eletability.

Even with the three "filtering" approaches discdsabove, the ratio of the background
illumination to the lightning signal may still exee 150 to 1 at the focal plane. Therefore,
a fourth techniqgue- a modified frame-to-frame background subtractiaa implemented
to remove the slowly varying background signal frihra raw data coming off the GLM
focal plane. A more detailed discussion on the mnemsent approach adopted for the
GLM is given in Christian et al. (1989).

The real time event processor generates an estohdke background scene imaged at
each pixel of the focal plane array. This backgrbacene is updated during each frame
readout sequence and, at the same time, the backfsignal is compared with the off-
the-focal-plane signal on a pixel-by-pixel basish&i the difference between these
signals exceeds a selected threshold, the sigmdmgified as a potential lightning event
and an event processing sequence is enabled. Tglenr@ntation of this real-time data
processor results in a 40@eduction in data rate requirements while maimgirhigh
detection efficiency for lightning events.

2.2.2 On-Board Signal Processing

The GLM is a staring imager optimized to detect dmchte lightning. An imaging
system, a focal plane assembly, a real-time sigradessor and background remover, an
event processor and formatter, power supply, atetface electronics are the six major
subsystems of the sensor.
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The GLM Real-Time Event Processors (RTEPS) caraeixtweak lightning flashes from
an intense but slowly evolving background. The hagtbackground varies primarily
with sun angle, cloud albedo, and ground albedoeWa cloud-top lightning optical
emission is detected within a single frame, thbthgng signal is superimposed on top of
the essentially constant background signal. EacBRR@ontinuously averages the output
from the focal plane over several frames on a gbyepixel basis in order to generate a
background estimate. It then subtracts the avepagkground estimate from the current
signal to obtain a difference signal.

The difference signal essentially consists of stmi$e fluctuating about a zero with occa-
sional peaks due to lightning events. When a pealeezls the level of the variable

threshold, it is considered to be a lightning evandl is processed by the rest of the
circuit. Clearly, the threshold must be higher dgridaytime when shot noise is

dominated by the solar background. Since the algsignal contains background plus
lightning, or just background, the difference sigwél be either a lightning signal, near

zero, or a false alarm.

Once the event is identified it is time-tagged. Event amplitude, (X,y) pixel address,

and time tag are passed to platform telemetryhasinterface electronics to the satellite
LAN. Event geolocation, and determination if themtvis a noise source (via a coherency
filter analysis) are performed on the ground by@meund Segment.

3. ALGORITHM DESCRIPTION

This section provides a complete description of éhgorithm at the current level of
maturity.

3.1 Algorithm Overview

The concept of the LCFA is closely based on thdy(predecessor) heritage OTD/LIS
data processing algorithm. Consequently, therenareompeting pre-existing algorithms
to compare or contrast with, or to detail in a lawvgrview. However, this ATBD does
invoke modifications to the heritage algorithm the¢ needed when one moves from the
Low Earth Orbiting (LEO) OTD/LIS application to thgeostationary application
associated with GLM.

There is one major product produced by the GLMvearfé: a lightning dataset. To obtain
this dataset, the satellite data stream needs det®ded, filtered, clustered, and output to
the appropriate file. The LCFA only generates tighthing dataset. Specifically, the
LCFA receives as input the Level 1b pixel-leveliogit “event” data and processes this
data into more convenient lightning data produlet are easily utilized by the scientific
research and broader operational user communitlesefore, the LCFA must take the
event data and assemble the higher level clustgettiing data products (events, groups
and flashes), and in so doing, it will generateweel lightning characteristics associated
with these higher level products. It will also imtegate individual flashes, groups, and
events on a statistical basis to see if they asecated with lightning or noise [i.e., the
Lightning AWG Team does not assume that the noikerihg performed by the
Instrument Vendor is perfect]. Definitions of thasic data storage classes (events,
groups, flashes) that drive the LCFA are providehbl.
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3.1.1 Background

Note that the lightning AWG group is not responsifdr the background image and will
not use the background information in the LCFA, ubas been included here for
perspective. A background image is a "snap shotthef background estimate made
possible by the GLM RTEPSs; because of the largd-b&view, the GLM instrument
employs several RTEPs. The background image isrdied in the data stream along
with event data. When the transmission of one backgl is begun, the next background
image is captured. New images are sent to the grasrfrequently as the transmission
rate allows. Though the background image is nad bgethe LCFA, it has scientific uses;
e.g., it provides the geographical distributiorcimiuds in the near infrared over which the
lightning occurs.

3.1.2 Event

An event is defined as the occurrence of a singkel pexceeding the background
threshold during a single frame. In other wordschegixel output from the RTEP
produces a separate event. The Level 1b GLM imsni data consists of time, (X, Y)
pixel address, latitude and longitude locationsl ealibrated amplitude of the event. An
event is the basic unit of data from the GLM.

Although an event can be thought of as a singlécappulse due to lightning, it is
possible that multiple pulses occurring within tBems integration window may
contribute to an event. Therefore, we purposellyrndit use ‘pulse’ or ‘stroke’ (or other
similar name) to describe the basic unit of dadanfthe GLM. Note that an event may
sometimes not be due to lightning at all. It maypboduced by noise in the analog data
stream exceeding the background threshold. In ¢hag, the event is a false alarm.
When the LCFA determines that an event has a nangrebability of being from a non-
lightning source, it will be marked as such in tea, but it will still be clustered along
with the lightning data.

3.1.3 Group

A lightning discharge will often illuminate more ah one pixel during a single
integration time. The result is two or more adjdoavents within the same time frame.
When these multiple events are adjacent to eaclr gthside or corner of the events
touching), they will be placed in a single groueTformal definition of a group is one
or more simultaneous events (i.e., events thatraocthe same time integration frame)
that register in adjacent (neighboring or diagopatgls in the focal plane array. A group
may consist of only one event or include many evefihe location data for a group will
be calculated in earth-based (latitude/longitudeyrdinates. This is done to provide
consistent representation in the group/flash psingsand because the ultimate goal of
the analysis is to locate lightning with respecth® earth’s surface.

Although a group may often correspond to a singjathing optical pulse, it is also

possible that multiple lightning pulses occurringhm the 2 ms integration window may
contribute to a group. A false event due to noisa gixel exceeding the background
threshold can also contribute to a group (althongise groups often contain only one
event). Note that if an event can be assigneddeetihan one group, all of the groups it
can be assigned to will be combined into one gi@mg then the event added to it). If a
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group is determined to be from a non-lightning seuit will be marked as such in the
QA bits (see Section 5.4) but it will still be ctesed by the LCFA.

3.1.4 Flash

A lightning flash consists of one to multiple ojiiqulses within a specified time and
distance. For the GLM algorithm, we define a flash a set of groups sequentially
separated in time by no more than 330 ms and inespg no more than 16.5 km in a
weighted Euclidean distance format (details in i®acb). Note that for two (or more)
groups to be considered part of the same flashtvamgvents in the two groups can meet
the 330 ms and 16.5 km spacing. In other wordsthi® GLM algorithm, we do not use
the group centroids to determine if two (or more)ups are part of the same flash. The
temporal and spatial rules can be easily adjustetheé GLM algorithm processing
software. We will continue to examine the rulessely during the analysis of OTD, LIS,
and GLM data to "fine tune” the rules defining asth. A flash may include as few as one
group with a single event or it may consist of mgnyups, each containing many events.
Spatial characteristics for a flash (and all higherel parameters) are calculated in
ground coordinates (i.e., latitude and longitude).

We have used the above definition of a “flash” luseawe believe it will usually produce
results that correspond to the customary definitiba conventional lightning flash. Note
that with GLM data alone, we cannot determinefiah is a ground or cloud flash. Itis
possible that future versions of the GLM algoritimay incorporate data from ground
flash locating systems along with GLM optical cltaegistics to help interpret the GLM
flashes as either cloud-to-ground or intra-clodle do acknowledge that, on occasion,
distinct conventional lightning flashes may resula single flash being produced by the
GLM algorithm (e.g., possibly in high flashing rateesoscale convection systems).
Other mismatches between algorithm flashes andakatanventional flashes will
undoubtedly also occur. Note that there is no altedime limit to a flash. That is, as
long as subsequent groups are produced in an atieia the 330 ms time windows, all
groups will be assigned to a single flash. Howgpeactical considerations do limit the
total size and time span of a flash (see Section Also note that if a group can be
assigned to more than one flash, all flashes itlmaassigned to will be combined into
one flash (and then have the group added to it).

3.2 Processing Outline

The processing outline for the LCFA is provided kigures 3 and 4. Many of the
subroutines are candidates for parallel processmghis allows for simple parallelization
of the GLM code. Such parallelization would takevaatage of modern computer
architecture (e.g., multi-core processors and/oltistiueaded operating systems). The
tasks do notequire parallelization, but are designed to accommodatallelization. If
the code runs faster in parallel mode, then the Gidde can take advantage of this
strategy. We will weigh the advantages of paralpebcessing against the extra
code/memory overhead needed by tuning and optigiiee algorithm using proxy
datasets. Details of the clustering algorithmlfitsee shown in Figure 4.

From our past experience with on-orbit filteringdsta (OTD and LIS) we assume that
some noise events will make it past the on-boaodial Level O to Level 1b GLM filters.
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Because of this, we have placed "hooks" in our LCHa&r filtering of
events/groups/flashes based on the clusteringtsegile steps labeled “Mark Non-
Lightning Events” and “Mark Non-Lightning Groups Blashes” in Figure 3). However,
from our past experience, we also know we can’tliptevhat these noise events that get
past the LO-L1b filters will be like. If we didhéy would already be in the LO to L1b
filtering set. We will not know how much filteringill be needed until the actual GLM
instrument is being tested. Therefore, at thisipdhe event/group/flash filtering by the
LCFA is TBD. The method will be to mark the evégteups/flashes by setting the
appropriate QA bits (described later). Removalewénts/groups/flashes is not the
designated task of the LCFA, so the “noise” evgnta/ps/flashes will (at least initially)
be clustered.

A unique aspect of the GLM processing (in contraigh instruments like the Advanced
Baseline Imager, ABI) is that the input data whanoobit will be continuous. Although
in testing, the program will work in a batch mogeoCessing the proxy files), in real-
time on-orbit processing, the L1b data will notdiaged in chunks larger than about a
second or the latency requirements will be violatethe flowcharts presented here
represent the program operation for testing withemAIT Framework and not real-time.
In real-time, it should not be computationally eiént to start/stop the code (with all of
the buffer and memory preparations) after each afitlb data. The code will operate
in a more continuous mode.
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3.3 Algorithm Input
This sectbn describes the input needed by the LC

3.3.1 Primary Sensor Dat:

The LCFA only requireshe Level 1b pixelevel event data as input. This inclucthe
event pixel timestamp, the (x,y) pixeaddressithin the focal plane array, the associe
geolocation of the center of the event in latitlmiegitude coordinates, the raw ev
amplitude in counts, rd the calibrated event optical energy der amplitude (in
microJoules per steradianr square meter per micrometer).

The LCFAassumes the data will be in time ol If the input stream is not tir-ordered,
the LCFA will still be ableto process the Llbata into events, groups, and flas, but
the accuracy will be suspeThe main issue ithat some of the groups and flashes |
be split due to nosequential inpt data. Widely spaced data (far enough apart that
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would not be put into the same flash) that is shgbut of time order (on the order of
propagation time differences) will not cause flashad groups to be artificially split.

3.3.2 Ancillary Data
No ancillary data is required for input into the E&.

3.3.3 Derived Data

There are no derived data (such as from radiatarester models) that is used as input to
the LCFA. The time-stamp, pixel address, latituded dongitude, and calibrated
amplitude are all that is needed to process treewdh the LCFA.

3.4 Theoretical Description

As discussed above, lightning detection is the ggsf discriminating transient optical
emissions against either an un-lit (nighttime) otasilluminated (daytime) cloud.
Optical transients due to noise must be considaretér both day and night conditions
and must be clearly distinguished from lightningicgd transients. Even though noise
will be removed from the Level 1b event data by bh&trument Vendor, this removal
process is not assumed to be perfect. So the ahémgrtheoretical problem for the
LCFA is to assembl&gitimate (noise-free) lightning groups and flashes from tingig
event data that may or may not contain noise. t@ans that the LCFA, as the acronym
implies, will both cluster and filter the event dafhe clustering and filtering “feed” off
of one another in the sense that accurate filtepngduces accurate clustering and
accurate clustering allows one to better filter da¢a. Indeed, because of the clustering,
we anticipate being able to identify and filter seithat might not be identified and
filtered by the Instrument Vendor. The followingbsection details some important
lightning physics that, together with the GLM instrent characteristics discussed above,
are fundamental to the development of the LCFA.

3.4.1 Physics of the Problem

The occurrence of lightning is accompanied by thédsn release of electrical energy
which is converted into rapid heating in the vigmof the lightning channel, the
generation of a shock wave (which rapidly decays an acoustic wave, i.e., thunder),
and electromagnetic radiation ranging from extrgnh@lv frequency (ELF) radio waves
to X-rays. One of the strongest radiation regiamithe optical wavelengths with peak
power typically between 100 to 1000 MW. These @btemissions result from the dis-
sociation, excitation, and subsequent recombinatioatmospheric constituents as they
respond to the sudden heating in the lightning obhimThe heating is so intense (electron
temperatures > 20,000° K) that the optical emissioccur primarily at discrete atomic
lines with some continuum at shorter wavelengthsa8direments from a NASA U-2 air-
plane have shown that the strongest emission femiarthe cloud top optical spectra are
produced by the neutral oxygen and neutral nitrdgess in the near infrared (e.g., the
OI(1) line at 777.4 nm and the NI(1) multiplet &8383 nm are consistently strong fea-
tures).

Temporally, the optical lightning signal is comgdsof a series of fast rise time, short-
duration pulses associated with the energetic drgehprocesses occurring within the
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cloud. The individual pulses of cloud-to-groundhliging are generally associated with
return strokes and K-changes (high current in-cldisdharges). The optical pulse widths
and rise times are highly variable and are simiidarintracloud and cloud-to-ground
lightning discharges.

The thundercloud is an optically thick medium aneréfore strongly affects the temporal
and spatial characteristics of the optical sigmatsduced by lightning which would be
observed by a satellite sensor. Although the thraholed is optically thick, there is very
little absorption at optical wavelengths. Hences thajor effect of the cloud on the
optical signal is to blur the source geometry anddlay and time-broaden the pulses due
to multiple scattering. Extensive measurements fam instrumented NASA U-2 aircraft
have shown that the rise time of an optical putsgpically lengthened 21%s and the
pulses’ widths tend to be 2u8 wider as a result of this multiple scatterindie Tnedian
pulse rise time and the full-width-at-half-maximwhtained from the analysis of nearly
1300 pulses produced by 79 lightning flashes ar@ 2¢ and 37Qus, respectively
(Christian and Goodman, 1987).

It is important to stress that, while the cloud n#figantly alters the temporal
characteristics of the cloud top optical signdig tloud does not block these emissions.
When viewed from above, the optical lightning signappear as a diffuse light source
radiating from the cloud top. Measurements of titaltoptical energy radiated from the
cloud top are in good agreement with ground-basedsorements of cloud-to-ground
flashes and support the theory that the cloud ldetsa conservative scatterer, i.e., that
most of the optical energy escapes the cloud (Gdmisand Goodman, 1987).
Of the 79 discharges referred to above, 90% pratipeak radiant energy densities of
4.7uJd nr2 sr-1 or greater. The region of cloud top that is illaated by a lightning flash
depends on where the flash occurred within thed;lthe geometry and physical extent
of the flash, and the characteristics of the cltudugh which the lightning channel
propagated and the radiation scattered. Monte Garlalations of the radiation transfer
of the optical lightning signals, and the NASA Ualcraft studies indicate that the
diameter of the cloud top illumination associatathwa single storm cell will typically be
on the order of 10 km. Observations of large steystems from the Space Shuttle have
shown that illuminated regions can exceed 60 knength (Goodman and Christian,
1993).

Finally, it should be noted that both intracloudi aoud-to-ground lightning flashes are
readily observed from above. Extensive observatioitis the NASA U-2 aircraft flying
over the tops of thunderstorms in coordination vgtbund-based measurements made
under the same storms (Goodman et al., 1988) Hawel\c established the viability of
optical detection of all major types of lightnifgecause the majority of the channel of a
cloud-to-ground flash occurs within the cloud, tlght emerging from the top of the
cloud has undergone a similar scattering process astracloud flash (the portion of the
channel below cloud base is essentially undetextimbin above as most light produced
outside of the cloud is reflected away from theudlanterior). Further, since the scat-
tering process dominates the characteristics ofofftecal signature, the optical pulses
from both intracloud and cloud-to-ground flashesary similar (Guo and Krider, 1982;
Thomason and Krider, 1982; Goodman et al., 1988 are unable at this time to dis-
tinguish between intracloud and cloud-to-groundhtigng from the optical signatures
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alone. While this is a limitation, it is more inmpant to determine the total lightning rate
than either just the cloud-to-ground or intracloate.

3.4.2Mathematical Description

The purpose of this section is to graphically @ortthe mathematical algorithm
employed by the LCFA to assemble individual evemi® groups and flashes by
“walking through” a typical GLM data scenario. lhid illustrative exercise, all times
indicated are times after the first event time.sd\lall of the data is considered to be
within the same region. Numbers indicate event ramnbwhile lowercase letters
represent the groups. The flashes are designatedapyal letters. Each subsequent
section describes how the algorithm processesvéiet® that occurred at that integration
time. For the purpose of this demonstration, assumed that there were no events prior
to the events at time 0 and that the pixel grif.@2° wide in latitude and longitude. In
general, the latitude/longitude grid in earth-basedrdinates and the pixel grid will not
be the same size or co-registered. In additiantithes will be time from the start of the
epoch.

Time = 0 ms: The first time integration is shown in Figure $hree (, 2, 3 events
occur at this time integration. Since the evenessamultaneous and register in adjacent
(i.e., neighboring or diagonal) pixels, they ardlemed into a single groupa). The
group is assigned a new parent flagh. (Note that the flash information is not moved to
the output stream/files until the flash is complietBEAD).

Event Group Flash

17a\A

W N

Time = 0 ms
Figure 5. The first group (in red).

Time = 100 ms: The next time integration with data is shown igufe 6. At this time
(100 ms after the first one), there are three newents 4, 5, §. As in the previous case,
these three new events are all assigned to a mawp @). These events are not assigned
to groupa since they occur at a different time. Since grbup within 16.5 km of group

a (actually, they touch), and the groups occur witBBO ms of each other, grobpis
assigned to flasA.
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Time = 100 ms

Figure 6. The next group (in green).

Time = 350 ms: The next integration time with data is shown igUfe 7. The time is
350 ms after the time of the first events, but &89 ms after the time of the last events.
At this time there are foui7( 8, 9, 1) more events. Eveniand8 are adjacent to each
other and are assigned to a new grar)p Events9 and 10 are not adjacent to everits
and8, but are adjacent to each other. They are assignadother new groum). Since
groupc is within 330 ms of the last group of fladh(250 ms) and is also within 16.5 km
of the parts of flasiA, groupc is assigned to flasA. Although groupd also occurred
within 330 ms of the last group of flagh it is greater than 16.5 km away from any part
of flash A so it is assigned to a new flag). (

| Event Group Flash
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‘ Time =350 ms
Flgure 7. The next two groups (in yellow and blue).

Time = 400 ms: Figure 8 shows the next integration time with dafae time is 400 ms
after the first events and 50 ms after the latesh&s. Two more events occurl( 12 at
this time. These two events are at the same tioethey are not adjacent to each other.
They are assigned to two new group$of 11 andf for 12). The two new groups are less
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than 330 ms (50 ms) from the time of the last groftifashB and are within 16.5 km
(adjacent) of the parts of flaghso the two groups are assigned to fleash

7 Event Group Flash

8

Time = 400 ms
Figure 8. Two additional single event groups (inyan and magenta).

Time = 750 ms: The last time with events (for this example) iswh in Figure 9. At
this time integration, 750 ms after the first egeand 350 ms after the last events, there
are two new eventd 8, 14. The events are not adjacent, so they are askigrne/o new
groups ¢ for 13 andh for 14). Groupg overlaps the parts of flaghy however, it has now
been 400 ms (greater than 330 ms) since the lagipgassociated with flasi.
Therefore, groupg is assigned to a new flas@)( Grouph is not within 16.5 km of any
current flash, so it is assigned another new fl@h Since flashe& andB have now
‘expired’, their summary statistics are sent to tlput streams and files as bandwidth
and processing power permits. Later, 330 ms #ferdast events for flashé€s andD,
they are also sent to the output streams/files.

Flash

14 Ae=750 ms

Figure 9. Two additional single event groups (in g&y and black).
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Summary Data: In the example data processing sequence justidedctthere were
fourteen events, eight groups, and four flashes {@bles 3 and 4). This example shows
how the GLM algorithm will convert events into gpsuand flashes. The full list of what
will be output is listed in Tables 5, 6, and 7. ring the GLM mission, the start-time of
the flashes (the time of the first event in theslilawill be a relative time (seconds from
mission epoch, currently 1/1/2000). The groups(fevent time of the group) and event
times will be in GLM frames (2 ms) from the stafttbe parent flash to minimize data
transmission bandwidth (see Tables 5, 6, and Wo dlternate output orders for the data
from this example are shown in Tables 8 and 9.

Table 3. Resultant Flash Data

Flash Start Delta Event Lat/Lon Child Child
1D Time Time Count Count Count IDs
A 0 350 8 6 3 a,b,c
B 350 50 4 4 3 d,e, f
C 750 1 1 1 g
D 750 1 1 1 h
Table 4. Resultant Group Data
Group | Parent Group Event Lat/Lon Child Child
1D ID Time Count Count Count IDs
a A 0 3 3 3 1,2,3
b A 100 3 3 3 4,5,6
c A 350 2 2 2 7,8
d B 350 2 2 2 9,10
e B 400 1 1 1 11
f B 400 1 1 1 12
g C 750 1 1 1 13
h D 750 1 1 1 14
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bits Description
13 uint - delta GLM frames (~2 ms) from the start of the grandparent flash to this event
31 int - lat/lon x 100 per ea 16 bit long (signed), 15 bit lat (signed)
12 uint - event optical energy density (qu'zsr'1pm'1)
10 uint - parent group index
6 QA bits
72 Total (9 bytes)
Table 6. Group Data
bits Description
13 uint - delta GLM frame (~2 ms) count from the start of parent flash to this group
31 int - lat/lon x 100 per ea 16 bit long (signed), 15 bit lat (signed)
11 uint - # of GLM frames (~2 ms) in group (max 4.1 s)
19 uint - footprint, scaled log value
14 uint - group optical energy density (uJm?sr'um™)
9 uint — parent flash index
11 uint - event count-1 (max 2049)
11 uint - first event index
9 QA bits
128 Total (16 bytes)
Table 7. Flash Data
bits Description
56 uint - time, 24 bit Day, 32 bit ps/day, epoch 1/1/2000 (time of first event in flash)
31 int - lat/lon x 100 per ea 16 bit long (signed), 15 bit lat (signed)
13 uint - # of GLM frames (~2 ms) in flash (max 16.4 s)
20 uint — footprint, scaled log value
15 uint - flash optical energy density (uJm 'Zsr'1pm'1)
10 uint - group count-1 (max 1025)
10 uint - first group index
13 QA bits
168 Total (21 bytes)




Table 8. Output Flash/Group/Event Order from the Example Processing
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Sequence Item | Item Level | Sequence | Item | Item Level
Number Number
0 A Flash 13 Group
1 a Group 14 9 Event
2 1 Event 15 10 Event
3 2 Event 16 e Group
4 3 Event 17 11 Event
5 b Group 18 f Group
6 4 Event 19 12 Event
7 5 Event 20 C Flash
8 6 Event 21 Group
9 c Group 22 13 Event
10 7 Event 23 Flash
11 8 Event 24 h Group
12 B Flash 25 14 Event
Table 9. Alternate Output Flash/Group/Event Order from the Example Processing
Sequence Item | Item Level | Sequence | Item | Item Level
Number Number
0 A Flash 13 2 Event
| B Flash 14 3 Event
2 C Flash 15 4 Event
3 D Flash 16 5 Event
4 a Group 17 6 Event
5 b Group 18 7 Event
6 c Group 19 8 Event
7 d Group 20 9 Event
8 e Group 21 10 Event
9 f Group 22 1 Event
10 g Group 23 12 Event
11 h Group 24 13 Event
12 1 Event 25 14 Event
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3.4.3 Algorithm Output

The primary output from the LCFA is summarized @bles 5 to 11. Tables 5, 6, and 7
present the proposed bit sizes and total byte wiflihthe event, group, and flash data.
Tables 8 and 9 present possible data ordering abteTLO presents the designations for
the QA bits while Table 11 estimated bandwidth meetb transmit the GLM data given
the estimated rates listed in the table and the biptes listed in Table 5. Note that the
parameter labels in Tables 3 and 4 are not theialffarameters, but are used just to help
with understanding the flash clustering exercis¢hm section. The official parameters
and their sizes are listed in Table 5 and desciribetail in the next paragraph.

Table 10. QA Bits for GLM LCFA

Level | Bit Designation Source
Flash| 0 Flash Artificially Terminated (reasons in next bits) Clustenng
1 Too Many Groups Clustering
2 Too Long (too much time) Clustering
3 Flash Buffer Overflow Clustering
4 Group Buffer Overflow Clustering
5 Event Buffer Overflow Clustering
6 Processing Capacity Exceeded Clustering
7 Parallax Warning Input
8 Ephemeris Warning Input
9 Event Time Warning Input
10  |Flash Bypassed “Mark Non -Lightning Groups & Flashes”|  Filtering
Section
11 Non-Lightning Source Probability (bit 0) Filtering
12 Non-Lightning Source Probability (bit 1) Filtering
Group| 0 Group Artificially Terminated (reasons in next bits) Clustering
1 Too Many Events Clustering
2 Too Long (too much time) Clustering
3 Group Buffer Overtlow Clustering
4 Event Buffer Overflow Clustering
5 Group Bypassed “Mark Non-Lightning Groups &Flashes”| Clustering
6 Non-Lightning (Noise) Warning bit 0 Filtering
7 Non-Lightning (Noise) Warning, bit 1 Filtering
8 Reserved for Future Use
Event| 0 Event Bypassed “Mark Non-Lightning Events” section Filtering
1 Non-Lightning (Noise) Warning bit 1 Filtering
2 Non-Lightning (Noise) Warning, bit 0 Filtering
3 Reserved for Future Use
4 Reserved for Future Use
5 Reserved for Future Use

Time: Each flash and child/grandchild group/event satsneed a precision time tag.
The time of each item (flash/group/event) will be time of the first event in that item.
Flashes will be provided with the full GOES-R tirteeg which is a 56 bit structure
representing the number of seconds from the epiooh tcurrently 1/1/2000) and the
number of microseconds from the start of the daMote that if the base time
representation of the mission changes from thig, ttme will be stored in whatever
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format designated for the mission (as long as ithe has sub-millisecond resolution).
The times for the groups and events linked to eremqt/grandparent flash will be a delta-
time between the start of the flash (first eventhia flash) represented by the number of
GLM frames (2 ms) between the start of the flast e start of the individual group or
event. For example, in Table 4, the time assatiatiéh group “a” will be 0 (started at
the same frame as the parent flash) and the tismciaged with group “c” will be 175
(started 350 ms after the start of the parent flaghich is 175 GLM frames later).
Determining the precision time of a particular grar event will require the user to take
the time of the parent/grandparent flash and adttiaglelta-frame count (converted back
to milliseconds) of the group/flash. This extrapsts justified to maintain the minimum
bandwidth for the GLM data.

Table 11. Estimated Bandwidth Needed to Transmit tt GLM LCFA Data

Value Description/units
10,000 peak event rate per sec (528 0 events/sec is vendor estimate)
5000 sustained event rate per sec (3120 events/sec is vendor estimate)

40 mean events per flash (based on Mach cluster paper)

4 mean events per group (based on Mach cluster paper)

10 mean groups per flash (based on Mach cluster paper)
Peak Event Rate ( with parent and child indices; compressed event/group time)
720,000 bits/sec — events
320,000 bits/sec— groups
42,000 bits/sec — flashes

1,082,000 total bits/sec
Sustained Event Rate ( with parent and child indices; compressed event/group time)
360,000 bits/sec— events
160,000 bits/sec— groups
21,000 bits/sec— flashes
541,000 total bits/sec

Location: Each flash and child/grandchild group/event waked a precision geolocation
on the Earth. For each level (flash/group/evema} till be provided by a 16-bit scaled
Longitude and a 15-bit scaled Latitude (total ofl8ts). The scaling is nhominally 100
(Lat/Long multiplied by 100 and then rounded to tiearest integer and masked to 15
bits for the Latitude and 16 bits for the Longitud€érhis scaling will provide a signed
range for Longitude from -327.68° to +327.68°. @&ldhat if the GLM instrument is
stationed such that the Longitude may exceed theses, a different scaling may be
needed. The Latitude signed range will be fron8:88° to +163.84°. This range should
cover any possible station and orientation for GEM instrument. The location
associated with the events will be that providedtiy GLM LO-L1b algorithm. The
locations associated with the groups and flashdisbe&ithe amplitude weighted mean
location based on the events in the particular grou flash. A specific pseudocode
example is shown here (additional details/consta®ra are provided in Appendix 4):

Anpl i tude_Wei ght ed_G oup_Latitude = SUMver iy(event_| atitude
* event _anplitude)/ SUMover i)(event _anplitude);
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Delta Time: Each flash and child group will need a precisicgital time for the
flash/group. It will be the time difference betwethe first event and the last event in a
flash/group. It will be stored in number of GLMafmes (2 ms) to conserve bandwidth.
Note that with the current definition of a groupijst value will always be 0. Future
enhancements of the GLM LCFA may include group$weients crossing GLM frame
boundaries which may result in groups having diftee- values greater than zero.

Footprint: Each flash and child group will have a footprifithe footprint is defined as
the locations on the ground covered by all eventshe specific group/flash. This
footprint can be as small as a single event oaagelas 100’s of square kilometers for
large flashes. Again, to conserve bandwidth, tttaa footprint (in square kilometers)
will be scaled by a log factor and stored in 2G ligr flashes and 19 bits for groups.
Values that are too big to fit within the 19 or @0 masks will be truncated to the largest
value (19 or 20 bits). The actual scaling fac®tisted in the conversion pseudocode
example shown here:

Scal ed_Footprint =
LOGo( act ual _f oot print_knmR2/ m n_pi xel _footprint_knR)*1. 66e5;

Radiance: We loosely use the word “radiance” to refer toatvis actually a solid angle
averaged spectral energy density (SAASED). The SAA%r a group or a flash has, by
heritage, been taken as the sum of the SAASEDBeevents composing the group or
flash. However, actual formulas for the group aadi SAASEDs are more complicated
[see Appendix 2A Physical Understanding of the Event, Group, atabk “Radiance”
Data Productdor details]. The present AWG GLM LCFA simply sumsergy densities
(i.e., the present LCFA computE® GR andFR defined in Appendix 2). However, the
optimal “energy products” would be eg, e) defined in Appendix 2; these products
are most accurately obtained when a look-up tablgaining the solid angle of each
pixel is provided. However, Appendix 2 also prowdproximative expressions feg,(
e, &) when the look-up table is not provided. In thegent AWG GLM LCFA, the
“event radiance’ER is the 12-bit number from the GLM LO-L1b algorithifhe “group
radiance”GR is defined by the sum of tHeR in that group scaled by a factor of 8 and
truncated to fit in 14 bits. If théRwill not fit in 14 bits, the maximum value thatlift

in 14 bits will be sent. The “flash radiance” igiegted by the sum of tHeR in that flash
scaled by a factor of 16 and truncated to fit inbitS. If theFR will not fit in 15 bits, the
maximum value that will fit in 15-bits will be sent

Parent/Child Referencing The flash/group/event sets will be internallgkied with
references sufficient to reconstruct the pareritictelationships between the flash and
child groups and between groups and child evemte links are needed because not all
information needed to fully describe a flash aratamed in the flash information (Table
7). The flash data includes the number of gronpthe flash and an index that links the
flash to the first group. Implied in the flash/gpoclustering is that groups associated
with a flash are stored/transmitted near the fledbrmation. The “index to the first
group” for a flash is equivalent to a pointer ingaages such as C. The index allows for
quick referencing of the groups associated withfthgh. The group data includes the
number of events in the group, an index that lithes group to the first event in the
group, and an index that links the group to itsepaflash. Implied in the group/event
clustering is that events associated with a graepstored/transmitted sequentially after
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the group information. The events have an index lihks the event to its parent group.
Using the example in Section 3.4.2, the data for $let of flashes/groups/events would
be stored in the order shown in Tables 8 or 9.

For the storage sequence in Table 8, the “firstigriadex” for “A” would be 1 (the first
group of flash “A” is at position 1) and the “grogpunt-1” would be 2 (3-1 = 2). For
group “a”, the “parent flash index” would be 0 @la“A” is at position 0 in the sequence)
and the “event count -1” would be 2 (3-1 = 2). Bwent “1”, the “parent group index”
would be 1 (group “a” is at position 1). The “figroup index” for “C” would be 21 (the
first group in flash “C” is at position 21). Thegrbup count — 1” would be 0 (1 — 1 = 0).
For group “g”, the “parent flash index” is 20 (ffa%C” is at position 20 in the sequence).
The “event count — 1” for group “g” would be 0 (¥). The “first event index” for
group “g” would be 22. For event “13”, the “paragoup index” would be 21. The
indices do not need to be universally unique olerlifetime of the GLM data. They
only need to be unique over the transmission packed archival storage files so that 1)
given a group, the parent flash can be found aadhiid events can be found, 2) given a
flash, the child groups can be found, and 3) giaenevent, the parent group can be
found.

For the storage sequence in Table 9, the “firstigriadex” for “A” would be 4 (the first
group of flash “A” is at position 4) and the “grogpunt-1” would be 2 (3-1 = 2). For
group “a”, the “parent flash index” would be 0 @la“A” is at position 0 in the sequence)
and the “event count -1” would be 2 (3-1 = 2). Tinst event index would be 12 (the
first event for group “a” is at index 12). For ewél”, the “parent group index” would
be 4 (group “a” is at position 4). The “first gmindex” for “C” would be 10 (the first
group in flash “C” is at position 10). The “grogpunt — 1” would be 0 (1 — 1 = 0). For
group “g”, the “parent flash index” is 2 (flash “@8 at position 2 in the sequence). The
“event count — 1” for group “g” would be 0 (1-1=0)he “first event index” for group
“g” would be 24. For event “13”, the “parent grouqglex” would be 10. The indices do
not need to be universally unique over the lifetioi¢ghe GLM data. They only need to
be unique over the transmission packets and adckteaage files so that 1) given a
group, the parent flash can be found and the @v&hts can be found, 2) given a flash,
the child groups can be found, and 3) given anetea parent group can be found.

QA Bits: Each level (event/group/flash) will have its oget of QA bits. Some will be
inherited from the LO-L1b processing, some will ¢edculated during clustering, and
others will be designated during output. The Q#s l@ind their creation are listed in
Table 10 and explained in Sections 5.4.1, 5.4.@,5a4.3.

Metadata: Table 12 shows the metadata is needed for Prddoicitoring.

Table 12. Metadata for Lightning Product

Flash Group Event

Flash count Group count Event count

Number of QA flag values Number of QA flag values Nmber of QA flag values

Definition of each QA flag value Definition of each QA flag value Definition of each QA flag value
Number of flashes with each QA value | Number of grges with each QA value | Number of events with each Qx®alue
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4. Test Data Sets and Outputs

The datasets used to test the performance of tl&L&@nd the types of LCFA outputs,

are discussed below. Detailed test procedures @teAloutput analyses are beyond the
scope of this document; the reader is referredhéddtgorithm Implementation and Test

Plan (AITP)document (Appendix 1) for these details.

4.1 Simulated Input Data Sets

A key enabling activity for development and testofghe LCFA is the development of
GLM proxy datasets derived from other ground-based satellite sensors. There are
three main types of GLM proxy datasets that aresgdy being generated: a simple
proxy based on National Lightning Detection Netw@W_DN) data, a proxy based on
empirically mapping ground-based VHF lightning d&igo optical data, and a proxy
based on simply resampling heritage LIS data. Theetproxies are discussed below.

4.1.1 NLDN Data

NLDN data was used to identify a very active statay (July 21, 2003; see Figure 6)
that was used to try to “break” the LCFA. Thattise realistic high flash rates of this
storm day allow us to test the LCFA computationespand determine if the algorithm
can comply with data latency requirements. Thel fitdah rates are estimated from the
NLDN ground flash rates by making reasonable assiomgpabout the cloud per ground
flash ratio. The ratio averages about 2.94 (Bogoippal., 2001).

Date:21-Jul-2003 00:00:00 to 21-Jul-2003 23:59:58

Figure 10. The 21 July 2003 NLDN proxy dataset.
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4.1.2 VHF Data

To create a proxy that contains realistic spatmperal thunderstorm evolution,
concurrent LIS and ground-based lightning VHF obagons are being compared to
construct an empirical model that is capable of pinap VHF lightning observations to
optical emissions. This approach, for example vadlone to simulate the spatio-temporal
characteristics of event-based (pixel-level) da¢dected by a GLM by applying the
empirical model to a database of VHF lightning atbagons from several thunderstorms.
Figure 7 shows the display output of a tool thainates the coincident data files.

LIS: 645 MLDN: 3 LKA 242
2002-07-18T22:45:43.6063Z 2002-07-18T22:45:43.3700Z
2002-07-18T22:47:00.2837Z 2002-07-18T22:47:23 83732

Alt (km)
T a |

M5k 4+ -

Latitude

cciv 1 1 1 1 L1
-B6.2 -85.0 -85.8 -85.6 854 -B52|0 5 10 15 20
Longituds Alt {km)

302

Lis 4
"‘-r- 120
LA
454337 4657 97 472384
duration 1:3947

Figure 11. Plot comparing LIS (squares), LMA (dots)and NLDN (Xs) datasets.

LIS & VHF Lightning Mapping Array (LMA) data comparvery favorably with regard
to several variables (time, geolocation, flash atgms, detection efficiency). Database
statistics and fractional coincidences are providetie list below and in Figure 12:

* May 2002 — July 2007

o 2525 total overpasses

* 1066 where both saw lightning

* LIS: pixels —> v4.1 algorithm —> flashes

* LMA: sources —> v1 algorithm —> flashes

» Tolerance: + 0.20 s, 35km range

* LIS flashes = 56570, LMA(>49 srcs) = 44339

* Mean LMA sources per coincident LIS flash = 66

* Mean multiplicity of LMA flashes: 1.19 per coinciakeLIS flash
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* LMA flash splitting or LIS flash smearing
* Geolocation comparison:

* mean error: (-0.1, 0.4) km
— from LIS —> LMA
— slightly NNW

LIS-LMA Coincidences vs. range
0.9 T T T T

Fractional Coincidence

05 -

I I |
0 50 100 150 200 250
Dist from LMA center (km)

Figure 12. The fractional coincidence of LIS and MA flashes as a function of
range.

4.1.3 Re-Sampled LIS Data

The LIS observes lightning at a higher pixel resolu(4 km at nadir) than the GLM, so
a “re-sampled” LIS dataset will allow performanceduling of GLM characteristics over
its entire FOV and diversity of background scerewing conditions. It is relatively easy
to resample LIS data at a lower spatial resolutamm the resulting proxy is adequate for
completing tests that only require “snapshots”igithing. In addition, we will also use
heritage Optical Transient Detector (OTD) data riEaesight, since this is already ~8
km resolution.

4.2 Output From Simulated Input Data Sets

Details of LCFA output using simulated input dat provided in theAlgorithm
Implementation and Test Plan (AIT&cument (Appendix 1).
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4.2.1 Precisions andi\ccuracy Estimates

The LCFA simply passes ¢’ the accuracy andrpcision of the GLM instrume and
Level O to Level 1b processi. The LCFA will not modify the incoming event de
accuracy (it shalsimply “pass on” the GLM value. Similarly, the nstrumentflash

detection efficiency of 70% or better with a Fafdarm Rate (FAR of < 5% will not be
significantly altered by the LCFA; very minimal changes in flagtection efficienc
will occur due to LCFA flash merging or flash sphiy (seeAlgorithm Implemention

and Test Plan (AITPJocumer (Appendix 1) for specific statisticsAll input lightning

events from the GLM will be clustered into groupsfl&she. The LCFA will compute
flash location using a weighted optical centroidapproachTheflash location accurac
will be < 5km (~ % pixel resolution), and tlat/lon locationdata will be stored to 0.01°
(1.1 km & 1% precision)As discussed in section 2.brfdata rates < 20,000 even'”,

the LCFA uses 1 s for input buffering, less thas fbr processing, and 1 s for out|
buffering. The LCFA has been allocated 4 s of the 20 s V.

4.2.2 Error Budget

A comparison of LCFA output data (under headingtifat) againstrequirements is
provided in the error budget summary below (T¢3). The values have been discus
in the previous section. We do not anticipate melwéinge in the ror budget limitation:
as the LCFA is already highly matt

Table 13shows that the GLM products meets the F&PS prothedsureme accuracy
and product measurement precision requirermr however, whether cnot the “5 km (or
less) Mapping Accuracyrequirements actually met depends on how well parallax e
will be mitigated.

Table 13. Error Budget Summary

Mapping Measurement Vendor Allocated | Product Measurement
Accuracy® Acauracy® Ground Latency (VAGL) | Precision (flash FAR)
Name
F&PS F&PS F&PS F&PS
Actial Specification Actadl Specification Sl Specification Sordpl Specification
- 70% flash
Flashes |<5km 5 km >70% il s = 20s4s) <5%, 5%

5. Practical Considerations

5.1 Numerical Computation Considerations

The data latency requirement is sec, which includes 10 sec for Instrument Ver
processig of Level 0 to Level 1b, and -~ sec for the LCFA processing of Level 1b
Level 2. Therefore, fothe LCFA processing cha if the data rate becomes too hit
lower priority code sectionsi.e., “Mark NonLightning Events” and “Mark Nc-
Lightning Groups & Flashe) will be suspended to allow for the productiontloé real
time lightning product (under the assumption thdbwer quality ortime product is
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better than a higher quality delayed product). Exact procedure for dropping the
filtering depends on how far behind the LCFA can lgefore it is considered out of
latency.

5.2 Programming and Procedural Considerations

One of the assumptions made is that the coding@mwvient will be similar to that of
products such as VxWorks or Linux, which allow fask spawning, blocking, and task
terminations.

5.3 Quality Assessment and Diagnostics

5.3.1 Code Processing Speed

The primary quality assessment of the LCFA is thatocess a seconds worth of GLM
L1b data into events, groups, and flashes in leaa bne second. If the code cannot
‘keep up with” the input data stream, the code Wlll behind” and fail latency
requirements. Therefore, the single most criticedasurement of data quality and
diagnosis is the amount of time it takes to proaesssecond of GLM data. The current
Framework version of the GLM LCFA measures thisriiyg but does not output it as
part of the data stream (due to bandwidth restnici. However, since different
computers have different processing speeds (basexbae efficiency, processor count,
memory latencies and speed, and disk I/O limitafipthe values for this parameter may
be different depending on which machine and theimasa L1b data rates encountered.
The only requirement is that the code takes lems tine second to process one second of
GLM L1b data.

One expected aspect of the GLM L1b data is thailitbe very “bursty”. Event rates
can range from 0 events per second to upwards ,00QCevents per second, or higher.
Therefore, a second-by-second measurement of tie @mcessing rate is not the best
measure of the code efficiency. Rules on how larigme period that can be used to
“average” the bursty data rates is unknown (sestaydards outside of our control).
However, a reasonable time window would be 5 sezomfts long as the code is able to
process 5 seconds of data in less than 5 seconmsmgduter time, the code should pass
the latency requirements. However, these valueg meged to be changed based on
outside documentation.

If the code does not meet the latency requireméntan be scaled back to quicken event
processing. The first area where the code care dzatk processing is to bypass the
detection of non-lightning source events, groupsl fashes. If the processing gets far
enough behind that it triggers the bypass, thelard will be marked in the QA bits (see
Section 5.4). One of the main drains on processiggd is the maintenance of “ALIVE”
flashes and groups (flashes and groups that dhmactept new groups and events). To
speed processing, ALIVE flashes and groups caretmirtated early (“KILLED”) and
then dumped to the output streams/files. This &ldb result in setting a QA bit.
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5.3.2 Clustering Results

The next critical quality assessment of the LCFAhat it clusters the events into the
proper groups and flashes. The definition of thustering scheme leaves little room for
assessment (it is either wrong or right). Howeveflashes and groups are KILLED
because they exceed some limit, those flashes amgpg have QA bits set to indicate
why the flash or group was terminated early.

5.3.3 Marking Non-Lightning Events, Groups, and Flaghes

There are two currently TBD routines that will useormation gleamed from the testing
of the GLM instrument to mark events, groups, aladhes that are likely not due to
lightning. The makeup of the routines is currenthknown as we have no idea of what
type of “artifacts” will be created by the GLM imgtment. To allow for “fuzzy”
determination of non-lightning event, groups, aaglies, the QA bits associated with the
non-lightning items have 4 levels. These will espond approximately to 0% chance of
the item being non-lightning, 33% chance, 67% chaaad 100% chance of being from
a non-lightning source.

5.3.4 Diagnostics Imported from LO-L1b Code

The LCFA will import and pass on QA warnings frohetLO-L1b code. These include
parallax warning, ephemeris warning, and event tivaening. In future versions of the
code, the LCFA may also check the data and sebdralax, ephemeris, and event time
warning QA bits if they need to be set based ooutations made in the LCFA.

5.4 Exception Handling

5.4.1 Flash QA Bits (13 Bits Total)

* Flash Termination (1 bit). Was the flash terminated by an exception, ortlad
flash expire naturally? If there are no groupg tan be added to a flash within
the time/space parameters set by the GLM teamgotlyr330 ms and 16.5 km) a
flash will terminate and be written to the outplita flash is terminated early due
to some problem (later QA bits), the flash is flad@gs being “killed”. There are
both practical and theoretical reasons to limitdiee of flashes. Flashes have a
physical limit to how long they can be. Howevdre texact cutoff for the time
limit for a flash is dependent on the computer hanm@ used to process the GLM
data. The code should be able to handle any rabkoiime limit for a flash
(from a few seconds to no more than 10 secondishFsizes are limited to the
size of the parent storm plus any propagation theosurrounding area. Again,
flashes cannot be infinitely sized, but the exanttlon a flash size is not yet set
and depends on both physical and computationatldimihe code should be able
to handle sizes up to thousands of square kilomet&ractical limitation also
may come into play. Computers only have the aghitithandle a limited number
of items (and their pointer links) in memory at om@e. Depending on the
computer system used to process GLM data, it iclealr if the practical or the
theoretical limits will come into play first.
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Reason for Early Flash Termination (7 bits). Why was the flash terminated
early? The reasons are (1 bit each as the flaskl & terminated for more than
one reason):

. Too many children.We may put limits on the # of children (grougsatta
flash can have. The # of children can also betdichidue to time or buffer
restrictions.

. Flash reaches time limitWe may put limitations on the total time length
a flash may have. The time limit may also be retstdl due to buffer limitations.
. Flash buffer overflow.The total number of active and dead but not ®mitt

to the output flashes may have exceeded the cgpzdhe flash buffer. If so, a
flash will need to be terminated (and written te thutput) to allow for more
flashes.

. Group buffer overflow.The total number of active or dead but not wnitte
to the output groups may have exceeded the capafdihe group buffer. If so, a
flash will need to be terminated (and written te thutput) to allow for more
groups.

. Event buffer overflow.The total number of active or dead but not wmitte
to the output events may have exceeded the capdie event buffer. If so, a
flash will need to be terminated (and written te thutput) to allow for more
events.

. Processing capacity exceeded.flash (or a series of flashes) may need to
be terminated if the GLM data processing code wetdar behind. The quickest
way for the code to “catch up” is to terminate therent set of active flashes and
write them to the output.

Parallax Warning (1 bit). This bit will be set if there is reason to beéethe
location of the flash may be in error due to paralssues.

Ephemeris Warning (1 bit). This bit will be set if there is reason to beéathe
location of the flash may be in error due to ephesr@oblems.

Event Time Warning (1 bit). This bit is set if there is reason to believe tihee
of the flash may be in error due to problems whi ¢vent times.

Flash Bypassed Non-Lightning Probability Filter (1 bit). This bit is set if the
flash did not go through the non-lightning flashedion filter.

Non-Lightning Probability Bits (2 bits). Probability (0, 33%, 67%, 100%) the
flash is due to non-lightning sources.

5.4.2 Group QA Bits (9 Bits Total)

Group Termination (1 bit). Was the group terminated by an exception, ottftkd
group expire naturally? If there are no events tha be added to a group within
the time/space parameters set by the GLM teamdotlyrO ms and adjacency) a
group will terminate and be written to the output.a group is terminated early
due to some problem (later QA bits), the grouplégded as being “killed”.
There are both practical and theoretical reasontimi the size of groups.
Groups have a physical limit to how large they ban Currently, groups have no
time span, that is, they happen in a single tiraen&. Future versions of the code
may employ groups that extend in time. The codmikhbe able to handle this
possibility. However, the exact cutoff for the &rimit for a future group is yet
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to be determined. The code should be able to baardl reasonable time limit for
a group (up to a few seconds). Group sizes an¢elinto the size of the parent
storm plus any propagation into the surrounding.arégain, groups cannot be
infinitely sized, but the exact limit on a grougssiis yet to be determined. The
code should be able to handle sizes up to thousahdsjuare kilometers.
Practical limitation also may come into play. Cartgss only have the ability to
handle a limited number of items (and their poititgts) in memory at one time.
Depending on the computer system used to procebs daita, it is not clear if the
practical or the theoretical limits will come inpay first.

* Reason for Early Group Termination (4 bits). Why was the group terminated
early? The reasons are (1 bit each as the graulg be terminated for more than
one reason):

. Too many children.We may put limits on the # of children (eventstta
group can have. The # of children can also betdendue to time or buffer
restrictions.

. Group reaches time limitWe may put limitations on the total time length
a group may have. The time limit may also be i&stl due to buffer limitations.
. Group buffer overflow. The total number of active and dead but not

written to the output groups may have exceededapacity of the group buffer.
If so, a group will need to be terminated (andpasent flash written to the output)
to allow for more groups.
. Event buffer overflow.The total number of active or dead but not wmitte
to the output events may have exceeded the capHdie event buffer. If so, a
group will need to be terminated (and its pareashl written to the output) to
allow for more events.

» Group Bypassed Non-Lightning Probability Filters Warning Bit (1 bit). Group
was not filtered by the non-lightning probabilititer.

» Group Non-Lightning Probability Filter Warning Bits (2 bits). Chance group is
not due to lightning (0%, 33%, 67%, 100%).

» SpareBit (1 bit). Reserved for future used.

5.4.3 Event QA Bits (6 Bits Total)

. Event Bypassed Non-Lightning Probability Filters Warning (1 bit). Chance
group is not due to lightning (0%, 33%, 67%, 100%).

. Event Non-Lightning Probability Filter Warning Bits (2 bits). Chance event is
not due to lightning (0%, 33%, 67%, 100%).
. Spare Bits (3 bits). Reserved for future use.

5.5 Algorithm Validation

The Product Validation Plardiscusses the plans for validating simulated GL&¢dl 2
lightning products (flashes, groups, evems)ing the pre-launch phase (current time up
to time of launch) and actual GLM Level 2 lightnipgoducts during the post-launch
phase (time of launch out to 2 years). The valwhatf simulated and actual Level 2
products serves as a fundamental means for valgldhe performance of the GLM
Lightning Cluster Filter Algorithm. The plan dedwss the validation approach and
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identifies correlative datasets, including thosenfrknown/planned community field
campaigns or dedicated GOES-R field campaigns,witt or could be used to validate
the products. TheéAlgorithm Implementation and Test PlgAppendix 1) provides
additional details of pre-launch algorithm testimgth focus on algorithm speed,
accuracy, and resiliency (i.e., input error hargllin

6. ASSUMPTIONS AND LIMITATIONS

6.1 Performance

Details of LCFA performance tests are provided attions 4-5 of theAlgorithm
Implementation and Test PlgAITP) document (Appendix 1). The algorithm te&B
into three possible categories: (1) Speed TesjsA¢2uracy Tests, and (3) Resiliency
Tests. There are several possible types of testerusach category, and the test
themselves have facilitated algorithm definitionagl as algorithm performance.

6.2 Assumed Sensor Performance

The LCFA assumes that the input data from the GhMrument meets the performance
specifications in the appropriate documents. TGEA will also assume that the data is
correct and is within the designated FOV of the Gistrument. Data that is outside the
designated FOV will be ignored. The LCFA will alassume that the GLM data is in
near time order. The only exception to the timdeorwill be corrections needed for

propagation time differences between the sub gat@bint and the limb. Times out of

this range will cause flashes and groups to beitetied and flagged.

6.3 Pre-Planned Product Improvements
None.
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Appendix 1: Algorithm Implementation and Test Plan
DocumentGLM Lightning Cluster-Filter Algorithm

1. OBJECTIVE

1.1 Purpose of this Document

This Algorithm Implementation and Test Plan (AlITé)cument for the Geostationary
Lightning Mapper (GLM) Lightning Cluster-Filter Atgithm (LCFA) provides a detailed
description of the various tests to be conductedetine the form of the LCFA and to
verify its overall performance.

1.2 Specific Objectives

This document provides methodologies for conductigprithm definition phase tests
that examine LCFAspeedaccuracy andresiliency Results from these tests are largely
based on proxy dataset analyses. This documentpaistdes a schedule for the tests,
and identifies those responsible for conducting awtumenting the test results.
Subsequent algorithm refinement phase tests aréaned but will not be detailed until
after the LCFA critical design review (CDR).

1.3 Scope of Document

The primary focus of this document is on pre-lauaehluation of the LCFA consisting
of algorithm definition and performance testingngsiproxy datasets derived from a
variety of actual lightning measurements. This doent does not comment on possible
definition/performance testing of the LCFA usin@xy data derived from calibration lab
optical sources; this type of testing would onlgurcafter a calibration system has been
designed and assembled and the GLM instrument demaady for calibration. GLM
calibration activities are beyond the scope of ttisument. In addition, an assessment of
the true on-orbit GLM properties (data latencyslifiadetection efficiency, flash location
accuracy, ... ) is beyond the scope of this docursgee such an assessment depends, at
a minimum, on the final GLM instrument charactéctst the final version of the level 0
to level 1b processing algorithm, and the final IAXCIPost launch validation strategies
are discussed in thealidation Plan for AWG Lightning Algorithms & GLMevel 2
Data.

1.4 Related Documents

This AITP is related to the Validation Plan for AWGghtning Algorithms & GLM
Level 2 Data, the GLM LFCA Algorithm Theoretical a8 Document (ATBD), and
GLM specifications in the Mission Requirements Doemt (MRD).
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2. BRIEF DESCRIPTION OF ALGORITHM

2.1 Overview

A detailed description of the LCFA is provided inetATBD. As an overview, the LCFA
receives as input the level 1b geolocated pixaetll®@ptical “event” data and processes
this data into more convenient lightning data priduthat are easily utilized by the
scientific research and broader operational usemuanities. Therefore, the LCFA must
take the event data and assemble the higher lglehing data products (groups and
flashes), and in so doing, it will generate deriligtitning characteristics associated with
these higher level products. It will also interreggandividual events on a statistical basis
to see if they are associated with lightning orsedi.e., the Lightning AWG Team does
not assume that the noise filtering performed lyltistrument Vendor is perfect]. So the
overarching theoretical problem for the LCFA is desemblelegitimate (noise-free)
lightning groups and flashes from lightning eveatadthat may or may not contain noise.
This means that the LCFA, as the acronym impliel,beth cluster and filter the event
data. The clustering and filtering “feed” off of @ranother in the sense that accurate
filtering produces accurate clustering and accucaistering allows one to better filter
the data. Indeed, because of the clustering, weipgatie being able to identify and filter
noise that might not be identified and filteredthg Instrument Vendor. The LCFA will
provide statistics that indicate how likely a flaskactually lightning.

2.2 Product Summary

There are two major products produced by the GLiwswe: a lightning dataset and a
corresponding background dataset. The LCFA onlyegsas the lightning dataset. To
obtain these datasets, the satellite data streadsrie be decoded, filtered, clustered, and
output to the appropriate file. Detailed definisof the basic data storage classes
(background, events, groups, flashes) that drieelltGFA are provided in the ATBD.
Note that there will be 2 format types (netCDF4 |DKS), with 3 base products (events,
groups, flashes) for a total of 6 products. GOE®rBadcast (GRB) will distribute all
base productsThe base products will be geo-located, time-stamped sized (i.e.,
characterized by a footprint). Geo-location of tireups and flashes are based on the
LCFA computing an optical amplitude-weighted cemtrolThe base products will be
provided as close to real time as the softwarepcaduce. These base products are linked
by a tree structure that shows what events constbhat groups, and what groups
construct what flashes. In addition, note that theound Segment Project (GSP)
considers the Instrument Vendor (Lockheed Martavel 1b as level 2+ end products
since it has been geolocated and background removed

3. DATASETS

A key enabling activity for development and testofghe LCFA is the development of
GLM proxy datasets derived from other ground-based satellite sensors. There are
three main types of GLM proxy datasets that aresgdy being generated: a simple
proxy based on National Lightning Detection NetwW&rkNLDN) data, a proxy based on
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empirically mapping ground-based VHF lightning d&igo optical data, and a proxy
based on resampling heritage LIS data. The thr@dgs are discussed below.

3.1 National Lightning Detection Network Data

National Lightning Detection Netwol¥ (NLDN) data was used to identify a very active
storm day (July 21, 2003; see Figure 10) that ballused to try to “break” the LCFA.
That is, the realistic high flash rates of thisrstaday allow us to test if the LCFA can
keep up with its processing chain given the 4 agenty requirement (the total latency
requirement is 20 sec, with 10 sec allotted toltiserument Team in the creation of level
1b data). The total flash rates are estimated fteeyNLDN ground flash rates by making
reasonable assumptions about the cloud per grdasi fatio. The ratio averages about
2.94,

3.2 VHF Lightning Mapping Data

To create a proxy that contains realistic spatmoperal thunderstorm evolution,

concurrent LIS and ground-based lightning VHF obagons are being compared to
construct an empirical model that is capable of pimayp VHF lightning observations to

optical emissions. This approach, for example vadlone to simulate the spatio-temporal
characteristics of event-based (pixel-level) da¢dected by a GLM by applying the

empirical model to a database of VHF lightning alagons from several thunderstorms.
Figure 11 shows the display output of a tool thmnates the coincident data files.

3.3 Lightning Imaging Sensor Data

The LIS observes lightning at a higher pixel resolu(4 km at nadir) than the GLM, so
a “re-sampled” LIS dataset will allow performanceduling of GLM characteristics over
its entire FOV and diversity of background scerewing conditions. It is relatively easy
to resample LIS data at a lower spatial resolutam the resulting proxy is adequate for
completing tests that only require “snapshots”igithing. In addition, we will also use
heritage Optical Transient Detector (OTD) data reaesight, since this is already ~8
km resolution.

4. METHODOLOGY

For context, an overview of the validation stratégy all future GLM algorithms and
GLM Level 2 products is provided in Figure 13. Tagdases are described in detalil in
the Validation Plan forAWG Lightning Algorithms & GLM Level 2 Datdocument.
Note that the figure encompasses all lightningteglavalidation processes and
interconnections and therefore extends beyondhestalidation of the LCFA.

The focus of this document is on the pre-launchHuat®mn of the LCFA. The pre-launch
evaluation phase of the LCFA can be further divided two phases: (1) an Algorithm
Definition Phase (ADP), and (2) an Algorithm Refiment Phase (ARP).
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Figure 13. Overall validation strategy involving hie LCFA. This figure extends
beyond the definition/performance testing of the LEA (see the Validation Plan for
details).

4.1 Algorithm Definition Phase

The intent of the ADP is to construct tests andquer calculations that help clearly
define the basic form and methodology to be empmloby the LCFA. Tests and

calculations are specifically devised to illustragubstantiate, or justify the use of
specific algorithm practices or approaches. Theskemiculations are geared toward
answering specific questions, and are associatéld elear metrics that are used to
interpret the results. The official ADP tests azantedPerform Testing & Validation of

GLM Algorithm (80%. However, much ADP pretesting is done before tihie (see Test

Schedule and Responsibilities section below).

The ADP tests involve three basic typgsgeedaccuracy andresiliency These basic test
types are described below:

4.1.1 Speed Tests

The definition of a Speed Test is a test that teet8 many events per second the LCFA
can process, and determines if the LCFA can keapitindatency requirements. The data
latency requirement is 209 sec, which includesd®fer Instrument Vendor processing
of level O to level 1b, and 4 sec for the LCFA mesing of level 1b to level 2. Therefore,
for the LCFA processing chain, if the data ratedmees too high, lower priority code
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sections (such as real-time filtering, or full ifig) will be suspended to allow for the
production of the real time lightning product (undee assumption that a lower quality
on-time product is better than a higher qualityagiet product).

Calculations have been made to estimate the pebhkiamtained flash rates expected from
the total GLM FOV. The calculations have determirtbdt the Lockheed Martin
estimates of 5280 events/sec (peak) and 3120 éseattustained) are reasonable, but
smaller than our initial peak estimates. Moreotegye is an instrument processing limit
of 20,000 events/sec, so it is our understandiag tis will be the absolute max input
event rate to the LCFA.

4.1.2 Accuracy Tests

An accuracy test involves first constructing (bmslation or by using a data source) an
event-level dataset. Next, one clusters the evemtidataset to construct a known flash-
level dataset. Finally, the event-level datasetpsit to the LCFA and the LCFA output is
compared to the known flash-level dataset to adsgB6#\ clustering accuracy. Note that
the input event-level dataset has no errors (etiestput errors is examined in resiliency
tests). Hence, the Accuracy Test sees how well LGEA retrieves known flash
properties. Specifically, the flash propertiesraérest include:

» Percent Flashes DetectedThe number of flashes computed by the LCFA will
be compared with the number of flashes in the knéash-level dataset. The
ratio of the LCFA-derived number of flashes to tiember of known flashes,
times one hundred, is the LCHz#ercent flashes detect€BFD), but only if the
LCFA has not split known flashes. In general, thranctes associated with the
possibility of splitting/merging flashes must bentked appropriately so as not to
skew overall results. Note that the PFD is NOT shme as, nor an estimate of,
the GLM on-orbit flash detection efficiency. Chaage the PFD will be noted as
a function of increasing flash rate; multiple ptyfee storms will be used to
increase flash rate across the GLM FOV.

» Flash Location Error. The flash optical centroid of each known flash viod
directly computed and compared with the associdtash optical centroid
computed by the LCFA. The distance between thedsvidroids defines thigash
location error (FLE). The FLE distribution will be obtained, witthe mean,
standard deviation, and median errors cited. Crangéhe FLE distribution will
be noted as a function of increasing flash rateltiple prototype storms will be
used to increase flash rate across the GLM FOV.

* Flash Radiance Error. The radiance of each known flash will be directly
computed and compared with the associated flastanesl computed by the
LCFA. The difference between the two radiancesngsfitheflash radiance error
(FRE). The FRE distribution will be obtained, witle mean, standard deviation,
and median errors cited. Changes in the FRE digiob will be noted as a
function of increasing flash rate; multiple proto¢y storms will be used to
increase flash rate across the GLM FOV.

* Flash Area Error. The area of each known flash will be directly cotepuand
compared with the associated flash area computetidoy CFA. The difference
between the two areas defines tlash area error(FAE). The FAE distribution
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will be obtained, with the mean, standard devigtiand median errors cited.
Changes in the FAE distribution will be noted afuaction of increasing flash

rate; multiple prototype storms will be used torease flash rate across the GLM
FOV.

» Flash Duration Error. The duration of each known flash will be directly
computed and compared with the associated flashtidar computed by the
LCFA. The difference between the two durationsrkfitheflash duration error
(FDE). The FDE distribution will be obtained, withhe mean, standard deviation,
and median errors cited. Changes in the FDE digtab will be noted as a
function of increasing flash rate; multiple profo¢y storms will be used to
increase flash rate across the GLM FOV.

4.1.3 Resiliency Tests.

A resiliency test examines how well the LCFA camtcol/minimize the deleterious
effects of input errors or other peculiar/unusugut conditions (e.g., event radiance
noise or location errors, corrupted data packetsemely long-duration flashes, events
near the prime-meridian or international date-linegative event times, event times that
run backwards, latitudes/longitudes that are outaafie). Peculiar/unusual conditions do
not include high event rate input, since this is haddeparately in the Speed Test. The
Resiliency Tests should include statistical measuifeFD, FLE, FRE, FAE, FDE)
mentioned above to help quantify the deleterioteces.

A Quality Assurance ToolJA Tool written by Mach and Bateman, and inspected by the
remaining R3/AWG lightning team) will be used tdphassess and minimize the effect
of input errors or other peculiar/unusual inputaitions on LCFA flash retrieval results.

4.1.4 Specific List of Tests

Below is a list of specific tests. Each test fatt® one or more categories (S = Speed, A
= Accuracy, R = Resiliency); the test categoryndicated after the name of each test.

 CPU Load Test (S).This test uses 300 flashes per second and 500@seper
second. The NASA-LDAR legacy event-to-flash asgociprocessed this data set
at a rate of 2X real-time. The event file contasynthetic GLM events
representing a two hour period of time created fittve most active two hour
period of time in the most active day observed ly NLDN network between
the years 1995 and 2007 (13 years). The eventsareated from NLDN flashes
using the following method: [Step 1] For each flagiported in the NLDN
network (mostly ground flashes), other flashes veeeated, and offset in position
and time. The flashes included (a) a Southern Bigiare flash and (b) 10% of
the time a "random flash” somewhere within the F&I\GLM. [Step 2] For each
of the flashes produced in step 1 (i.e. a NLDNHJas Southern Hemisphere flash
and possibly a random flash), a variable numbegrotips were created around
each flash. The number of groups per flash weresemat random from the
observed Cumulative Probability Distribution fumctifor the expected number of
GLM groups per GLM flash. [Step 3] For each of gneups produced in step 2, a
variable number of events were created around gamip. The number of events



46

per group is chosen at random from the observed ulative Probability
Distribution function for the expected number of /&kvents per GLM group.
CPU Load Test Il (S). This test starts at 0 events per second and @aksout
12,000 events per second (sustained rate) at T¥laod then goes into a
"variable rate" mode where it simulates "burstytagaarying between 1000 and
10,000 events per second on a 10 second time-s@&le.NASA-LDAR legacy
event-to-flash associator falls behind at a 6,08fnhts per second (sustained rate)
but kept up at 12,000 events per second (variaidd.

CPU Load Test Il (S). This test starts at O events per second and atsout
20,000 events per second (sustained rate) at T+t &od then goes into a
"variable rate" mode where it simulates "burstytagdaarying between 1000 and
20,000 events per second on a 10 second time-sddle. NASA-LDAR legacy
event-to-flash associator falls behind at a 6,0@hts per second (sustained rate).
Break Code Test using NLDN Data (S).This test will feed total estimated flash
rates from the 21 July 2003 NLDN storms to the LCHA boost overall flash
rate, the storms should be approximately repeated ather regions of the GLM
FOV. The times of the repeated storms should bieshielative to each other,
but contain some temporal overlap.

Break Code Test using Re-sampled LIS Data (S)This test will be based on re-
sampling LIS data to generate a GLM proxy. Duehi® limited LIS view time,
several storms observed by LIS will be requiredgemerate a GLM proxy.
Nonetheless, the re-sampled LIS data can be conhlainé repeated over several
different regions within the GLM FOV. The times tbie repeated data should be
shifted relative to each other, but contain someptaral overlap. We will see how
much of the re-sampled and repeated LIS data wititenGLM FOV the LCFA
can handle.

Break Code Test using VHF Data (S).This test will be based on a very active
storm of GLM proxy data derived from one VHF netlwsuch as the NALMA or
the OKLMA. This active storm “prototype” will be ated in several different
regions within the GLM FOV. The times of the regehaprototype storms should
be shifted relative to each other, but contain stengporal overlap. We will see
how many prototype storms within the GLM FOV theRAcan handle.

Lag Mitigation Tests (S). If one or more of the “break code tests” abovecaiz
that the latency requirement is likely to be viethtunder expected sustained
and/or extreme lightning flash rate conditionsntlseveral mitigation approaches
(regionalization, full-to-first fit conversion, ..must be run to assess the quality
of each mitigation approach. The highest qualityigation approach must be
identified and substantiated. The lag mitigatioprapches should be evaluated
based on the following metrics: accuracy, speede ed implementation, and
robustness.

Simulated Stress Test (S).This is a test where we cover a large percentdge
the disk with long-lived continuously illuminatela$h.

Simulated Distance/Time Thresholding Test (S). This test involves normal
distributions with mean group separations of 16rband 330 ms.

Moving Lines of Storms (S, A). Data source is NLDN data. These are long lines
of storms that persist for many hours and movesactioe field of view.
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Simulated High Flash Rate Storms (S, A). These are simulated storms that
make lightning at (and beyond) the peak rates wehle to handle.

Supercell Storm with Much Lightning (S, A). Data source is VHF data.
Medium Storm with Average Lightning (A). Data source is VHF and LIS data.
Small Storm with Little Lightning (A). Data source is VHF and LIS data.
Storm Merging/Splitting (A). Data source is VHF data.

Storm Splitting (A). Data source is VHF data.

Storms that Cycle (A). Data source is VHF data.

Simulated Oddly-Moving Storms (A).

Simulated Regrouping Test (A). This test involves proxy data where flashes
start as separate entities but grow togetherhdr@LM algorithm, all flashes that
overlap will be combined into a single flash.

OK Storm with Very Large/Long Flashes (R). Data source is VHF data.
Simulated Noise-Only at Various Densities (R).

Simulated Checkerboard Test (R). This test involves various checkerboard
patterns in space and time to see if LCFA distamiteria perform as expected.
Corrupted Data Packets & Noise Test (R). The QA Tool will generate
simulated corrupted data packet and noise erralisated by “g” in Figure 13.
These random errors will be added to the same krement-level dataset used for
Accuracy Tests. The input errors, will corrupt to a certain extent the simulated
Level 2 products produced by the LCFA (and showthalower right corner of
Figure 13). By comparing LCFA output for=® 0 and for ¢# 0, we will be able
to assess the overall effects of corrupted pac&ats noise on the five flash
variables (detection, location, radiance, areaatitum) discussed above. In other
words, we will determine how PFD, FLE, FRE, FAEddaRDE change due to
nonzero ¢

QA-Procedure (R). Since the errors, e can produce errors in the flash
retrievals, we will want to define an LCFA QA-praltee that flags and possibly
removes the effects of.eHence, to test/assess the LCFA’'s QA-procedure for
handling corrupted data packets and noise, werwillthe QA-procedure on two
virtual Level 1b data streams, one stream freeolupted data packets and noise,
and one with (randomly added) corrupted data packetl noise. A comparison
of the QA-procedure output from these two strearifisalow us to identify and
remove deficiencies in the QA-procedure. The emesults will be checked
manually to assure that the QA-procedure is aceurat

Longitude Test (R). This test will verify that the LCFA can handle+a80
degree or 0/360 degree longitude numbering sysésnwell as events locations
that cross either the International Dateline orRniene Meridian.

4.2 Algorithm Refinement Phase

The results of CDR can possibly motivate additiotesits/calculations that should be
performed to help refine the LCFA. Moreover, the 8Vlightning team will naturally
want to continuously refine the LCFA. Some of thRFAtests will look similar to the
ADP tests but would be more robust and precisederao fully optimize the LCFA.
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5. RESULTS

5.1 CPU Load Test (S)

This test uses 300 flashes per second and 500Qsepen second. The NASA-LDAR
legacy event-to-flash associator processed thes skdtat a rate of 2X real-time.

* Notice File Output:

2009/ 04/ 07 10:00: 54: Open_NOTI CE_FI LE: GLM Process_Li ghtni ng programversion: 3.0,
summary: Takes geo-located |ightning events and clusters them
2009/ 04/ 07 10:00: 54: Open_NOTI CE_FI LE: Started: 2009-04-07
2009/ 04/ 07 10:00:54: Read_User: WIIl use 16.500000 as the FLASH DELTA KM and 0. 330000 as
the FLASH DELTA TI ME
2009/ 04/ 07 10:00:54: Read_User: WII use 14.000000 as the GROUP_DELTA KM and 0. 000000 as
the Group_Delta_tine
2009/ 04/ 07 10:00:54: Read_User: WLL linmt the size of itens
2009/ 04/ 07 10:00:54: Read_User: WIIl use 0.010000 as the PIXEL_SPACI NG 0.050000 as the
NO SE_REJECT_LEVEL, and WLL do Noi se_Rej ect
2009/ 04/ 07 10:00:54: Read_User: Events input:
I:/ GLM Proxy_dat a/ CPU_Load_Test _FakeEvents. t xt
2009/ 04/ 07 10:00:54: Read_User: Qutput binary clustered data:
|1/ GLM out put _R3/ gl m fge_CLTFE. t xt
2009/ 04/07 10:00: 54: Read_User: CQutput text flashes:

:/ GLM out put _R3/fl ashes out _CLTFE. t xt
2009/ 04/ 07 10: 00: 54: Read User: Qutput text groups: |:/G.M output_R3/groups_out_ CLTFE.t xt
2009/ 04/ 07 10: 00: 54: Read_User : Qutput text events: |:/G.M output_R3/events_out_CLTFE. t xt
2009/ 04/ 07 10:00:54: Read_User: Event stats: |:/G.M output_R3/events_i _out_CLTFE. t xt
2009/ 04/ 07 10:00:54: Read_User: Goup stats: |:/G.M output_R3/groups_i _out _CLTFE. t xt
2009/ 04/ 07 10:00:54: Read_User: Flash stats: 1:/G.M output_R3/flashes_i_out_ CLTFE. t xt
2009/ 04/ 07 10:00:54: Read_User: Processing rate stats:
| :/ GLM out put _R3/ processi ng_rate_CLTFE. t xt
2009/ 04/07 10:00:54: main: WII not output ASCII E/GF data (for speed test)
2009/ 04/ 07 10:00:54: Create_New G oup: Increasing group buffer to 500
2009/ 04/ 07 10:00:54: Create_New G oup: Increasing group index to 500
2009/ 04/ 07 10:00:54: Create_New Goup: Initializing (clearing) the new group buffer
2009/ 04/ 07 10:00:55: Create_New G oup: Increasing group buffer to 1000
2009/ 04/ 07 10:00:55: Create_New G oup: Increasing group index to 1000
2009/ 04/ 07 10:00:55: Create_New G oup: Initializing (clearing) the new group buffer
2009/ 04/ 07 10:00:59: Create_New G oup: Increasing group buffer to 2000
2009/ 04/ 07 10:00:59: Create_New G oup: Increasing group index to 2000
2009/ 04/ 07 10:00:59: Create_New G oup: Initializing (clearing) the new group buffer
2009/ 04/ 07 10:01:08: Create_New Flash: Increasing Itembuffer to 400
2009/ 04/ 07 10:01:08: Create_New Flash: Increasing Itemindex to 400
2009/ 04/ 07 10:01:48: Create_New G oup: Increasing group buffer to 4000
2009/ 04/ 07 10:01:48: Create_New G oup: Increasing group index to 4000
2009/ 04/ 07 10:01:48: Create_New G oup: Initializing (clearing) the new group buffer
2009/ 04/ 07 10:04:07: mai n: WF: 770206, WG 5996164, WE: 17977528
2009/ 04/07 10:04:07: main: Delta tine:193
2009/ 04/ 07 10:04:07: Terminate: Done with processing GLM data

The code produced 770206 flashes and 5996164 gouipd the 17977528 events in the
proxy file. It took 193 seconds to process theadaesulting in a 93 kevents/sec
processing rate. The default group buffer/indese 9f 250 was too small. The code
automatically increased the buffer/index size t6G10The Item buffer/index default size
of 200 was too small. The code automatically iasesl the size to 400. The event rate
as a function of data time is shown in Figure 1d #re processing speed of the GLM
LCFC is shown in Figure 15.
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Figure 15. Processing speed of the GLM code

The GLM code is able to process up to 6000 evenitssis than 0.12 seconds of -time.

5.2CPU Load Test Il (S)

This test startsat 0 events per second and peaks at about 12,08fiseper secon
(sustained rate) at T=our and then goes into a "variable rate" mode ®it simulates
"bursty" data, varying between 1000 and 10,000 &vper econd on a 10 second ti-
scale. The NASA-DAR legacy ever-to-flash associatdialls behinc at a 6,000 events
per second (sustained rate) but kept up at 12,080t€ per second (variable re.

* Notice File Outpu
2009/04/07 10:45:20: Open_NOTICE_FILGLM_Process_Lightning program version: 3.0, summaakes ge-located lightning
events and clusters them
2009/04/07 10:45:20: Open_NOTICE_FILE: Started:9-04-07
2009/04/07 10:45:20: Read_User: Will use 16.50009the FLASH_DELTA_KM and 0.330000 ae FLASH_DELTA_TIME
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2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
WILL do Noise_Reject

2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:
2009/04/07 10:45:20: Read_User:

Will use 14.00089the GROUP_DELTA_KM and 0.000000 as the GrouptaDéine
WILL limit the sifétems
Will use 0.010G0the PIXEL_SPACING, 0.050000 as the NOISE_REJEENEL, and

Events input: IMBroxy_data/CPU_Load_2.FakeEvents.txt
Output binary ehest data: I:/GLM/output_R3/gim_fge CLTFE2.txt
Output text flashaLM/output_R3/flashes_out_CLTFE2.txt
Output text groufi3t M/output_R3/groups_out_CLTFE2.txt
Output text evér@LM/output_R3/events_out CLTFE2.txt

Event stats: |:/@GiNput_R3/events_i_out CLTFE2.txt

Group stats: I:/GlLNput_R3/groups_i_out_CLTFE2.txt
2009/04/07 10:45:20: Read_User: Flash stats: I:/@lLitput_R3/flashes_i_out CLTFE2.txt
2009/04/07 10:45:20: Read_User: Processing rate &t&LM/output_R3/processing_rate_ CLTFE2.txt
2009/04/07 10:45:20: main: Will not output ASCIIEF data (for speed test)

2009/04/07 10:45:20:
2009/04/07 10:45:20:
2009/04/07 10:45:20:
2009/04/07 10:45:20:
2009/04/07 10:45:20:
2009/04/07 10:45:20:
2009/04/07 10:45:23:

2009/04/07 10:45:23

2009/04/07 10:45:26:
2009/04/07 10:45:38:

2009/04/07 10:45:38

2009/04/07 10:46:15

2009/04/07 10:47:23

2009/04/07 11:01:40:
: Terminate: Done with proces$&hM data

2009/04/07 11:01:40

Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:

: Create_New_Group:
2009/04/07 10:45:23:
2009/04/07 10:45:26:

Create_New_Group:

Increasingmbuffer to 500
Increasingindex to 500
Initializ{olparing) the new group buffer
Increasingmbuffer to 1000
Increasingmindex to 1000
Initializ{olparing) the new group buffer
Increasingmbuffer to 2000
Increasingmindex to 2000
Initializ{nfparing) the new group buffer

Create_New_Flash: Increaserg buffer to 400
Create_New_Flash: Increaserg Index to 400

Create_New_Group:

: Create_New_Group:
2009/04/07 10:45:38:

Create_New_Group:

Increasingmbuffer to 4000
Increasingmindex to 4000
Initializ{olparing) the new group buffer

: Create_New_Flash: Increaserg buffer to 800
2009/04/07 10:46:15:

Create_New_Flash: Increaserg Index to 800

: Create_New_Group:
2009/04/07 10:47:23:
2009/04/07 10:47:23:
2009/04/07 11:01:40:

Create_New_Group:
Create_New_Group:

Increasingmbuffer to 8000
Increasingmindex to 8000
Initializ{nfparing) the new group buffer

main: WF:1817234, WG:14542888,43648565

main: Delta time:980

The code produced 1,817,234 flashes and 14,542)@8®s out of the 43,648,565 events
in the proxy file. It took 980 seconds to proc#ss data, resulting in a 44 kevents/sec
processing rate. The default group buffer/indese 9f 250 was too small. The code
automatically increased the buffer/index size td@B0The Item buffer/index default size
of 200 was too small. The code automatically iasesl the size to 800. The event rate
as a function of data time is shown in Figure l@levtine response of the GLM LCFA is
shown in Figure 17.
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Figure 16. Event Rates.
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Figure 17. Processing speed of the GLM code

The GLM code is able to process up to 16,000 evientsss than 0.7 seconds of
time.

5.3CPU Load Test IIl (S)

This teststarts at O ever per second and peaks at about080 events per secol
(sustained rate) at T=1hour and then goes intcaddble rate" mode wheit simulates
"bursty" data, varying between 1000 an0,000 events per second on a 10 seconc-
scale. The NASA-DAR legacy ever-to-flash associatdialls behinc at a 6,000 events
per second (sustained r.

* Notice File Outpu
2009/04/07 14:13:38: Open_NOTICE_FILE: GLM_Procésgghtning program version: 3.0, summary: Takes-located lightning
events and clusters them



2009/04/07 14:13:38: Open_NOTICE_FILE: Started:208-07

2009/04/07 14:13:38: Read_User: Will use 16.50089the FLASH_DELTA_KM and 0.330000 as the FLASH_DBLTIME
2009/04/07 14:13:38: Read_User: Will use 14.00029the GROUP_DELTA_ KM and 0.000000 as the GrouptaDéine
2009/04/07 14:13:38: Read_User: WILL limit the sifétems

2009/04/07 14:13:38: Read_User: Will use 0.010G0the PIXEL_SPACING, 0.050000 as the NOISE_REJEEWVHL, and
WILL do Noise_Reject

2009/04/07 14:13:38: Read_User: Events input: IMAroxy_data/FakeEvents_20K.txt

2009/04/07 14:13:38: Read_User: Output binary ehest data: I:/GLM/output_R3/gim_fge_20Kk.txt

2009/04/07 14:13:38: Read_User: Output text flash&aLM/output_R3/flashes_out_20k.txt

2009/04/07 14:13:38: Read_User: Output text groufiS8t M/output_R3/groups_out_20k.txt

2009/04/07 14:13:38: Read_User: Output text evérn@GLM/output_R3/events_out_20Kk.txt

2009/04/07 14:13:38: Read_User: Event stats: I:/@Guéput_R3/events_i_out_20k.txt

2009/04/07 14:13:38: Read_User: Group stats: |:/Gluéput_R3/groups_i_out_20k.txt

2009/04/07 14:13:38: Read_User: Flash stats: I:/@iLitput_R3/flashes_i_out_20k.txt

2009/04/07 14:13:38: Read_User: Processing rate st&LM/output_R3/processing_rate_20K.txt

2009/04/07 14:13:38:

2009/04/07 14:13:38

2009/04/07 14:13:38

2009/04/07 14:13:49

2009/04/07 14:13:52

2009/04/07 14:15:14:
2009/04/07 14:15:14:
2009/04/07 14:15:14:
2009/04/07 14:15:34:
2009/04/07 14:15:34:

2009/04/07 14:27:17

2009/04/07 14:27:17

2009/04/07 14:42:33

2009/04/07 15:09:10:
2009/04/07 16:09:54:
2009/04/07 16:09:54:
2009/04/07 16:09:54:

2009/04/07 20:48:59

2009/04/07 20:54:38:
2009/04/07 20:54:38:
2009/04/07 20:54:57:
2009/04/07 21:05:53:
2009/04/07 21:07:30:
2009/04/07 21:21:22:
2009/04/07 21:22:50:
2009/04/07 21:28:39:
2009/04/07 21:29:50:
2009/04/07 21:44:28:
2009/04/07 21:44:32:
2009/04/07 21:44:32:
2009/04/07 22:05:26:

2009/04/07 22:07:55

2009/04/07 22:10:55:

2009/04/07 22:15:46

2009/04/07 22:20:33:

2009/04/07 22:20:41

2009/04/07 22:20:49:
2009/04/07 22:21:25:
2009/04/07 22:24:27:
2009/04/07 22:26:31:

2009/04/07 22:29:19

2009/04/07 22:50:53:

2009/04/07 22:51:32

main: Will not output ASCIIEF data (for speed test)

: Create_New_Group:
2009/04/07 14:13:38:
2009/04/07 14:13:38:
2009/04/07 14:13:38:
2009/04/07 14:13:38:

Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:

: Create_New_Group:
2009/04/07 14:13:40:
2009/04/07 14:13:40:
2009/04/07 14:13:40:
2009/04/07 14:13:49:

Create_New_Group:
Create_New_Group:
Create_New_Group:
Create_New_Group:

: Create_New_Group:
2009/04/07 14:13:49:

Create_New_Group:

Increasingmbuffer to 500
Increasingmindex to 500
Initializ{nlparing) the new group buffer
Increasingmbuffer to 1000
Increasingmindex to 1000
Initializ{olparing) the new group buffer
Increasingmbuffer to 2000
Increasingmindex to 2000
Initializ{olparing) the new group buffer
Increasingmbuffer to 4000
Increasingmindex to 4000
Initializ{olparing) the new group buffer

: Create_New_Flash: Increaserg buffer to 400
2009/04/07 14:13:52:

Create_New_Flash: Increaserg Index to 400

Create_New_Group:
Create_New_Group:
Create_New_Group:

Increasingmbuffer to 8000
Increasingmindex to 8000
Initializ{nfparing) the new group buffer

Create_New_Flash: Increaserg buffer to 800
Create_New_Flash: Increaserg Index to 800

: Create_New_Group:
2009/04/07 14:27:17:

Create_New_Group:

: Create_New_Group:
2009/04/07 14:42:33:

Increasingmbuffer to 16000
Increasingmindex to 16000
Initializ{olparing) the new group buffer

Create_New_Flash: Increaserg buffer to 1600

Create_New_Group:
Create_New_Group:
Create_New_Group:

: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:

: Create_New_Flash: Increasem Index to 1600
Copy_Event: Increasing Nomihadnts to 180000 (and clearing it)

Increasingmbuffer to 32000

Increasingmindex to 32000

Initializ{olparing) the new group buffer
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 3200
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600



2009/04/07 22:55:44:
2009/04/07 23:01:49:
2009/04/07 23:03:16:

2009/04/07 23:18:33

2009/04/07 23:18:40:
2009/04/07 23:18:40:
2009/04/07 23:19:13:

2009/04/07 23:20:41

2009/04/07 23:29:08:
2009/04/07 23:53:51:
2009/04/07 23:54:26:
2009/04/08 00:08:30:

2009/04/08 00:15:05

2009/04/08 00:17:26:

2009/04/08 00:19:13

2009/04/08 00:19:55:

2009/04/08 00:24:09

2009/04/08 00:25:21:
2009/04/08 00:28:00:
2009/04/08 00:31:08:
2009/04/08 00:35:01:

2009/04/08 00:38:42

2009/04/08 00:39:17:
2009/04/08 00:39:19:
2009/04/08 00:39:19:
2009/04/08 00:40:53:

2009/04/08 00:42:26

2009/04/08 00:46:56:

2009/04/08 00:47:22

2009/04/08 00:47:22:

2009/04/08 00:47:38

2009/04/08 00:51:02:
2009/04/08 00:57:48:
2009/04/08 01:01:23:
2009/04/08 01:01:23:
: Terminate: Done with proces$&hM data

2009/04/08 01:01:23

Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
: Double_Child_Buffer:
Double_Child_Buffer:
Double_Child_Buffer:

Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600
Incregsitem child count buffer to 1600

main: WF:3648249, WG:4833368¥E;321270562
main: Delta time:38865
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The code produced 3,648,249 flashes and 48,333j6@%ps out of the 321,270,562
events in the proxy file. It took 38865 secondsptocess the data, resulting in an
average 8.2 kevents/sec processing rate. Theltgfaup buffer/index size of 250 was
too small. The code automatically increased thiéebindex size to 1600. The Item
buffer/index default size of 200 was too small.eTode automatically increased the size
to 1600. Many flashes/groups needed their chiffebincreased from 800 to 1600. The
code needed to increase the nominal event coumt @000 to 180,000. The event rate
as a function of data time and GLM LCFA respongeséiown in Figures 18 and 19.
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Figure 18. Data rate as a function of data time.

Note that the currerimit for the event statistics to produce this pi®t90,000 events
The blue data above that number is an estimatbeofrtie number of events/sec in
proxy dataset.
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Figure 19. Processing speed of the GLM code.

Note thatthe current limit for the event statistics to prodtthis plot is 90,000 event
The red data above that number is an estimateeofrtte humber of events/sec in
proxy dataset.

5.4 Longitude Testl (International Dateline) (R)

This test will verifythat the LCFA can handle ¢180 degree or 0/360 degree longit
numbering systemas well as events locations that cross eithetrttegnational Datelini
or the Prime Meridian.



* Notice File Output:
open_notice_file: GLM_Procégghtning program version: 2.0, summary: takes gwated lightning

2008/12/12 14:10:47:

2008/12/12 14:10:47

2008/12/12 14:10:47:

2008/12/12 14:10:47

Noise_Reject

2008/12/12 14:10:47:

2008/12/12 14:10:47

2008/12/12 14:10:47

2008/12/12 14:10:47

2008/12/12 14:10:47

2008/12/12 14:10:47:

2008/12/12 14:10:47

2008/12/12 14:10:47:
2008/12/12 14:10:47:
2008/12/12 14:10:47:
2008/12/12 14:10:47:

2008/12/12 14:10:47

2008/12/12 14:10:47:

2008/12/12 14:10:47

2008/12/12 14:10:47:

:read_user:
2008/12/12 14:10:47:
2008/12/12 14:10:47:

:read_user:
2008/12/12 14:10:47:
:read_user:
2008/12/12 14:10:47:
:read_user:
2008/12/12 14:10:47:
2008/12/12 14:10:47:
2008/12/12 14:10:47:
2008/12/12 14:10:47:

read_user:

read_user:
read_user:

read_user:
read_user:
read_user:
read_user:

read_user:
read_user:
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:open_notice_file: Started:202-12

Will use 16.50009the Flash_Delta_Km and 0.330000 as the Flasta Oémne

Will use 14.00089the Group_Delta_Km and 0.000000 as the Groupa Dihe

WILL limit the sifétems

Will use 0.010@90the Pixel_Spacing, 0.050000 as the Noise_Rejegtll.and WILL do

Events input: IMBroxy_data/GLM_test_InternationalDateline.Fakefigext
Output binary etest data: I:/GLM/output_R2/glm_fge_IDFE.txt

Output text flash&aLM/output_R2/flashes_out_IDFE.txt

Output text grolfist M/output_R2/groups_out_IDFE.txt

Output text evér@GtM/output_R2/events_out_IDFE.txt

Event stats: I:/@utput_R2/events_i_out_IDFE.txt

Group stats: I:/@lLkput_R2/groups_i_out_IDFE.txt

Flash stats: |:/@tput_R2/flashes_i_out_IDFE.txt

Processing rate &t&LM/output_R2/processing_rate IDFE.txt

main: Will output ASCII E/Gdata

: create_new_group:
create_new_group:
: create_new_group:
create_new_group:
create_new_group:
create_new_group:

Increasiagmbuffer to 500
Increasiagmindex to 500
Initializiclgaring) the new group buffer
Increasiagmbuffer to 1000
Increasiagmindex to 1000
Initializiclgaring) the new group buffer

double_child_buffer: Incregstem child count buffer to 1600

: create_new_group:
create_new_group:
: create_new_group:
2008/12/12 14:10:47:

Increasiagmbuffer to 2000
Increasiogmindex to 2000
Initializiclgaring) the new group buffer

main: WF:2, WG:1001, WE:1001

main: Delta time:0

2008/12/12 14:10:47: terminate: Done with proces§&hM data

The test dataset was to produce 2 flashes. Téewould have 1000 groups and events
clustered around the International Date Line. Tiévl code reproduced that flash (D
Flash #0 Start Time:0.001 End Time:1.000 Centroad:A.000 Centroid Lon:-180.000
Child_Count:1000). Figure 20 below shows the limcaof all the groups in the one flash
(centered around the International Dateline).
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Figure 20. Location of all groups in the flash (centered aroundhe International

Dateline).

5.5 Longitude Testll ( Prime Meridian) (R)

This test will verifythat the LCFA can handle ¢180 degree or 0/360 degree longit
numbering systemas well as events locations that cross eithetritegnational Datelin
or the Prime Meridian.

* Notice File Outpu
2008/12/12 18:18:09: open_notice_file: GLM_Piss_Lightning program version: 2 8ummary: takes g-located lightning
2008/12/12 18:18:09: open_notice_file: Started:8-12-12
2008/12/12 18:18:09: read_user: Will 116.500000 as the Flash_Delta_Km and 0.330000 asldise_Delta_Tim
2008/12/12 18:18:09: read_user: Will use 14.00089the Group_Delta_Km and 0.000000 as the Groupa Dighe
2008/12/12 18:18:09: read_user: WILL limit the sifétems
2008/12/12 18:189: read_user: Will use 0.010000 as the Pixel_iBgad.050000 as the Noise_Reject_Level, and Wial
Noise_Reject
2008/12/12 18:18:09: read_user: Events input: IM#roxy_data/GLM_test_PrimeMeridian.FakeEvent
2008/12/12 18:18:09: read_user: Ott binary clustered data: I:/GLM/output_R2/glm_fg®FE.txt
2008/12/12 18:18:09: read_user: Output text flashi&SLM/output_R2/flashes_out_PMFE.
2008/12/12 18:18:09: read_user: Output text grolyfat M/output_R2/groups_out PMFE.
2008/12/12 18:189: read_user: Output text events: I:/GLM/output/eR@nts_out PMFE.t
2008/12/12 18:18:09: read_user: Event stats: |:/@Guput_R2/events_i_out PMFE.
2008/12/12 18:18:09: read_user: Group stats: |:/@¥put_R2/groups_i_out_PMFE.
2008/12/12 18:189: read_user: Flash stats: I:/GLM/output_R2/fessh_out PMFE.t
2008/12/12 18:18:09: read_user: Processing rate #&LM/output_R2/processing_rate_ PMFE
2008/12/12 18:18:10: main: Will output ASCII E/CdBt:
2008/12/12 18:18:10: create_newogp: Increasing group buffer to £
2008/12/12 18:18:10: create_new_group: Increasiogmindex to 50
2008/12/12 18:18:10: create_new_group: Initializiclgaring) the new group buf
2008/12/12 18:18:10: create_new_group: Increasiogmbuffer to 000
2008/12/12 18:18:10: create_new_group: Increasingmindex to 10C
2008/12/12 18:18:10: create_new_group: Initializiclgaring) the new group buf
2008/12/12 18:18:10: double_child_buffer: Incregstem child count buffer to 16!
2008/12/12 188:10: create_new_group: Increasing group buffe00(
2008/12/12 18:18:10: create_new_group: Increasingmindex to 20C
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2008/12/12 18:18:10: create_new_group: Initialiiclgaring) the new group buf

2008/12/12 18:18:10: main: WF:2, WG:1001, :1001

2008/12/12 18:18:10: main: Delta tim

2008/12/12 18:18:10: terminate: Done with procesShM dat:

The test dataset was to produce 2 flashes. Téiewould have 1000 groups and eve
clustered around the Prime Meridian. The GLM creproduced that flasiD Flash #0
Start Time:0.001 End Time:1.000 Centroid Lat:0.000entroid Lon-0.000
Child_Count:1000). Figure 2. shows the location of all the groups in the onsh
(centered around the Prime Meridi:

01 M

0.0

“

03w 0o 01 E
Figure 21 Location of all groupsin flash (centered around Prime Meridiar).

0.1

5.6 Simulated Regrouping Test GLM test MergingFlash.txt) (A)

This test involves proxy data where flashes stadeparate entities but grow together
the GLM algorithm, alllashes that overlap will be combined into a sirfigieh

* Notice File:
2009/04/08 10:53:59: Open_NOTICE_FILE: GLM_Procégghtning program version: 3.0, summary: Takes-located lightning
events and clusters them
2009/04/08 10:53:59: Open_NOTICE_FILEtarted: 2009-04-08
2009/04/08 10:53:59: Read_User: Will use 16.50089the FLASH_DELTA_KM and 0.330000 as the FLASH_DBLTIME
2009/04/08 10:53:59: Read_User: Will use 14.00009the GROUP_DELTA_KM and 0.000000 as the GrouptaDtine
2009/04/08 10:539: Read_User: WILL limit the size of itel
2009/04/08 10:53:59: Read_User: Will use 0.010G0the PIXEL_SPACING, 0.050000 as the NOISE_REJEENEL, and
WILL do Noise_Reject
2009/04/08 10:53:59: Read_User: Events input: IM@troxy_ data/GLM_test_MerggFlash_mod.txt
2009/04/08 10:53:59: Read_User: Output binary ehest data: I:/GLM/output_R3/gim_fge_GtMFM.
2009/04/08 10:53:59: Read_User: Output text flastw&LM/output_R3/flashes_out_GtMFM.1
2009/04/08 10:53:59: Read_User: Output text grol:/GLM/output_R3/groups_out_GtMFM.txt
2009/04/08 10:53:59: Read_User: Output text evén@GLM/output_R3/events_out GtMFM.i
2009/04/08 10:53:59: Read_User: Event stats: I://@ltput_R3/events_i_out_ GtMFM.
2009/04/08 10:53:59: Read_User: Group : I:/GLM/output_R3/groups_i_out_GtMFM.txt
2009/04/08 10:53:59: Read_User: Flash stats: I:/@¥put_R3/flashes_i_out_ GtMFM.
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2009/04/08 10:53:59: Read_User: Processing rate &t&LM/output_R3/processing_rate_ GtMFM
2009/04/08 10:53:59: main: Wibutput ASCII E/G/F dai

2009/04/08 10:53:59: Create_New_Group: Increasingmgbuffer to 50

2009/04/08 10:53:59: Create_New_Group: Increasingindex to 50

2009/04/08 10:53:59: Create_New_Group: Initializ{olparing) the new group buf
2009/04/08 10:53:59: Create_New_Group: Increasinggbuffer to 100
2009/04/08 10:53:59: Create_New_Group: Increasingmindex to 10C

2009/04/08 10:53:59: Create_New_Group: Initializ{olparing) the new group buf
2009/04/08 10:53:59: Double_ @i Buffer: Increasing item child count buffer toQ0
2009/04/08 10:53:59: Create_New_Group: Increasingmbuffer to 200
2009/04/08 10:53:59: Create_New_Group: Increasingmindex to 20C

2009/04/08 10:53:59: Create_New_Group: Initializ{okparing the new group buffer
2009/04/08 10:53:59: Double_Child_Buffer: Incregsitem child count buffer to 32!
2009/04/08 10:54:01: main: WF:2, WG:1932, WE:2

2009/04/08 10:54:01: main: Delta tim

2009/04/08 10:54:01: Terminate: Done with procesSihM data

The test dataset was to produce 2 flashes. Tsewiould have 2000 events cluste
around 45° Latitude and 45°Longitude. The flagiitetl in 4 different locations (a crc
around the centroid) and the GLM code should hawehbined the 4 initiallashes when
they overlapped in the middle. The GLM code reposdl that flashD Flash #0 Start
Time: 0.001 End Time 1.000 Centroid Lat:45.001 Centroid Lol 45.001
Child_Count:1931).Figure 2: shows the location of all the groups in the onsHlénot:
that some of the groups consist of more than oeetg

M5 -

| | | | | | |
35 a4 445 45 155 5 455
Latitude

Figure 22. Location of all the groups in the one flas.
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Appendix 2: A Physical Understanding of the Event, Group
and Flash “Radiance” Data Product:

Overview: The GLM ATBD reviews asked how we would calculate groupdiaace”
and flash “radiance”. Presently, the Lightning @ud-ilter Algorithm (LCFA) follows
what was done for OTD/LIS, which was only approxima This writing attempts t
quantify what those old OT/LIS “radiance” data products are, in physical ter
Consider a lightning imager (e.g., OTD, LIS, oruitt GLM) detecting a flash that
fully within its field of view, and neglect any imament measurement errors/noi
threshold settings, and falslarms. Here, we are just interested in the illuhoraof the
pixel array by a legitimate flash. Under theseuwinstances, ne can definseveral solid-
angle-averagedspectral energy densities, and then compare thedwsiCally
understandable) variab with the previous OTD/LIS “radiance” data productsis
sheds light on the physical meaning of these pteviata product So this begins witl
the energy density descriptions. The figure bel@p$ define basic quantities; the fl
subtends a solid angl&Q and occupiesm (two millisecond) frames.

Geometry for
E Dens-t Lightning emission
NErey o ity nadir QN
Calculations -
Entrance aperture (0, ¢) vector to
ofarea, A Jj"pixel footprint

Azimuthally symmetric
invertinglens system

f th
illuminated pixel

Figure 23. Geometry for energydensity calculations

CCD array
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Event Solid-Angle-Average Spectral Energy DensityThe solid-angle-average spectral
energy density (units @fJ/nf/sr/um collected by th¢" illuminated pixel in thé™ frame
(which defines th¢" event in the™ frame) is

= o 1 o 1 t ~
fM(u)=A—wij £(QixQ = A—wjjm [, L@ixdo . (A1)

Group Solid-Angle-Average Spectral Energy DensityThe solid-angle- average energy
density (units oiJJ/rr?/sr/pn) collected by a set afy; illuminated pixels in thé" frame
(which defines th@™ group in thé" frame) is

ZAp(i)sﬁmjmpi@(ﬁ,i)dg:Hmhgmjti‘_l|A(ﬁ,t)dtdQ —ZA w5&is() (A2)

p| s=1

Flash Solid-Angle-Average Spectral Energy DensityThe solid-angle-average energy
density (units ofuJ/nf/sr/um collected by a set af illuminated pixels (which defines
the flash) is

<5(ﬁ)>s$jm¢(fz)dg_ jj I(Qt)dtdQ——leZ;Awgﬂl(l) "

Previous OTD/LIS “Radiance” Data Products The “event radiance” (ER), “group
radiance” (GR), and “flash radiance” (FR) data maid derived for OTD and LIS, are
not really radiances, but were defined as follows:

— Moi m N
ER=¢, (), GR=)&.(), FRED. D &0 (A4)
s=1 i=1 k=1
The definitions of the various solid angles appeaebove are:
Aw, = solid angle ofj " event subtended at ante aperture = solid anglej8f  pixe

Aw, = solid angle 08" eventgl” groupifi e subtended at entrance apert

AQ | = ZA%S = solid angle op" group in” frame subtende@mirance apertur (AS)
s=1
AQ = ZAa)j = solid angle of flash subtended at entrance apgertur
j=1
The definition of the various sample sizes arerdefias follows:
— i th #h

n, =#eventsimp™ group af'  fram
n =#events in" frame, (A6)

n =# pixels illuminated by the flash.

So the issue is to determine how the ER, GR, andi&R products are related to the
(physically understandable) solid-angle-averagesttsal energy densities given in (Al),
(A2), and (A3). The first one is trivial; i.e., ER identically equal to the expression in
(A1). To find relationships for the other two, taesumption that the pixel field-of-view

is constant is used; i.e.,
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Aa). = Aa). O Aw= const ,

ZAa) O ZAa) nAw , (A7)

s=1

AQ:ZAa)j O Z;Aa)znAa) :

=1

Using the approximations in (A7) the expressicm@NZ) and (A3) reduce to
VO NONeE P VY GEED A IR HLGR

AQm s=1 p|A s=1 pi 1 (A8)
(6@)= 30 22 808,0 0> 5 aak, 0= 133 & 0= FR

So the “radiance” data products are related testhid-angle-average energy densities as
follows:

ER=¢,,()) ,
GRON,() (A9)
FRDn<5(§2)> .

The expressions in (A9) are the desired resultaimdhese results are provided with the
understanding that instrument measurement erreeéndhreshold settings, and false
alarms were all ignored. Accounting for these @ffeis more complicated ( i.e., see
Appendix 3 which was extracted from the recentpalbiarticle: Koshak, W. J., Optical
Characteristics of OTD Flashes and the Implicatifors Flash-Type Discrimination,
accepted id. Atmos. Oceanic TechnoMay 2010).

It would be best if a look-up table was availabilattprovided the solid angle of each
pixel. Then one could define the following 3 enepwducts (in units oftJ/nf/pm) for
events, groups, and flashes, respectively:

e =¢,,()Aw DAWCER,

& =¢,,()AQ ZAwp,m(o DAngSo) AwGR , (A10)
s<5(é)>AQ=ZZnijaj(i) 0a Zm: "7, () =AwIFR

If the look-up table is available, then the exasns in (AlO) could be carried out. If the
look-up table is not available, then a constantrege Awwould have to be used [along
with the approximative expressions shown in (A1B)3te that the definitionée;, €;, &)

, track the full energy of the event, group, osflantercepted by the GLM sensor (when
the values are integrated over the entrance apeanul filter bandwidth). Whereas, the

alternate values(aj(i),Z_ApG),<fﬂ (f2)>) track only the solid-angle-averaged energy
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densities i.e., loosely speaking, the “average brightneskthe events, groups, and
flashes.
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Appendix 3: The Flash Radiance Data Product

In the prior appendix, the flash “radiance” datadurct, based on heritage OTD/LIS
definitions, was described in terms of familiar picyl quantities. In this appendix,
additional rigor is added in describing this praduc

A3.1 Preliminary Definitions and Derived Quantities

Given an optical emission like a lightning flashe tspectral radianc®, = R‘(r,f), t)
detected by an observer depends on the obsemeatdn r , the direction the observer
is looking Q= f2(9,¢) wherdd,¢) are polar and azimuth angleseetyely, and on the
time t of observation. The variabld is the wavelengtig ¢he units of R, are in
W/ ntf/ st/ . Since one is interested in the spectral radiastaserved by GLM,

r =r,(t) wherer(t) is the location of the center of the GLMramnce aperture and is a
known vector function of time related to the sdatllemphemeris and attitude.
Eliminating r in favor oft gives the spectral radiancé, = IA(fz,t) impinging on the
GLM entrance aperture.

The GLM instrument frame tim&  isrBs Suppose that only one flash occurs within
the GLM field-of-view, is completely within the fg-of-view, and subtends a solid angle

AQ as viewed from GLM, i.e., as viewed at locatiQit) Let us also assume that the
flash occupies =1,...m frames, where tie  frame beginsnett_ , and ends at time
t, and 7=t -t_ =2ms. The spectral energy densit, (Q,0) (in units of
J/nt/ st/ ) impinging on the GLM entrance aperture from dit Q that is
collected during thé” frame is defined as

{A(ﬁ,i)zj: |, Gt . (A11)

In general, the flash of solid angl¥Q illuminates j =1,...nh pixels and the solid angle
subtended at the sensor by fiepixel footprint is given byAw, . Therefore, the flash
solid angle can be discretized as

AQ =) Aw . (A12)

j=1

So the spectral radiance and (single frame) spgeetrargy density averaged over the
flash solid angleAQ  are, repectively
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(@)=Ll L@xe ., (6@i)= [ a@ina .,

and the same variables averaged ovej'tipixel footprint of solid angldw, are
LO= [ L@e . §,0= [, &@ine .
W, 7h9 A, <29
Because of (A1l) one also has the relations
(&@i)=] (L@ug . &,0=] T, e .
Since the integrals in (A13) can be rewritten asi@m of integrals, i.e.,
J,ol J2 = X[, (oo

(A14) can be used to rewrite the expressions irBj/&b

(@) =35 284l 0 . (£@D) =552 8aF,0)

Since the flash duration At =t_—t, and occupies =1,...m frames, the total spectral

energy density received from directiéh during flash timeAt is

& (Q) sjt:"‘ 1, (Q,t)dt :ij: |, (Q,t)dt :ig Qi) .

Averaging (A18) over the flash solid angh€ anchgsihe second equation in (A17)

gives

<a(é)>:<§<a<fz,i)>:§<£A(é,i)> 52 BwE )

i=1j=1

(A13)

(A14)

(A15)

(A16)

(A17)

(A18)

(A19)



65

The quantity<§ (f2)> is important since it represents the solid-angleraged spectral

energy density intercepted by GLM due to the flaglduration At. Another important
quantity is the total spectral energy per areaufiits of J/n?/um) intercepted by
GLM, call it u,, given by

u=["],, L(@.0dQdt=>"Y A0, (). (A20)

i=1 j=1
The last result is obtained by using the first e¢igumain (A14) and the second equation in

(A15), and by rewriting the integrals as sums oWfdrames andj™ pixels. Comparing
(A19) and (A20) allows one to link the two fundart@muantities as follows

u, :<<3 (ﬁ)>AQ . (A21)

A3.2 An Expression for the Data Product

Consider the following proxy variabl®, (the simple sum of the mean spectral energy
densities across each illuminated pixel from eaamé, in units o8/nf/sr/pm

P

iiij(i) :Ziak(i) : (A22)

m
i=1 j=1 i=1k=1

Here, note that; is the number of pixels in th# frame that are illuminated by the flash,
andn is the total number of pixels that are illuminatedthe flash. The two sums are

necessarily equivalent becauéﬁ(i) =0 when thg™ pixel isnotilluminated by the flash
during thei™ frame. The heritage flash “radiance” data prodact be written

n

m _ m N
SEDWRINOESIICAON (A23)

i=1 k=1 i=11=1

Here,N; is the number of pixels in tH& frame that ar@ot illuminated by the flash. The
(threshold-modified) average spectral energy derisitthe j™ pixel illuminated in the

i frame,fjj (i), and the (threshold-modified) false alarm spe@rergy densityg, (i),
are given by
En i) =&, () +e,, () +T,,(3) ,

. . . (A24)
£y (1) =6, (i) +T, () .
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Note that the instrument measurement errors arerided by e, (i), and the effect of
employing a threshold setting is described By(i). For example, if the instrument
measurement &, (i)+e, (i) is below the instrument threshold setting, then
T, (i) =-¢,.()—e, (i) such thaté, (i) =0, otherwise, T, (i) =0. Similarly, given that
thel™ pixel in thei™ frame is not illuminated, if the instrument measuent errore, (i)

is below the instrument threshold setting, th&p(i) =-e, (i) such thate, (i)=0,

otherwise, T, (i) =0 and a false alarm occurs. Note also that the ftesstiance” data

product is not technically a radiance value buteat spectral energy density; however
this was the vernacular used in describing the pagduct within the OTD/LIS software
distribution. Plugging (A24) into (A23) gives

*

PA:

M

— m m N
i_f%(i){_ i{eAkuwTAk(i)}+ZZ{eM<D+TA.(D}}E R+E .,  (A25)

{0l
[y

1 k=1 i=11=1

where (A22) was used, and the term in the squaekbts is defined as the total spectral
error, E,. Hence, if one assumes thah JAw=const, then: AQ OnAw,

u, DAwY > ¢,.(i) and the data product can be readily written imgeof the well
i=1 j=1
known radiometric quantities derived in the pregsection; i.e.,

PO+ E = 6 (@)+ B (A26)

This is the desired result. It clearly indicatewhihe flash “radiance” data product is
related to familiar quantities [the total interosgtspectral energy per araa,, and the

average spectral flash energy den%ify(f))> ]
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Appendix 4: Additional Considerations on Centroiding

Consider basic centroiding for say a group compa$étevents. It would look like:

M=
>
s

1
[y

(A27)

¢Centroid =

M=
>

!
iy

Here: ¢, =latitude of ith pixel, andA =optical amplitude of ith pixel. A similar
expression holds for the longitude.

First, note that one would like to do the centnegdusing real lat/lon for each pixel, so
that implies a desire to have a lat/lon for eactelpfi.e., a look-up table; call it table #1).
The AWG Lightning Team has been told that such detalready exists as of this
writing, but the team has not obtained or analythedable.

Second, the instrument lightning signal count outfon a particular ith pixelthat is
governed by a particular RTEP is presumed to hageaated physical units given by
uJ /[ umi stel and is an average radiance across that pixeld-dieview; i.e., the
counts denote a solid-angle-averaged radiance sathespixel. [How this connection is
presumably obtained: In the calibration lab, omeminates the pixel across its entire
field-of-view with an optical source of known rad@e, and then simply reads the
instrument count output, thereby relating solidlerayeraged radiance to instrument
count output.] All of this assumes that GLM will balibrated like OTD and LIS were.
Note that in such a calibration procedure, the i@adr pixel field-of-view is not
considered because instrument counts are just belated to a “per steradian” quantity.
Nonetheless, these counts are then shipped ovke toCFA for centroiding. So one has
instrument countsC,, and the associated calibrated instrument countsin units of

(31t [ g stelto work with. Clearly, one would opt to usd =1, not A=C
becausd, (C,) is in general presumed to be a nonlinear function.

But, one can be even more careful and ask whapbysically wants from a centroiding.
Each ith pixel corresponds to some footprint orudkop that is emitting some (diffuse,
multiple-scattered) lightning optical radiance. $ofaotprints are very bright, and some
are dimmer. The radiance across a single footpanes in general, and also has some
average value. What one wants, ideally, is to lgetltest optical centroiding of (in this
example) a group. The idea is to weight each goelprint of the group by how much
optical energy it is associated with. To do thisge avould want to weight the center
location of each footprint with the appropriate ioglt energy_interceptetly the pixel
associated with that footprint.
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This intercepted energy iB = I,A¢y, which is in units ofpJd /nf/ um , where A is
the solid angle of the ith pixel in units of stadeats. [Technically, one could also
multiply by filter bandwidth which would also slitip vary with lens boresight (and
hence pixel location in the CCD), but this is preably a smaller effect due to near
normal incidence of lightning optical rays intaéil. Also, the aperture area (which gives
the per square meter units) is presumed fixed.]

In other words, if the amplitude in (A27) is to dm@rect, it appears that it must include
the solid angle of the pixel.

So, in a nutshell, if one is not given a look-upléa#2 of each pixel's field of view (in
units of steradians) then one is forced to just tlee following formula for the
centroiding:

$ = = (A28)
2.
i=1
Without look-up table #2, the ATBD just implies ngiequation (A28) above with the
units, 4J / nf / umv sterfor |.
Otherwise, with look-up table #2, one could dofthilowing more accurate computation:
N N
2.Bs 2 lAwd
B == 29)

:L
>'B

i=1 i

LA

E

1
[y

So, in summary, note that the computations in (A#8) (A29) are NOT equivalent, and
(A29) is more accurate than (A28) because it algtuzdptures the true weight to be
assigned to the ith pixel; i.e., it includes spedriformation about the solid angle of the
pixel.
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Finally, note that (A28) incorrectly assumes thhé tsolid angle of each pixel is
equivalent; i.e., if the pixel solid angles areegjlivalent then one obtains

ZN:IiAam ZN:IiAwqﬁl Awﬁw ZN:Ii(z?

i=1 — =1

N N - N :ll\l E¢|' (A30)
2lbg Y LAw  Awd L Y

I
i=1



