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ABSTRACT

This document provides a theoretical descriptiothefalgorithms used by the Cloud and
Moisture Imagery Product (CMIP) from the AdvancedsBline Imager (ABI) onboard
the GOES-R series. The topics covered in this deciinmclude requirements for CMIP
algorithms and software system, description of CM#y algorithms, test data sets and
outputs, practical considerations, and assumpaoddimitations.

The GOES-R ABI is designed to observe the Westeamisphere in various time
intervals and at 0.5, 1, and 2 km spatial resahgtion visible, near-IR, and IR
wavelengths. The ABI has two main scan modes, atlwthe most likely mode will
allow a full disk image every 15 minutes, alonghnat Continental U.S. (CONUS) image
every 5 minutes, and a mesoscale image as oftemeatg 30 seconds. CMIP is the ABI
tier 1A and Key Performance Parameter (KPP) prqodactuding 16 ABI single-band
images for 3 coverage areas plus the multi-bandtisgdgroducts for each coverage area
in NetCDF and McIDAS formats, which will be used iaput data by various other
algorithms.

GOES-R ABI CMIP algorithms have been tested on ABhulated data covering the
CONUS and nearly Full Disk areas. The generatedénides have been compared with
the validation data generated by the research cadd, the images are effectively
identical.

1 INTRODUCTION

Purpose of This Document

The primary purpose of this Algorithm Theoreticahd®s Document (ATBD) is to
provide a theoretical description (scientific andthematical) of the algorithms used by
the Cloud and Moisture Imagery Product (CMIP) frtdme Advanced Baseline Imager
(ABI) onboard the GOES-R series of NOAA geostatigmaeteorological/environmental
satellites. CMIP is the ABI tier 1A and KPP product

Cloud and Moisture Imagery algorithms produce digihaps of clouds, moisture, and
atmospheric windows, through which land and wateradserved, from radiances for the
visible, near-IR, and IR bands. Information wiltalbe provided on the conversion from
radiance to reflectance factor (ABI bands 1-6) 8nidhtness Temperatures (BT) (ABI

bands 7-16). These will be converted into Brightn€alues (BV), ranging from 0-4095

for a 12-bit band or 0-16383 for a 14-bit band, fiisplay in a visualization system.

Cloud and Moisture Imagery provides input to otregorithms producing other

environmental products.



Who Should Use This Document

The intended users of this document include: aligorireviewers, who would understand
the theoretical basis of CMIP; product users, wioaild use the product in an operational
task; scientific programmers, who would develop nalgorithms; and system
administrators, who would maintain the software.

Inside Each Section

This document consists of the following main setdio

* Product Overview: provides relevant details of the ABI and a bdeS§cription of
the products generated by the algorithm.

* Product Requirement Description provides the detailed requirements for the
CMIP key algorithms and software system.

» Algorithm Description: provides the details for CMIP processing outline,
input/output parameters and key algorithms.

» Test Data Sets, and Outputprovides a description of the test data sets tsed
characterize the performance of the algorithmsauradity of the data products. It
also describes the results of using test data sets.

» Practical Considerations provides a description of the issues involving IEM
software system programming, quality assessmeagndstics, and exception
handling.

* Assumptions and Limitations provides an overview of the current assumptions
and limitations of the approach and a plan for cesring these limitations with
further algorithm development.

Related Documents

GOES-R Ground Segment (GS) Functional and Perfazen&pecification (F&PS).

GOES-R Series Ground Segment Project Notional Ttransfrom GVAR to GRB
Operations Plan

GOES-R Mission Requirements Document (MRD)
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2 PRODUCT OVERVIEW

This section describes the CMIP and the requiresnéptaces on the system.

2.1 Products Generated

The CMIP will be produced using all 16 bands irethcoverage areas: FD, CONUS, and
mesoscaleBands 1-6 are the visible bands (1 and 2) and-ieéB-6), while bands 7-16
are IR bands.

The CMIP is responsible for ABI cloud and moisturegery, and will produce 54 total
end-products, including:
* 16 ABI single-band products ([spectral] radiancebands 1-16) for 3 coverage
areas
» Multi-band spectral products (16 bands at 2 kmItg®m) for 3 coverage areas in
NetCDF4 format
» Multi-band spectral products (16 bands at 2 kmItg®m) for 3 coverage areas in
McIDAS format

The three coverage areas are for full disk, CONU& mesoscales. Additionally, the
CMIP end-products will include the information abotne methods of converting
radiance toreflectance factoand BV for bands 1-6, and converting radiance toddd
then to BV for bands 7-16. The BV for a pixel odigplay is perhaps at lower precision.
By community convention the term “radiance” is ugddughout this document and
actually refers to a spectral radiance; e.g., teatlg radiance is only at a single
frequency, while spectral radiance is radianceypet frequency (either wavelength or
wavenumber). It should also be noted that the ramgias actually an average value,
weighted by the sensor response for that given.band

2.2 Instrument Characteristics

The ABI on GOES-R has 16 spectral bands. The seteof each covers a variety of
environmental applications. ABI Infrared (IR) bartds/e been chosen to coincide either
with spectral absorption features (including thokvater vapor bands or G®ands) or
with regions having little absorption (atmosphesindows) that permit observations of
the surface. Visible and near-IR bands have bearserhin order to sense lower
tropospheric cloud cover (including fog) and thetEa surface (NOAA/NESDIS 2007).

Table 1 summarizes the instrument (nominal) central wangile spatial resolution (at
the sub-point), and bit-depth characteristics efAlBl data in the data stream transmitted
to users—the GOES ReBroadcast (GRBheTinstrument has two basic modes of
operation:

1. Every 15 minutes, ABI will scan the full disk (Fdnce, plus the continental
United States (CONUS) three times (every 5 minutAs3electable 1000 km x

11



1000 km mesoscale area will be scanned every 3thdecThis has been referred
to as mode 3 (or ‘flex’ mode).

2. The ABI can be programmed to scan the FD iterativ€he FD image can be
acquired in approximately 5 minutes (Schmit et28l05). This mode has been
referred to as mode 4 or the Continuous Full DGKL).

Nominal . .
Band Central Spatial GRB Bit- Used in Cloud and
Number Wavelength Resolution Depth Moisture Imagery
(km) (Expected)
(pm)
1 0.47 1 12 X
2 0.64 0.5 12 X
3 0.865 1 12 X
4 1.378 2 12 X
5 1.61 1 12 X
6 2.25 2 12 X
7 3.90 2 14 X
8 6.19 2 12 X
9 6.95 2 12 X
10 7.34 2 12 X
11 8.5 2 12 X
12 9.61 2 12 X
13 10.35 2 12 X
14 11.2 2 12 X
15 12.3 2 12 X
16 13.3 2 12 X

Table 1. GOES-R ABI instrument characteristics.

The rationale for the bit-depth being 12 bits peepfor all the bands, with the exception
of 14 bits for band 7 (3.am), is to balance the need to minimize the trartechitlata
bandwidth against the need to ensure that the igaéioh step will not add noise to the
system.

If the specified noise is used and improvementscitnial noise performance and loss of
responsivity with time in orbit are not consideradd if the noise requires 2.5 counts to
be properly resolved in the GRB, then 10 GRB bés gixel would be the requirement
for all the ABI's solar bands. However, if the swis represented by 3 counts, then the
requirement is (barely) 11 bits in all solar bantishe actual noise is 1/2 the spec noise,
then the required bit-depth increases to 12 orits3(barely). In summary, a 12-bit GRB
is recommended for each of the ABI's solar band6)(1
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The rationale for increased bit depth, which agpleeall bands of the ABI, is as follows.
First, to account for an actual instrument noiseli¢hat is lower than the specified noise
Second, it is likely that the responsivities of tABI's bands will decrease over time
while in orbit. These two points are explainedjieater detail below.

First, it is expected that the instrument’s actpatformance will be better than the

specified noise levels. In the current GOES systd@m,has built Imagers whose noise

levels are almost always lower than the specifialdie; and in some cases an order of
magnitude lower. This means that the instrumentaasuring with greater precision than

planned, and if the GRB is to not lose this addestipion, one bit needs to be added to
the GRB for every decrease of a factor of two i ioise levels. Since the bit depth of
the GRB will be fixed (and not change for lateredldes of the series), the extra bit needs
to be included in the original design.

Second, the responsivity is expected to decreattetimie in orbit. In the current GOES
system, the instruments' responsivities continudaltmver time, which means that as the
sensors age, the instruments see hotter and hatterighter and brighter, scenes before
the detectors saturate. But if the increase inimam observable radiance exceeds the
upper limit of what the GRB will carry, the GRB Wwisaturate or roll over, and
information from those observations will be logt.good example of this occurred with
the 3.9um band of the GOES-12 Imager, whose responsivitredsed to the point
where the maximum observed scene radiances exc&d@eH, which is the maximum
temperature the GVAR can carry. In this case GNAR count level rolled over to zero
and levels slightly above zero, so that very cakkls appeared at the centers of the
hottest scenes--such as fires or specularly-reftecunlight. If a higher maximum
GVAR radiance had been established, corresponadir@pb® K for example, this would
not have happened. When ITT builds an instrumen& tepecification for maximum
observable radiance, headroom is provided in ortterguarantee meeting the
specification under all conditions. This meand tha actual maximum will be slightly
higher than the specification. This should alsdaben into account in designing the bit-
depth of the GRB.

In summary, the bit-depth of the GRB can affectdpicis and the accuracy of the data
due to noise performance and responsivity changestime. Therefore, a 12-bit GRB is
recommended for each of the IR bands except thar8.8and. The 3.9m band needs
14 bits, given its use both to monitor hot firest dlso cold clouds. Even with 14-bits for
this band, the quantization step in BT of spac0atK will be over 10 K.

2.3 Product Requirement Description
The CMIP performance requirements are derived ftben GOES-R Series Ground

Segment (GS) Functional and Performance Speciicdf&PS) (NOAA/NASA 2010).
The software system that generates routine CMIP steeet the following requirements:

13



. The system should be able to convert ABI Scalediddaé (SR) obtained from the
GOES ReBroadcast (GRB) data stream (L1B) into spleddiance for bands 1-16.

. The system should define the process for conventatdijance to reflectance (or
reflectance factor) for the visible/reflective bandnd the process for converting
radiance to BT for the IR bands.

. The system should define the process for convertgfigctance factor to BV for

bands 1-6 and converting BT to BV for bands 7-1%.vi&uld be at least 12 or 14-bit,
but it could support higher bit depths. A BV basedthe historical 8-bits could also
be provided. Note that if BV is the same bit-dep¢hGRB SR, then BV is calculated
from SR without needing to convert to reflectaneetdr or BT and that this is
assumed to be the case in the methodology desdsdtsdn this document.

. The conversion methods and the associated pararstteuld be embedded in CMIP
end-products. Users can still employ their own @gkaents to the data values. For
example, the users could employ a ‘square roottion on the full bit depth BV data.

. The CMIP end-products should be produced in Net@@dfsion 4) and McIDAS
formats. The McIDAS convention for GOES-R is 186 tlee satellite sensor number.
The system should ensure that these end-productsl &@ converted into other
formats, such as HDF (TBV). The NetCDF format Wil Climate and Forecasts (CF)
conventions compliant. More information can be faitx http://cf-pcmdi.linl.gov

. The CMIP should contain the geolocation informatmth respect to the Fixed Grid
Format extracted from the input data stream.

. The CMIP shall include metadata.

. The system shall implement an interface to acagsstidata (eg, GRB) and to store
the generated products.

. The GOES-R system shall produce CMIP in accordanttethe requirements listed
in Table 2. CMIP Requirements:

14



Threshold

Geographic CONUS FD Mesoscale
Coverage/Conditions

Vertical Resolution N/A N/A N/A
Horizontal Resolution Band dependent, see Table 1
Mapping Accuracy 1 km 1 km 1 km
Measurement Rang: N/A N/A N/A
Refresh Rate/

Coverage Time (Mode 3— 5 min 15 min 30 sec
Flex Mode)

Refresh Rate/

Coverage Time (Mode 4— 5 min

Continuous Full Disk mode)

VAGL 50 sec 50 sec 23 sec
Prod_u<_:t Measurement N/A N/A N/A
Precision

gig%?é?l Coverage Day and Night

Product Extent Qualifier N/A

Clouq_Cover Conditions N/A N/A N/A
Qualifier

Product Statistics Qualifier N/A

Primary Instrument ABI

Prioritization 1A

Table 2. CMIP Requirements

15




3 ALGORITHM DESCRIPTION

This section describes the CMIP software systencqssing outline, input/output
parameters, and key algorithms at their currerglle¥ maturity (will be improved with
each revision).

3.1  Algorithm Overview

The CMIP algorithms consist of acquiring the radétrically calibrated and mapped
radiances and converting to BV. The BV are usethdises either to customized color
tables or to the red/green/blue color components @omposite image, resulting in
enhanced imagery intending to highlight environrakfeatures of interest. The GOES-R
ABI CMIP radiometric algorithms are based on GOES38algorithms (Weinreb et al.
1997; Schmit et al. 1991). Algorithms for mappin@A reflectance and BT to BV are
based on examples from the literature (AcharyaRay 2005; Russ 2002), commercial
remote sensing data visualization tools (e.g., EBMI PCI), and open source tools (e.g.
McIDAS-X/V and IDV). Some display systems may beatale of displaying more that 8
bits (or 256 levels). The bit-depth of the end-prad (BV) for CMIP is 12 bits for all the
bands, with the exception of band 7, which is 14.bHence, the enhancements need to
be applied on the user display side and not coeadd only 8 bits, for example. This is
because the conversion to an 8-bit BV also inclumlésompression’ such as a square-
root function in the solar bands and a bi-lineegtsh for the IR bands.

The CMIP will convert from the radiances to a numbkgeophysical parameters, such
as brightness temperature or reflectance factors ™ needed in that a number of
subsequent products use these units.

CMIP algorithms are responsible for:

1. Converting the scaled [spectral] radiance fromitipait data stream (eg, GRB) to
a spectral radiance (bands 1-16).

2. Re-sampling bands 1, 3, and 5 from 1 km to 2 kmnfioitti-band product. Re-
sampling band 2 from 0.5 km to 2 km for multi-bgrdduct.

3. Converting the spectral radiance to equivalent Ban¢ls 7-16).

4. Calculating BV (bands 1-16).

16



3.2 Processing Outline

Start
Forchannels 1,2,3 &5
4 e
Read scaled integers and )
metadata from GRB (L1B) Downscaling reflectance from
# 0.5km or 1km to 2km
— For each channel +
Convert radiance to reflectance
* [ factor (1-6)
Un-scale GRB to radiance
+ Convert radiance to TBB (7-16)
Convert radiance to reflectance *
factor (1-6) or TBB (7-16) Maintain metadata
* (e.g. downscale method)
Maintain metadata
(e.g. SRF Version, etc.) Generate multi-band products
* (Radiance, Reflectance factor
Generate single-band product and TBB)
— (Radiance, Reflectance factor and *

TBB) < = )

Figure 1. High level flowchart for generating CMIP

3.3 Algorithm Input

3.3.1 Primary Sensor Data

The input data to the CMIP algorithm for processthg KPP are the GRB scaled
radiance (SR) data (level 1b; provided as digitaunts), scaling coefficients and
calibration coefficients (also available from theRB data stream). The scaling
coefficients are used to convert GRB SR data tatsgeradiance for all ABI bands. The
calibration coefficients are used to convert toeothnits, such as reflectance factor for
ABI bands 1-6 and BT for bands 7-16 (e.g., the mediPlanck equation values).

The details regarding the actual format and datectsires of the GRB will be determined
by the Ground Segment implementation and hencenatecovered in detail in this
document.
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Tables 3 and 4 show the slope and intercept usednwersion to (and from) SR similar
to the work by Hillger and Schmit (2004). The sloged intercept are chosen from a
trade-off of two competing interests: 1) accommedatl realistic values of scene
radiance for a given band, and 2) use the full dynaange to maximize the radiometric
resolution of the data (Schmit et al. 1991). In ®Mkcale coefficients (slopes and
intercepts in Table 4) are also used to conveteda#ata to un-scaled quantities. Table 3
shows the values for converting calibrated radiaheta to SR for GRB, while Table 4
shows the values for converting the SR into raddan€or Table 3, the slope is the ratio
of the number of bits over the radiance rangejritexcept is the slope times the negative
of the minimum radiance. For Table 4, the slopeaisulated as the inverse of the slope
from Table 3, while the intercept is negative of tatio of the intercept to slope from

Table 3.

NE;nbder Wavglteegg;: @m) Min Value Max Value Slope Intercept
1 0.47 -0.57338338 17.77488538 223.181819 127.968746
2 0.64 -0.83799012 25.977694172 152.7091387 127.968748
3 0.86 -0.90205983 27.96385483 141.862818 127.968750
4 1.38 -0.85959404 26.64741504 148.871147 127.968751
5 1.61 -0.79255993 24.56935793 161.462553 127.968749
6 2.26 -0.48595030 15.0644593d 263.337115 127.968750
7 3.9 -0.0114 24.962 656.028511 7.478725%
8 6.15 -0.1692 28.366 143.505961 24.281209
9 7.0 -0.2472 44.998 90.507438 22.37343P
10 7.4 -0.2871 79.831 51.112173 14.67430p
11 8.5 -0.3909 134.93 30.261915 11.82938B
12 9.7 -0.4617 108.44 37.602788 17.36120)7
13 10.35 -0.4935 183.62 22.241413 10.976137
14 11.2 -0.5154 198.71 20.554123 10.593595
15 12.3 -0.5262 212.28 19.242580 10.125446
16 13.3 -1.5726 170.19 23.841254 37.492756

Table 3. Slope and intercept to convert from tHibed radiance data to SR in GRB
(the Min/Max Values are given in terms of radiancits (mW/(nfssrecni®))

Nﬁﬁlnbder Wave(::lggggwl @m) Min Value Max Value Slope Intercept
1 0.47 -0.57338338 17.77488538 0.004481 -0.573383
2 0.64 -0.83799012 25.97769412 0.006548 -0.837990
3 0.86 -0.90205983 27.96385483 0.00704D9 -0.902060
4 1.38 -0.85959404 26.64741504 0.00671} -0.859594
5 1.61 -0.79255993 24.56935793 0.006198 -0.792560
6 2.26 -0.48595030 15.06445930 0.00379) -0.485950
7 3.9 -0.0114 24.962 0.001524 -0.011400
8 6.15 -0.1692 28.366 0.006968 -0.169200
9 7.0 -0.2472 44.998 0.011049 -0.247200
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10 7.4 -0.2871 79.831 0.019565 -0.287100
11 8.5 -0.3909 134.93 0.033045 -0.390900
12 9.7 -0.4617 108.44 0.026594 -0.461700
13 10.35 -0.4935 183.62 0.044961 -0.493500
14 11.2 -0.5154 198.71 0.048652 -0.515400
15 12.3 -0.5262 212.28 0.051968 -0.526200
16 13.3 -1.5726 170.19 0.041944 -1.572600

Table 4. Slope and intercept to convert from theBGER to radiances (the Min/Max
Values are given in radiance units (mW{snecni)).

The values in Table 3 would be used when one isrgéing GRB (at a central facility).
The minimum and maximum values listed in Table 8 drrepresent the bounds of the
spectral radiances. These values are larger tlmmstrument minimum and maximum
values, to limit data being ‘clipped’ on either e@befficients (slopes and intercepts) for
converting data to radiance are also input parasdi@ CMIP. Even though the
coefficients are not expected to change during rthesion lifetime, they should be
obtained from the GRB data stream. The valuesalel4 would be used to un-scale the
SR by the many users. Table 5 contains the maximagiance values used for the
generation of the maximum values in Tables 3 anBetails about the minimum and

maximum values for the solar bands can be fourRhoiula (2010).

Band Central Min qu for | Max Ra}d for Min Rad - Noise Max Rad +
Number | Wavelength @m) Scaling Scaling Noise

1 0.47 0 17.201502 -0.57338338 17.77488538
2 0.64 0 25.139704 -0.83799012 25.97769412
3 0.86 0 27.061795 -0.90205983 27.96385483
4 1.38 0 25.787821 -0.85959404 26.64741504
5 1.61 0 23.776798 -0.79255993 24.56935793
6 2.26 0 14.578509 -0.48595030 15.06445930
7 3.9 0 24.95 -0.0114 24.962
8 6.15 0 28.197 -0.1692 28.366
9 7.0 0 44,751 -0.2472 44,998
10 7.4 0 79.544 -0.2871 79.831
11 8.5 0 134.54 -0.3909 134.93
12 9.7 0 107.98 -0.4617 108.44
13 10.35 0 183.13 -0.4935 183.62
14 11.2 0 198.2 -0.5154 198.71
15 12.3 0 211.76 -0.5262 212.28
16 13.3 0 168.62 -1.5726 170.19

Table 5. Min/Max Values are given in radiance ufritd\Vi/(mfesrecm’)). A factor of
three was used for the IR band spec noise.

The fixed grid coordinates and Quality Control (Q2)gs are also extracted from the
GRB data stream.
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3.3.2 Ancillary Data

Many parameters are acquired from the GRB datarstr&his includes, but is not
limited to: GRB counts of SR, un-scaling coeffid®rconversion information to
reflectance factor, modified Planck conversion fioeints, day/time stamps, etc.

3.3.3 Derived Data

There is no derived data.

3.4  Theoretical Description

3.4.1 Radiometric Calibration

3.4.1.1 Un-scaling SR to Spectral Radiance (bandsl®)

The radiance is derived from the SR value. A lir@aversion is required:
L, =m* SR, +b, (B-1

where L is spectral radiance (mWi/@ssrecm?)) for a band characterized by central
wavenumbew, SR is digital counts of the SR, and, and b, are scaling coefficients
obtained from the GRB data stream.

3.4.1.2 Converting Spectral Radiance to Reflectandeactor (bands 1-6)

Given the proper amount of ancillary data, the aadé data can be converted into
reflectance factor units (nominally 0-1) for bard$. This is generated using what is
called the « factor’ ((t-of)/Esuy) to convert between reflectance factors and [spBct
radiances (mW/(fasrecrmi')). “Kappa” is used to convert from radiance toleefance
factor, while the reciprocal of Kappa is used toneat from reflectance factor to
radiance. Inputs needed are the in-band soladiamae at 1 Astronomical Unit (AU),
Esunfor each of the first six ABI bands, a correct{eng., ratio) for the earth-sun distance
(d) ratio and the value of. The parameted is the ratio of the actual distance (as
acquired via the GRB) to the mean earth-sun distaflee relationship is the reflectance
factor (of,) multiplied by Eun divided byr and the distance correction squar@dis

the solar zenith angle. It is assumed that &1d the distance will flow as part of GRB.
Equation 3-2 is the relationship between the rédlece factor (left-hand side) and the
reflectance p,).

pfu =p0,° COS(@) (3-2)
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L = of, * Esun,

v TTe d2 (3_3)
L, e 77s d?
A= Ean, &4

v

Equation 3-4 shows how the radiance data can beectal into reflectance factor. The
values for E,n m and d will be provided via the GRB; another optould be for just
the '« factor’ (or its reciprocal) to be provided.

Table 6 shows the values of kcalculated using mock spectral response functitrese
values will need to be updated when flight spectaponse functions are available. Note
that the solar constant used is 1366.1 YW/hhe third column is what is used to convert
from the GOES-R radiances units. The last columpravided only as a reference, for
those that may need other units.

Central E E
Band Number | Wavelength syn - SN
and Numbe a(l‘frﬁ)g (MWIm2em®) | (W/(mZ-um))
1 0.47 44.1868715 1993.6600
2 0.64 66.3274497 1605.9593
3 0.86 72.6721072 969.7815
4 1.38 67.9143879 357.3011
5 1.61 63.4454241 244.7938
6 2.26 38.1148813 75.3057

Table 6. Eyyvalues. (TBV). These values are based on the @enibiybrid version of
the UW ABI mock SRF (ftp://ftp.ssec.wisc.edu/ABI/BRR . These need to be revised
with the flight SRF when available.

So, for ABI band 1, a radiance of 14.06511802 nmitk§recrmi’) equates to a reflectance
factor of 1.0.

3.4.1.3 Converting Spectral Radiance to BT (bands X6)

Planck Function constants are used for the cormetsiétween radiance (mW/trar-cm
1)) and BT (K) or vice versa. To convert from radiario temperature (K):

T = [fk2/ (alog((fk1/L,) + 1)) - bcl]/bc2 (3-5)
To convert from temperature (K) back to radianc®{im?-sr-cnt)):

L,= fk1/[exp (fk2 / (bcl + (bc2 ) - 1] (3-6)
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This method has an expansive user base with tlertuUBOES system. The coefficients
calculated using mock spectral response functioedisted in Table 8. Note that these
values will need to be updated with ones calculasadg the official ABI flight SRF.

Band Central Central
Wavelength | Wavenumber fkl fk2 bcl bc2
Number 1
(um) (cm™)
7 3.9 2564.05 2.00774e+05 3.68909e+0B  0.50777  0.99929
8 6.15 1617.05 5.03614e+04 2.32657e+03  2.12504  0.99541
9 7.0 1439.05 3.54940e+04 2.07047e+03  0.33291  0.9992
10 7.4 1362.00 3.00925e+04 1.95961e+03  0.06984  0.99983
11 8.5 1176.05 1.93733e+04 1.69207e+08  0.17462  0.99951
12 9.7 1041.05 1.34382e+04 1.49784e+0B  0.10861  0.99966
13 10.35 966.00 1.07364e+04 1.38986e+03  0.13445  0.99955
14 11.2 893.05 8.48310e+03 1.28490e+03 0.25361  0.9991
15 12.3 813.05 6.40146e+03 1.16980e+08  0.27049  0.99894
16 13.3 752.05 5.06603e+03 1.08203e+03 0.075[74  0.99968

Table 7. Planck Coefficients. (TBV). These valuestzased on the Gaussian-Hybrid
version of the UW ABI mock SRF (ftp://ftp.ssec.wisdu/ABI/SRF/).

The Planck function is used to convert betweenarazh and BT. There are equations that

can be utilized that take into account the speutidih. The equation that has been in
use since the early 1980s for GOES (and severat sttellites) is 3-6.

To calculate fk1 and fk2, use Boltzmann’s ConstRfgnck’s Constant, and the velocity
of light, along with the central wavenumber.

fk1= 2 (hE? [Ewn® (3-7)

fk2 = h BE [&wn (3-8)

h = Planck Constant (6.62606896 x*1@rges)

b = Boltzmann Constant (1.3806504 x'i@rg/K)
¢ = Velocity of light (2.99792458 x 1bcm/s)
cwn = Central Wavenumber (¢h

Note that these values were considered corredt 2806 (Mohr et al. 2007) but have
been known to change. See Appendix B for furthgrussion.

For simplification, the first terms in the equasaio calculate fk1 and fk2 can be
combined as new constants, noted as C1 and C2.

Cl=20he? (3-9)
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c2= h[-E (3-10)

C1 = 1.19104276 xIOmW/(nmfesrecm®)
C2 = 1.43877516 K/cth

The coefficients bcl and bc2, once called ‘bandextion’, are the intercept and slope
from linear regression fits over equally spacedamaces between a monochromatic
Planck conversion and one that integrates oveingieument SRF. The coefficients fk1,
fk2, bcl, and bc2 are constants for a given spduarad and should only change if the
SRF is changed. Again, these values will neecttagulated with the flight SRF.

Once the ABI flight model SRFs have been determitiezly will need to be made freely
available. The SRFs will be needed by a numbesefy) included being needed to
finalize the Planck coefficients reported in thi§BD.

3.4.1.4 Converting ABI noise values between tempedtaie and radiance
space (bands 7-16)

Instrument specifications for noise are given mperature (K) for the IR bands. The
specification is for an amount of noise at a terapee of 300 K. This is called the Noise
Equivalent delta Temperature (NEdT) and NEdT iskOfar all IR bands except for band
16 (the 13.3um band) which is 0.3 K. The Noise Equivalent d&®&adiance is referred to
as NEdN (mWi/(rfesrecni’)). There is a requirement that the quantizattep e no
larger than 0.5 times the NEdN. Since radianceslstributed and stored as digital
counts, there can only be as many values as thliepih allows (for instance, if data are
12-bits there are'2= 4096 values that can be used). The differemcadiance units
between the values stored in these counts willn@wum across the range of available
counts, though it is not uniform in BT. To caldgl&NEdN from BT, first the radiance at
300 K, where the NEdT is defined, must be calcdlaféhis is done using the modified
Planck function which takes into account the inskeat’s spectral response, solving for
radiance given a BT of 300 K:

L, (300) = fk1 /[ exp (fk2 / (bcl + (bc2 * 300))) ]1 (3-11)
NEdN = L, (300 + NEdT) -L, (300) (3-12)

NEdN is a constant value across the entire temperaange of the instrument. To
calculate NEdT at a temperature other than 30Gi&NEdN can be used in conjunction
with the modified inverse Planck Function andriadified Planck Function. For
example, to calculate NEdT at 240 K, first the aadie at 240 K must be calculated:.

L, (240) = fk1 /[ exp (fk2 / (bcl + (bc2 * 240))) ]1 (3-13)
T = [fk2 / (alog((fkl / (L, + NEdN) + 1)) - bcl]/bc2 (3-14)
NEdJT(240) =T* - 240 (3-15)
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Equations 3-11 through 3-15 can be used to obt@MNEdT at any BT. Table 9 lists the
NEdT values at 300, 240, and 200 K for the IR badthe ABI.

Central | NEAT(@ | NET (@ ('\éEggo NEdN
Band wavelength 300 K) 240 K) K) MW/(mPesreci™)
(um) K K K
7 3.9 0.1 1.3253 12.2034 0.0038
8 6.19 0.1 0.4346 1.9664 0.0564
9 6.95 0.1 0.3576 1.3583 0.0824
10 7.34 0.1 0.3272 1.1423 0.0957
11 8.5 0.1 0.2628 0.7408 0.1303
12 9.61 0.1 0.2248 0.5421 0.1539
13 10.35 0.1 0.2062 0.4599 0.1645
14 11.2 0.1 0.1899 0.3856 0.1718
15 12.3 0.1 0.1738 0.3221 0.1754
16 13.3 0.3 0.4880 0.8421 0.5242

Table 8. Noise Equivalent delta Temperature (NEaii Radiance (NEdN) for the
infrared bands on the ABI. NEdT is given, the otvedues are derived from it. Note
that these values were calculated using the UntyessWisconsin mock spectral
response functions as a basis for spec noise; Wadises, except column 3, will change
when flight spectral response functions are avkilahd these are not representative of
actual noise measurements from the ABI.

3.4.2 Calculating BV
The methods for mapping scaled radiances to intByef12/14-bit) are described in this
section. Information on 8 bits per pixel is alseluded here for comparison, which
requires mapping TOA reflectance factor and BT wWaked from spectral radiance to BV.
For bands 1-6, at 12 bits per pixel, the conversasmply:
BV12 = GRB_count (SR) (3-16)

The following equations are used to generate theitl@or 9 of the IR bands) and the
14-bit (for ABI band 7) BV:

BV12 = abs (count-2 + 1) (3-17)

BV14 = abs (count-2 + 1) (3-18)
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The square-root method (for the visible and neab#Rds) and a bi-linear method (for
the IR bands) are recommended when the informdi&nbe to ‘compressed’ to only 8
bits, because there is a long history in both McBsnd AWIPS of employing a bi-linear
approach for the IR bands and a square-root fumdtio the reflective bands. These
methods are employed for the 8-bit BV.

3.4.2.1 Bi-Linear Stretch

The Bi-Linear stretch method is recommended todezldor converting BT to BV for IR
bands when using only 8 bits per pixel. The adwgegaand disadvantages of this method
are summarized as follows:
* Advantages:
1. Covers more temperature range than a 1K/1 couetthtr
2. Heritage
3. Low risks
4. Efficient
5. Algorithm is mature
» Disadvantages:
1. Not as straight forward as a linear stretch

Assuming 8 bits per pixel in the display systene, bilinear scaling method provides a
linear amplitude transformation of input reflectarar radiance/BTs to output BV which
compresses the data from GRB bit depth to 8-bihe following equations are used in an
if/then structure based on brightness temperature.

BV08 =418 — BT (for “cold” scenes, BT < 242 K) -19)

BV08 = 660 — (2*BT) (for “warm” scenes, BT >= 242 K (3-20)

where BVO08 is the new BV, BT is the original valB&. This allows for two slopes at
either side of a break point. For example, if tAei8less then 242 K, then BV08 = 418 —
T; while for value equal or greater than 242 K, tB&f08 = 660 — (2 *T). The minimum
value allowed is 0 and the maximum is 255.

Assuming the maximum bit depth (14 for band 7,d2other bands) is used for
displaying the IR bands, then this ‘bi-linear’ apach will not be needed, since the
information would not need to be similarly ‘compsed’.

3.4.2.2 Square Root Stretch

The Square-Root stretch method is recommended taseel for converting TOA

reflectance to BV for the visible and near-IR banfionly 8 bits per pixel. The
advantages and disadvantages of this method ammatired as follows:
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» Advantages:
1. Highlights important features that would have btendark.
2. Heritage
3. Efficient
4. Algorithm is mature
» Disadvantages:
1. Not as straight forward as a linear stretch

Power law stretch is a nonlinear algorithm thatngjes image brightness according to:
BV08=y" (3-21)

where BV08 is the new BV for an 8-bit systegis the original reflectance factor value,
and n is the power scaling coefficient. If n > IghhBV are enhanced disproportionately
with respect to low values. If n < 1, low BV arehanced disproportionately with respect
to high values.

The square root enhancement is a special caseeopdiver law stretch (n=1/2). It
compresses the upper end of the reflectance faptmtrum and stretches the lower end.
This method has been used for decades when disgl&¥OES visible data (and for
many years for AWIPS displays). Reflectance facttarker than O would be mapped to
a 0 BV, while values greater than 1 will be mapped55 (in an 8-bit system).

BV08 = NINT(SQRTReflIFactot 100.)* 255) (3-22)

Where NINT (or IDINT) is the “nearest integer” aB@QRT is the Square-root function.

3.4.3 Down-scaling Algorithm

To produce CMIP multi-band end-products, it is seey to have radiance data at 2 km
resolution for all of the bands. This requiresasapling the radiance data from 0.5 or 1
km to 2 km for ABI visible and near-IR bands (219r3 & 5 respectively). Note that the
reference of 2 km is the nominal resolution atgaeellite sub-point.

There are two methods for this down-scaling. Thiawle method is via sub-sampling.
The sub-sampling algorithm is applied to downsdale data and it is described as
follows for the 1 km bands:

a(x,y) = f (2x,2y), (3-23)
where g(.) is the sub-sampled data arid.) is the original data. The g(x,y) array then
needs to be re-projected to the 2 km Fixed Grishfed(FGF). For the 1 km data, start
with the first pixel, which then gets “shifted” tbe “north-east”. That assumes the FGF
for the coordinate of (0,0) being the most ‘soutktivpixel. For example, pixels, (0,0),
(0,2), (0,4), etc are selected. This is regardkeslse value in any saturation or quality
flag. Those corresponding flags will be carriedhalérom the selected pixel.
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The ABI band 2 spatial resolution is 0.5 km nonlinaherefore more ‘down-scaling’

(eg, a factor of 16) is needed for the multi-batesf For the 0.5 km data to 2 km, the
pixel just “southwest” of the 2 km pixel will be ed. For example, (1,1), (1, 5), (1,9), etc.
Assuming (0,0) is in the ‘southwest’.

2PN} T DT

0 | | 0.060
Lomgifude

Figure 2. Pixel centers for the ABI FGF for the,A%nd 2 km. The magenta points
represent the center of a 0.5 km pixel, the greentpthe center of a 1 km pixel and the
black points the center of a 2 km pixel. The "lovedt dot" is the satellite sub-point, i.e.,

there is no pixel centered on the sub-point.

Figure 2 shows how there are actually three FGlegptions, each based on its spatial
resolution (0.5, 1 and 2km nominally at the saekub-point).

The advantages of using the sub-sampling algoritizinde:
* Quicker
* Traceable, less “blurry”
o0 Preserves image gradients

27



» Doesn't create artificial values (sub-sampled nacks still scale to GRB SR)
0 If the scene has a bi-modal distribution
» Straight forward (due to resolutions nested in amether)
In addition, users that need the full resolutiotadaould still access the full resolution
files (e.g., not the multi-band files).

The second method is to average pixels. An advargagpatial averaging is that it can
improve the signal-to-noise ratio and it may mdosely match the 2 km IR bands with
respect to implicit ‘area averaging’. The final medology to be routinely employed may
need to consider the actual instrument performahuis.is also dependent on the nature
of the kernel used when ABI data are remapped fitetactor to pixel space. The simple
averaging method will give equal weight to the Xets (for the 1 km to 2 km case) and
the 16 pixels (for the 0.5 km to 2 km case), iffakels are noted as having both good
quality and saturation flags. In the case of nom-ziality or saturation flags, then the
remaining good pixels (e.g., both quality and sattan) should be averaged and the good
guality flags passed on to the 2 km grid. If akegds are noted to be of non-zero quality or
saturation flags, then all pixels are averagedthadon-zero flags passed on.

It is assumed the quality and saturation flags f@RB will each be 1-bit. It is assumed a
zero value is ‘good’, while a value of one is ‘bad’

Hence, at this time it is thought that the optiondrithmetic average needs to be
available, along with the default sub-sampling @ptiThe default down-scaling
algorithm will be via sub-sampling, while the cosl#f support the averaging option as
well (along with an attribute for the method used).
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Figure 3. Sub-sampling points for the ABI FGF foe tL km data. Note the sub-sampling
method ‘re-projects’ to the 2 km FGF domain.
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Figure 4. Averaging points for the ABI FGF for thé&km data. Note the averaging
method ‘re-projects’ to the 2 km FGF domain.

Figure 5 is a simulated 1 km ABI data image, whilgures 6 and 7 show the image after
sub-sampling and averaging to 2 km, respectivebteNhat Figures 6 and 7 are ‘grainier’
due to the coarser spatial resolution. Each oftlreages show the simulated ABI data
from the FGF in McIDAS-V.
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Figure 5. Simulated ABI 1 km data shown in the 1k@F.

Figure 6. Simulated ABI sub-sampled and re-progksteown in the 2 km FGF.
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Figure 7. Simulated ABI averaged to 2 km and rgguted shown on the 2 km FGF.
3.4.4 Radiance Unit Conversions

The spectral radiance units will be mW#srecmi®), however, some users may be
interested in switching to other units, such as((if4srepm)). Therefore, the
methodology is included here based on Cao and higdi(2002).

L, * EQW,

77 1000 EQW, '

whereL, = Radiance in wavenumber (mW/Assrecni'))
L, = Radiance in wavelength (W/¢rar-um))

1000 = convert W to mW
EQW,=Equivalent Width in wavelength (ium) space, whilhie integral of the SRF in

(3-24)

um
EQW,=Equivalent Width in wavenumber (¢thspace, which is the integral of the SRF
incm-1

UW SRF Band 1 Band 2 Band 3| Band4 Band?5 Band §
Ba[r(‘:‘:n_Ef]?W 1872.4315| 2535.05811537.7881| 815463 238.4442 101.1587
BarESnE]]QW 0.0415 | 01047 | 00403 00155 00618  0.0512

Table 9. Equivalent Widths (EQW) for the six vigitdnd near-IR bands on the ABI.
(TBV when flight SRFs are available — these aretam the University of Wisconsin
mock SRFs).
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Table 10 contains the EQW values for the UW modcspl response functions. The
Equivalent Width values can be computed once thbtfSRF are available.

3.5  Algorithm Output

The primary output of this algorithm is the infortioa to generate enhanced cloud and
moisture images. That said, these files are algd 8 generate the plethora of ABI
products. For example, products can access eiflagarce, reflectance factor or BT. In
total, 54 end-products are produced: 16 ABI baonds$he 3 coverage areas (CONUS, FD,
and mesoscale) in NetCDF format, 1 multi-bandedgenéall 16 bands) at the spatial
resolution of the IR bands (2 km) for each of theo8erage areas in NetCDF format, and
1 multi-banded image (all 16 bands) at 2 km resmhutor each of the 3 coverage areas
in McIDAS format. The supported formats will be NetCDF (version 4) format and
McIDAS format. Output should be able to be conwerteom NetCDF or McIDAS
format to other formats.

One viable option, to reduce individual file sizasd allow users to get files in the unit
they need, would be to generate separate filesragtiances, or reflectance factor, or BT
or BV. What is presented here is a single filetaoming all of these fields.

Table 11 summarizes the fields in the single-bamagery products:

Field | Name Description Dimension
1 Radiance Data Radiance for bands 1-grid (ysizeh, xsizeh)
16 at full spatial grid (yxsizel, xsizel)
resolution grid (ysize2, xsize2)
2 Reflectance Factor Bands 1-6 [nominally grid (ysizeh, xsizeh)
0-1] grid (ysizel, xsizel)
grid (ysize2, xsize2)
3 Brightness Temperature Bands 7-16 [K] grid (y3jzesize2)
4 Brightness Value Bands 1-16 grid (ysizeh, xsizeh)

grid (ysizel, xsizel)
grid (ysize2, xsize2)

5 Nominal Start Day/Time Julian Date/Time array (zsize)
(UTC)

6 Image Day/Times Nominal swath start array (2,22) FD
day/times array (2,6) CONUS

array (2,2) MESO

7 Fixed Grid Coordinates Definition of earth in | array (Isize)
GRS80

8 Sub-point (nominal) Sub point latitude and | array (2)
longitude nominal

9 Sub-point (actual) Sub point latitude and | array (2)
longitude actual

10 Band Center wavenumbers | Band Center array (16)
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wavenumbers

11 Radiance to Brightness Plank Coefficients array (2, 10)
Temperature conversion
coefficients
12 Radiance Coefficients to Coefficients to convert| array (jsize)
Reflectance Factor to reflectance factor
from radiances for
reflective bands (Esun
w, d, etc.)
13 Quality Flags Quality Flags by band | grid (ysizeh, xsizeh)
(quality and saturation) grid (ysizel, xsizel)
grid (ysize2, xsize2)
14 Sat. id Satellite ID array (1)
15 Earth-Sun Distance Earth-Sun Distance array (1)
16 Image Center point Latitude/Longitude array (2)
17 Line array absolute fixed grid array (xsizeh)
line-coordinate array (xsizel)
array (xsize2)
18 Element array absolute fixed grid | array (ysizeh)
line-coordinate array (ysizel)
array (ysize2)
19 Bits per pixel array (1)
20 Spare
21 Satellite GOES-16, -17, etc.
22 Instrument ABI
23 Altitude km array (1)
24 Scan type FD, CONUS,
Mesoscale, Other
25 Product Version Version # array (1)
26 Data compression type
27 Location of production
28 Citations to Documents
29 Contact Information
30 SRF version array (1)
31 Processing day/time array (2)
32 Product Name Cloud and Moisture
Imagery
33 Radiance Units mW/(@srecm?)
34 Brightness Temperature Unifs K
35 Reflectance factor Units N/A
36 GRB version number array (1)
37 Central wavelength area under the curve array (1)
weighted valueym)
38 Band resolution km array (1)
39 C1 mW/(mM-sr-cni) array (1)
40 c2 K/cm-1 array (1)
41 Earth-Sun distance array (1)
42 Nominal Earth-Sun distance array (1)
43 Radiance stats Min, Max, Mean and array (5)
Stddev + units
44 Reflectance factor stats Min, Max, Mean and array (5)
Stddev + units
44 Brightness Temperature stats Min, Max, Mean andarray (5)

Stddev + units
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45 # good cal points From levellb array (1)
46 # good nav points From levellb array (1)
a7 Total # of points From levellb array (1)
48 Space Look times

49 Blackbody times

Table 10. Fields in CMIP single-band imagery prdadug¢TBYV)

For a full disk 2 km image, the ysize2, xsize2 vaoloé 5534. For a mesoscale image,
ysizeh, xsizeh would be 1000. ysizel, xsizel cpords to the 1 km files.

Table 12 summarizes the fields in the multi-bandgery products:

Field | Name Description Dimension
1 Bands 1 — 16 radianceé  Band 1-16 radiance at 2 km grid (16, ysize2,
Xsize2)
2 Reflectance Factor Bands 1-6 [nominally 0-1] dfdysize2, xsize2)
3 Brightness Bands 7-16 [K] grid (10, ysize2,
Temperature Xsize2)
4 Brightness Value Bands 1-16 grid (16, ysize2,
xsize2)
5 Nominal Start Julian Date/Time (UTC) array (zsize)
Day/Time
6 Image Day/Times Nominal swath start day/times raya(2,22) FD
array (2,6) CONUS
array (2,2) MESO
7 Fixed Grid Definition of earth in GRS80 array (Isize)
Coordinates
8 Sub-point (nominal) Sub point latitude and londé nominal | array (2)
9 Sub-point (actual) Sub point latitude and londg actual array (2)
10 Band Center Band Center wavenumbers (cm-1) array (16)
wavenumbers
11 Radiance to Plank Coefficients array (2, 10)
Brightness
Temperature
conversion
coefficients
12 Radiance Coefficientg Coefficients to convert to reflectance | array (jsize)
to Reflectance Factor | factor from radiances for reflective bands
(Esun,r, d, etc.)
13 Quality Flags Quality Flags by band (quality and grid (16, ysize2,
saturation) xsize?2)
14 Sat.ID Satellite ID array (1)
15 Earth-Sun Distance Earth-Sun Distance array (1)
16 Image Center point Latitude/Longitude array (2)
17 Line array absolute fixed grid line-coordinate rrag (xsize2)
18 Element array absolute fixed grid line-coordinat array (ysize2)
19 Down-scaling method| Sampling or average
20 Bits per pixel array (16)
21 Satellite GOES-16, -17, etc.
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22 Instrument ABI
23 Altitude km array (1)
24 Scan type FD, CONUS, Mesoscale, Other
25 Product Version Version # array (1)
26 Data compression type
27 Location of production
28 Citations to
Documents
29 Contact Information
30 SRF version array (16)
31 Processing day/time array (2)
32 Product Name Cloud and Moisture Imagery
33 Radiance Units mW/(vsrecni’)
34 Brightness K
Temperature Units
35 Reflectance factor N/A
Units
36 GRB version number array (1)
37 Central wavelength | area under the curve weighted valumj | array (16)
38 Band resolution km array (16)
39 C1 mW/(m-sr-cnt) array (1)
40 Cc2 K/cm-1 array (1)
41 Earth-Sun distance array (1)
42 Nominal Earth-Sun array (1)
distance
43 Radiance stats Min, Max, Mean and Stddev + units | array (5,16)
44 Reflectance factor Min, Max, Mean and Stddev + units array (5,6)
stats
44 Brightness Min, Max, Mean and Stddev + units array (5,10)
Temperature stats
45 # good cal points From levellb array (16)
46 # good nav points From levellb array (16)
47 Total # of points From levellb array (16)
48 Space Look times
49 Blackbody times
Table 11. Fields in CMIP multi-band imagery produ¢iBV)
Metadata

The output also includes metadata (min, max, maad, standard deviation, plus the
metadata passed on from GRB) and geolocation ir#bom, such as the number of
pixels flagged with poor calibration and/or navigat acquired from GRB (TBV).

Metadata examples might be the actual satellitepsitt, or the scaling methods and
corresponding coefficients that are used to geeétdtbit BV. It is assumed that, at
least initially, two versions of “n” will be gendral. The first will be the maximum bits,
12 for all bands, with the exception of ABI bandvidiich needs to be 14 bits. For any
legacy system, 8 bits per pixel will also be ava#a Users can use the full-bit depth

scaling coefficients to convert BV back to refleata factor or BT.
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Latitude and longitude information for each pixekd not have to be stored when
enough information is stored to describe the locatif the data on the FGF. For example,
current AWIPS NetCDF do not store the latitude/iturde information, given the data is
first remapped to a known projection/location. CEtGDF has metadata constructs for
describing grid to earth coordinate transformse plojection coordinates for the array
domain are stored in two 1-D arrays (one each famcy) whose lengths match those of
the data array dimension. A separate file contgitine full disk latitude and longitude
grids (for the three spatial resolutions) couldpbavided as part of the test datasets for
applications which do not know how, or do not waatinterpret the standardized
navigation metadata and/or don’t have the FGFaiogitude, latitude) transformations
algorithm available to them. In this case, the &rEays of absolute grid coordinates can
be used as indices into the full disk master fitleshavigating full disk or sub domains.

Quality Flags

It is assumed the quality and saturation flags ff@RB will each be 1-bit. It is assumed a
zero value is ‘good’, while a value of one is ‘bad’hese flags will be passed on in the
CMIP product.

4 TEST DATA SETS AND OUTPUTS
4.1  GOES-R Simulated Input Data Sets

Simulated GOES-R ABI data has been used in thégorech phase to develop, test, and
validate the ABI CMIP products. The data is derieaim use of a radiative transfer
model, where the atmospheric and earth surfaceeseptations are provided by a high
resolution numerical weather prediction forecastdeto The GOES-R Algorithm
Working Group Proxy Data Team is responsible fa generation of the proxy and
simulated instrument data sets. Within the proxqugr the simulated images used by the
imagery team were generated by the Cooperativéutesfor Meteorological Satellites
Studies (CIMSS).

Much work has been done to generate high-qualityulsited ABI images based on
output from the high resolution Weather Researath Barecasting (WRF) numerical
model. The forward radiative transfer models used ttansform from model
(environmental parameter) space to measurementii@es and BTs) space cover from
the visible, to the IR spectral regions (Otkin &ienwald 2008). High quality forward
model simulations have been made of each of thel&Biands.

The GOES-R AWG Proxy Data team has created sed@hkimulations. This section
details the work on a CONUS simulation which mimmse of the proposed scan
segments on the future ABI (Otkin et. al 2007). Tflexible scanning scenarios are
currently under review for the ABI. The first modkows the ABI to scan the full disk
(FD) every 15 minutes, 3 CONUS scenes, and sc&9@ km x 1000 km selectable area
every 30 seconds, although it is envisioned thareas will be scanned, giving a 1-
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minute cadence for each. A second mode would pnogine@ ABI to scan the FD every 5
minutes (Schmit et al. 2005).

The synthetic GOES-R ABI imagery begins as a hagolution WRF model simulation.
The CONUS simulation was performed at the NatioGahter for Supercomputing
Applications (NCSA) at the University of lllinoig &rbana-Champaign by the GOES-R
AWG proxy data team at CIMSS. Simulated atmosphieids were generated using
version 2.2 of the WRF model (Advance Research WRRW) core). The simulation
was initialized at 2355 UTC on 04 June 2005 witlGldbal Forecast System (GFS) data
and then run for 30 hours using a triple-nested alonconfiguration. The outermost
domain covers the entire GOES-R viewing area wifiikan horizontal resolution while
the inner domains cover the CONUS and mesoscalen®ggvith 2 km and 0.667 km
horizontal resolution, respectively.

WRF model output, including the surface skin terap@e, atmospheric temperature,
water vapor mixing ratio, and the mixing ratio agftective particle diameters for each
hydrometeor species, were ingested into the Suwees3rder of Interaction (SOI)

forward radiative transfer model in order to geteamulated top of atmosphere (TOA)
radiances. Gas optical depths were calculated &oh éABI infrared band using the
Community Radiative Transfer Model (CRTM). Ice doabsorption and scattering
properties were obtained from Baum et al. (2009)en@as the liquid cloud properties
were based on Lorenz-Mie calculations.

Figures 8-16 show examples of simulated ABI imagemgges over the CONUS and
near Full Disk regions. The simulated data capttinesgeneral features and locations
well. Some differences can be observed in the cébudttures.

38



Figure 8a (top panel) ABI Band 2 stored as a McIDMEEA displayed in McIDAS-X.
8b (bottom panel) ABI Band 14 stored as a McIDASEXRdisplayed in McIDAS-X.

Simulated ABI band 07 [3.90um], June-04-2005, 23:30UTC

UW/CIMSS

255 275
Brightness Temp.

Figure 9. ABI Band 7 stored as a NetCDF displayeMcIDAS-V
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Figure 10. ABI Bands 1-6 converted to an AWIPS-seiddtCDF and dlsplayed in
AWIPS

0 Xindviu oo ESHEH IPEEGE]

Figure 11. ABI Bands 9-16 converted to an AWIPSd;,euetCDF and displayed in
AWIPS
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4.2 Output from Simulated ABI Data Sets

4.2.1 Imagery Generated from Simulated ABI Data

The Imagery products have been generated from @6WS simulated ABI data at 2355
UTC on 04 June 2005. Figures 12 and 13 show exangpleeflectance and BV products
generated from simulated ABI band 1 data over tRNUS. Figures 14-15 show the
examples of radiance, BT, and BV products generfited simulated ABI band 7 data
over the CONUS.

output_lkm_conus_sim_oby_bond®... - Colar-Shoded Plon Vies JE-04

Figure 12. Reflectance of ABI Band 1 at 2200 UTQdnJune 2005 displayed in
McIDAS-V
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Figure 13. BV of ABI Band 1 at 2200 UTC on 04 J2@85 displayed in McIDAS-V
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output_2km_corus_sim_ohi_bandd .. - Calor-Shoded Plan View 2 OE=¢ 10 0z -
Figure 14. Radiance of ABI Band 7 at 2200 UTC ord0de 2005 displayed in McIDAS-
\Y
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output_Zbr_corus_sim_ahi_band0 .. - Color-Shoded Plan View 2005-05=2 10 1z

Figure 15. BT of ABI Band 7 at 2200 UTC on 04 J20@5 displayed in McCIDAS-V
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WRF Simulation - 7.4 um Radiance - GOES-R EAST (75W)

Figure 16. BV derived from simulated ABI Band 1Qaldisplayed in McIDAS-V. The
sub-point is 79M.

Sample (TBV) single-band netCDF structure for tineutated ABI data is envisioned as
follows for the visible and infrared bands. Notattthe file names should identify the
satellite, sensor, nominal day/time, etc.

ABI Band 1 example:

Simple_AVG_reprojected_Validation_1km_sim_abi_bahd06_0719_1200utc {
dimensions:
y=328;
x =580;
line = 328 ;
element = 580 ;
time=1;
e sun=1,;
swath_t =22 ;
variables:
float ABI_Rad_bO01(y, x) ;
ABI_Rad_b01:long_name = "ABI radiance band0170m)" ;
ABI_Rad_b01:units = "milliwatts/m2/steradian/crh:1
ABI_Rad_b01: Fillvalue =-999.f;
ABI_Rad_b01:grid_mapping = "Projection” ;
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ABI_Rad_bO1l:coordinates ="y x" ;
float ABI_Refl_bO1(y, Xx) ;
ABI_Refl_b01:long_name = "ABI reflectance bandD4{fum)" ;
ABI_Refl_b01:units = "none" ;
ABI_Refl_b01:_Fillvalue =-999.f ;
ABI_Refl_b01:grid_mapping = "Projection” ;
ABI_Refl_b01:coordinates ="y x";
short Brit_val_08bit_bO01(y, X) ;
Brit_val_08bit_b01:long_name = "BV 8bit band014(um)" ;
Brit_val _08bit_b01:units = "None" ;
Brit_val _08bit_b01: FillValue = 0s;
Brit_val_08bit_b01:grid_mapping = "Projection” ;
Brit_val_08bit_b01:coordinates ="y x";
short Brit_val_12bit_b01(y, X) ;
Brit_val_12bit_b01:long_name = "BV 12bit band@14(7um)" ;
Brit_val _12bit _b01:units = "None" ;
Brit_val _12bit b01: FillValue = 0s;
Brit_val_12bit_b01:grid_mapping = "Projection" ;
Brit_val_12bit_bO1:coordinates ="y x";
double x(x) ;
x:standard_name = "projection_x_coordinate" ;
short elements(x) ;
elements:long_name = "elements_x_dir" ;
double y(y) ;
y:standard_name = "projection_y_coordinate" ;
short lines(y) ;
lines:long_name = "lines_y dir";
float time(time) ;
time:long_name = "Image start time" ;
time:units = "seconds since 2006-07-19 12:00" ;
short swathtimes(swath_t) ;
swathtimes:long_name = "Swath start Time " ;
swathtimes:units = "seconds since 2006-07-1901'2:0
char Projection ;
Projection:grid_mapping_name = "FGFProjection” ;
Projection:_CoordinateTransformType = "Projectipn
Projection:_CorrdinateAxes ="y X" ;
Projection:subpoint_longitude_degrees ="-75.";
Projection:delta_lamda_radians = "2.8e-05" ;

/I global attributes:

:TITLE = "NCSA-FCM 2-KM CONUS ABI VISIBLE DATA
REMAPPED TO GOES-R 2-KM DOMAIN" ;

INSTITUTE = "UNIVERSITY OF WISCONSIN-MADISON
SSEC/CIMSS" ;
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‘HISTORY = "The model was simulated on a supemater at the
National Center for Supercomputing ApplicationseTCIMSS forward radiative
transfer modeling system was then used to computdated radiances for each ABI
band";

:SOURCE = "Simulated ABI scaled integer data tiis dataset were
computed using output from a high-resolution WelaBesearch and Forecasting model
coupled with the CIMSS forward radiative transfesdals" ;

‘REFERENCE = "Otkin, J. A., T. J. Greenwald, iggaff, and H.-L.
Huang, 2009: Validation of a large-scale simuld@ddataset using SEVIRI satellite
observations. [accepted for publication in/ J. Appéteor. Climatol/.]" ;

:Conventions = "CF-1.4" ;

:FM_AUTHOR ="CRTM" ;

‘PROCESSED_DATE = "Tue Sep 7 18:24:59 2010";

:FM_CVS_VERSION = "Release_Sep08_A";

:NWP_MODEL = "OUTPUT FROM WRF-CHEM MODEL" ;

:CEN_LAT =0.f;

:CEN_LON =-75.f;

:OUTPUT_TIME = "2006-07-19 12:00UTC" ;

:Longitude_Subpoint = -75.;

:dyKm = 2.f ;

dxKm = 2.f;

‘rotation = 0. ;

:Sampling_Method = "Simple Average" ;

ABI Band 10 example:

netcdf Validation_2km_fd_sim_abi_band10_ 2008 _06260ztc {
dimensions:
swl=22;
y = 5534 ;
X = 5534 ;
line = 5534 ;
element = 5534 ;
time=1;
e sun=1,;
swath t=22;
variables:
float ABI_Rad_b10(y, x) ;
ABI_Rad_b10:long_name = "ABI radiance band104@8)" ;
ABI_Rad_b10:units = "milliwatts/m2/steradian/crh:1
ABI_Rad_b10:grid_mapping = "Projection” ;
ABI_Rad_bl0:coordinates ="y x" ;
float ABI_TBB_b10(y, X) ;
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ABI_TBB_b10:long_name ="ABI BT band10 (7.34um)"
ABI_TBB_b10:units = "Kelvin" ;
ABI_TBB_b10:grid_mapping = "Projection” ;
ABI_TBB_b10:coordinates ="y x" ;
short brit_val(y, X) ;
brit_val:long_name = "BV 08bit band 10(7.34um)" ;
brit_val:units = "None" ;
brit_val:grid_mapping = "Projection” ;
brit_val:coordinates ="y X" ;
short Brit_val_12bit_b10(y, X) ;
Brit_val_12bit_b10:long_name = "BV 12bit band034um)" ;
Brit_val _12bit b10:units = "None" ;
Brit_val_12bit_b10:grid_mapping = "Projection” ;
Brit_val_12bit_b10:coordinates ="y x";
double x(x) ;
x:standard_name = "projection_x_coordinate" ;
short elements(x) ;
elements:long_name = "elements_x_dir" ;
double y(y) ;
y:standard_name = "projection_y_coordinate" ;
short lines(y) ;
lines:long_name = "lines_y dir";
float time(time) ;
time:long_name = "Image start time" ;
time:units = "seconds since 2008-06-26 21:00" ;
short swathtimes(swath_t) ;
swathtimes:long_name = "Swath start Time " ;
swathtimes:units = "seconds since 2008-06-26@1:0
char Projection ;
Projection:grid_mapping_name = "FGFProjection” ;
Projection:_CoordinateTransformType = "Projectipn
Projection:_CorrdinateAxes ="y x" ;
Projection:subpoint_longitude_degrees ="-137.";
Projection:delta_lamda_radians = "5.6e-05" ;

/I global attributes:

:TITLE = "NCSA-FCM 2-KM CONUS ABI VISIBLE DATA
REMAPPED TO GOES-R 2-KM DOMAIN" ;

INSTITUTE = "UNIVERSITY OF WISCONSIN-MADISON
SSEC/CIMSS" ;

‘HISTORY = "The model was simulated on a supemaier at the
National Center for Supercomputing ApplicationeeTTIMSS forward radiative
transfer modeling system was then used to compunilated radiances for each ABI
band";
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:SOURCE = "Simulated ABI scaled integer data tfis dataset were

computed using output from a high-resolution WeaResearch and Forecasting model
coupled with the CIMSS forward radiative transfesdals" ;

Huang, 2009:
observations.

}

‘REFERENCE = "Otkin, J. A., T. J. Greenwald, iggaff, and H.-L.
Validation of a large-scale simul&@d@ddataset using SEVIRI satellite
[accepted for publication in/ J. Appéteor. Climatol/.]" ;
:Conventions = "CF-1.4" ;

:FM_AUTHOR ="CRTM" ;

‘PROCESSED_DATE = "Tue Aug 24 18:15:11 2010";
:FM_CVS_VERSION = "Release_Sep08_A";

:NWP_MODEL = "OUTPUT FROM WRF-CHEM MODEL" ;
:CEN_LAT =0.f;

:CEN_LON =-137.f;

:OUTPUT_TIME = "2008-06-26 21:00UTC" ;
:Longitude_Subpoint = -137.f ;

:dyKm = 2.f ;

:dxKm = 2.f ;

‘rotation = 0. ;

Two other ABI simulated datasets are also being asepart of the imagery validations.

GOES-R Simulated ABI 2005-08-28, 2200UTC

UW/CIMSS

Figure 17. ABI band 4 (1.38m) simulation of hurricane Katrina at 2200 UTC ¢h 2

August 2005.
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Figure 18. ABI band 10 (7.34m) simulation of the Pacific at 13/ at 2000 UTC on 26
June 2008.
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Figure 19. ABI band FGF coverage sample frofWW5The point is that latitudes and
longitude would not have to be carried, given thd fprmat.
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Figure 20. ABI band FGF coverage sample from 137°W.

The FGF comprises a set of fixed local zenith amgteegular intervals, and their
respective intersections with the GRS80 Earth gdmdh an ideal or nominal point in
space in the equatorial plane. The geometric toamsftions from FGF coordinate to
Earth location, and vice-versa, are essentiallgermutlined in the Coordination Group
for Meteorological Satellites (CGMS) defined Normatl Geostationary Projection
(4.4.3.2). The complete description of the FGForsnally defined in ABIPORD13. The
transform algorithms are being tested in the McIP§eolocation framework, and
necessary CF-compliant metadata have been adddst@DF files to produce the above
figures. Using the FGF will reduce the file sizg (ot needing to carry a
latitude/longitude value for each pixel) and shoalkb improve the performance of any
remapping functions.

4.2.2 Precision and Accuracy Estimation

This section describes the predicted performanad @oduct quality of the CMIP
relative to the CMIP specifications found withinethGOES-R Functional and
Performance Specification Document (F&PS). Thegrerince of the CMIP is sensitive
to any imagery artifacts or instrument noise, calibn accuracy, and geolocation
accuracy. To estimate the precision and accuracyheflmagery product requires
validation files generated by the research codaingnoffline. The reference (“truth”)
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data files include reflectance, radiance, BV andlgsation information for bands 1-6,
and radiance, BT, BV and geolocation informationifands 7-16.

The accuracy and precision estimates for the Inyageoducts are determined by
computing the following values: mean difference xndéference and standard deviation
of difference of reflectance, radiance, BV for barid6 and radiance, BT and BV for
bands 7-16. The comparison results are summanz&able 13, in whicls is the value
generated by the software and the reference (“true”) data.

Reflectance Radiance Brightness Value
mean(s —t) stdev(s — t max(|s - t]) mean(s 1 t) tdevés — t) max(|s - t[) mean(s —{ stdev(s t) mat>|<)(|s )
o1 | 80270¢" | g 77219e-00 5.96046e-08 B230%%" | 114009005 9.15527e-05 193469e-P5  0.00439943  0GCDO
02 [ °4379%¢" | 9.10306e-09| 5.96046e-08 *°124%¢"| 7.01644e-08( 6.10352¢-06  0.00000 0.0000 0.00doo
03 '3'638243' 1.04284¢-08| 5.96046e-0B '5'5(5)2863' 6.18800e-06| 4.57764e-06  0.00434243  1.886084-05 00000
04 [ ©02707€ 1 1 39800e-00| 298023e-0B 153219e(08 2.71043-07293%-06|  0.00000 0.00000 0.0000p
05 6'956%586" '8'6?3779' 5.96046e-08 1.03450e-0p '6'733609' 1.14441e-05 0.00000 0.00000 0.00000
06 | 82009 | 572237¢-00| 2.98023e-08 T420%% | 236706e-07| 1.90735e05 000000 0.0000 0.00q00
Radiance Brightness Temperature Brightness Value
mean(s —t) stdev(s — t max(|s - t]) mean(s 1 t) tdevés — t) max(|s - t[) mean(s — { stdev(s t) mat>|<)(|s )

o7 | 807578 | 231043008 11920007 7.14495e06 157137¢-0503626-05  0.00000 0.00000 0.0000p
08 | 383731 1 97241007 5.96046e-07 33579 | 1.18033e-05 6.10352e-05  0.0000 0.0000 0.0040
09 [ 15323 | 361135007 0.53674e-07 415826006 104421¢-0551268-05  0.00000 0.00000 0.0000p
10 | 85530¢| 7673216.07| 1.90735e-05 6.83676e{06  1.20271¢-050362-05|  0.00000 0.00000 0.0000p
11 | 513%0¢1 543044606 7.62030e-06 700031 | 16449805 6.10352e05  0.00000 0.0000 0.00doo
12 | 2913991 2.42303e-06| 3.81470e-0 5301 | 143563¢-05| 6.10352e05  0.00000 0.0000 0.00doo
13 | 2333308 | 365624006 1.52588¢-05 2.67977e06  158865¢-050362-05|  0.00000 0.00000 0.0000p
14 | 1270026 | 86720006 1.52588¢-05 4.47034e{06  155042¢-0503620-05(  0.00000 0.00000 0.0000p
15 | 5155% | 315149e-06f 1.52588e-05 %0233 | 15790105 6.10352e05  0.00000 0.0000 0.00doo
16 5'4‘(‘)56849' 3.28566e-06| 7.62930e-0p 4.06769e106  1.72088¢-0503628-05 0.00037224  0.019287 1.00090

Table 12. Comparison results of generated Imageyyets and validation data serving
as GOES-R ABI proxy data for the GOES-R CMIP. Tiki®or data from the June 2005
case.
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4.2.3 Error Budget

There is no error budget.

5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

Handling of the large ABI image datasets is onehef major challenges to the CMIP.

There will be a 4 to 16-fold data increase for A& compared with the current GOES

imager in individual bands. The 0.5 km visible bdvas a data volume larger than all ten
of the IR bands combined. Moreover, for the fulidscans, the temporal resolution will
be improved to 5 minutes, compared to 25 minutestiorent GOES instruments. File

sizes become especially large with the ABI bandildisk image.

The system shall design and implement approprigtaithm(s) to address issues related
to handling the large dimension and volume of deden the ABI. The related issues
include, but are not limited to:

* Memory limitation versus large image dimension
» Fulfill the product latency requirements

The ‘stepped-edge’ approach of the ABI FD scanagdst improves the efficiency of this
operation. At the same time, it complicates thegengeneration step, given that ‘swaths’
can be varying width. It should be noted that ‘$watare only in instrument space,
before the remap step. So, the more precise teoulgtbe a ‘chunk’ of data. The
“corners” of the stepped-earth edge image shoulddpesidered to allow for easy user
amalgamation of swath data. One solution may baub fill' the ‘corners’ to form a
rectangular data array. Given that the definitiba €ull disk is 17.76 degrees (and this is
larger than what the earth subtends at approxisndtéld degrees), it is expected that
there will be ‘earth edge’ atmosphere data include@pproximately 70 km).
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Figure 21.The‘steppededge’ approach of the ABI FD sc

5.2 Programming and Procedural Considera

Striping or banding is systematic noise in an im#g# results from variation in tt
response of the individual detectors used for diquaar band. This usually happe
when a detector goes out of adjustment and prodeeelngs that are consistenmuch
higher or lower than the other detectors for theeshand

Many methods have been developed to correct fiirsgy such as histogram matchit
Empirical Distribution Einction (EDF) matchin¢(Weinreb et al. 198, and moment
matching(Gurka and Dittberner 20C. Appropriate methaglshould be developed or

address the potential striping is, although this is a calibration group issue andame

addressed by the imagery te.

Due to the irreversible nature of the ABI data lgeieamapped prior to distribution, a
needed de-sping will need to be conducted before data distiiu

5.3  Quality Assessment and Diagnos

This section describes how the quality of the oufpoducts is assessed, documen
and any anomalies diagnos In general, any Q@ formation that is inluded in the GRB
will be passed on. This includes information redate the calibration and navigati
attributes. For example, the-level flags for saturation and quality.



5.4 Exception Handling

The CMIP applies radiometric calibration proceducesonvert to the various units. The
CMIP also expects the Level 1b processing to flag @ixels with missing geolocation
information.

Exception handling is required for the developmehtobust and efficient numerical
software. Requirements set forth by the AIT alsess the importance of exception
handling. While the main modules of the CMIP pragrare using the AlT-provided
subroutine for error messaging, its use is limitddre extensive error checking will be
added to future versions of the CMIP.

For the most part, the CMIP assumes that all nacgsmage and ancillary data are
available through the GRB datastream and procegsintework.

5.5  Algorithm Validation

Validation of the Imagery products requires compagto reference (“truth”) data for the

CONUS and other scan sectors. From these validdida, comparison metrics can be
calculated that characterize the agreement betweesatellite-derived CMIP and the

reference values.

During the pre-launch phase of the GOES-R progithm,product validation activities

are aimed at characterizing the performance anertaioties of the CMIP products

resulting from parameterizations and algorithmiglementation artifacts. During this

phase, there is total reliance on the use of GOE®BRsimulated dataset as described in
Section 4.1. Post-launch validation will apply @ss learned to inter-comparisons of
actual CMIP products generated from real ABlI meaisiegnts and other observations.
Validation methodologies and tools developed arstete during the pre-launch phase
will be automated and applied. More specific detah CMIP product validation

activities can be found in the Product ValidatioocDment for the CMIP product.
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6 ASSUMPTIONS AND LIMITATIONS

This section describes the current assumptiongimitdtions in the current version of
the CMIP.

6.1 Assumed Sensor Performance

We assume the sensor will meet its current spatifics. However, the CMIP will be

dependent on the following instrument charactesstin addition, it is assumed that the
supplied SRF will be the relative response and idexl/ in historically consistent units

(cm®).

* Any needed information to ‘combine’ ABI “chunks” WWbe supplied. If a ‘chunk’
is the piece of the image that is processed andosgn

* The quality of the CMIP will depend on the amouhsiiping in the data.

* The quality of the CMIP will depend on the overgllality of the data. This
includes (but is not limited to), the cross-talke tmodulation transfer function
(MTF), the signal-to-noise ratio (SNR), similarity detector responses, etc.

* GRB will include Quality indicators with respectcalibration and navigation.

* Only one SRF per band per instrument

e The minimum and maximum radiances for the GRB sgatioes not need to
change from instrument to instrument.

* GRB will include various version numbers (such bBe Planck coefficients,
instrument number, SRF version, etc.)

» Errors in navigation from input GRB data stream affect the quality of CMIP.

* Unknown spectral shifts in some bands will afféet tuality of CMIP.

» That there will be ‘space’ data around the edg&ubfdisk sectors. Calculations
imply that will be at least 70 km of the atmosphenethe edge of full disk scans.

» That ‘system-level’ tests will be conducted to té&t algorithm sensitivity on any
satellite transmission-induced noise.

* Negative radiances will be mapped to a 0 K BT.

6.2 Pre-Planned Product Improvements

There are no planned pre-planned product improvesnen

6.2.2 QC Indicators

The relevant QC flags, obtained from the GRB signéll be passed along. These will
include flag with respect to pixel-level qualitychgsaturation flag for each band.
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Appendix A. Converting Spectral Radiance to BT via
Historical Method

Historically, spectral radiance has been convettvedBT using two steps (Weinreb et al.

1997), the first step is to convert spectral rackato effective temperature using inverse

Planck Function:

U
Te =—— 5 A-1)

3
In( Qo 1}
L/I

where T, is the effective temperature, and c,are two constantsq; c, ), L, is
spectral radiance, aodis the central wavenumber of the band.

The second step converts effective temperaturél't@®, accounting for the sensor
response function:
T=pT +a (A-2)

wherea andg depend on band and detector (TBV) and are sumethnizTable 7.

Central Central
Band
Wavelength | Wavenumber a B
Number
(um) (cm-1)
7 3.9 2564.1501 -0.51176 1.000721
8 6.15 1617.15 -2.12889 1.004591
9 7.0 1439.15 -0.33248 1.000791
10 7.4 1362.1 -0.07097 1.00018
11 8.5 1176.15 -0.17922 1.00051
12 9.7 1041.15 -0.10528 1.00033
13 10.35 966.1 -0.13208 1.00044
14 11.2 893.15 -0.24766 1.000881
15 12.3 813.15 -0.26232 1.001021
16 13.3 752.15 -0.07141 1.0003

Table A-1. Planck Coefficients (TBV). These valaes based on the Gaussian-Hybrid
version of the ABI mock SRF (ftp://ftp.ssec.wisawgdBI/SRF/). This table is for
historic reference for users interested in maiimgitheir own capabilities with this
method. Again, these values would need to be ugdeith the ABI flight SRF.

The relationship between the two approaches is:

fkl = c,0° (A-3)
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fk2 = c,v (A-4)
bcl = a/p (A-5)

bc2 = 1B (A-6)

Finally, the conversion methodology evoked by sdva been implemented by using the
central wavelength to derive the fk1 and fk2 ingdign It should be noted that that the
central wavenumber needs to be properly computgdifisant digits, etc.) to derive the
most accurate fk1 and fk2. For example, a nomiahlesshould not be used. The central
wavenumber is calculated by the integral of thatred response times the wavenumber
divided by the integral of the relative response.

fk1l = C1 * WaveNumber ** 3 (A-7)

fk2 = C2 * WaveNumber (A-8)

Var_Tmpl =log(1.0 + fk1 / Radiance) (A-9)
Var_Tmp =fk2 / Var_Tmpl (A-10)
Brt_Temp = (Var_Tmp - bcl) / bc2 (A-11)

Appendix B. A note on fundamental constants

The Boltzmann constant is the physical constaatirgj energy to temperature at the
particle level. It is named after the Austrian pigist Ludwig Boltzmann. The Planck
Constant is a physical constant that is used toridbesthe sizes of quanta. It is named
after Max Planck, a German physicist and the founfiguantum theory. The speed of
light here is actually the speed of light in a watu Without going into a great deal of
physics, or quantum physics, as measurement eqotnd/or techniques change and
improve, these constants can change. These \aleasaintained at the National
Institute of Standards and Technology (NIST) ared@ommittee on Data for Science
and Technology, known as CODATA. CODATA is an mggional and

interdisciplinary committee whose purpose is taqeically provide the international
scientific and technological communities with atemationally accepted set of values of
the fundamental physical constants and closelyagleonversion factors for use
worldwide. The first such CODATA set was published 973, later in 1986, 1998, 2002
and the fifth in 2006. The values presented hexdram what is termed the "2006
CODATA recommended values," they are generallygaced worldwide for use in all
fields of science and technology.

Great care should be taken before these valuagideged. One approach might be to

adopt the 2006 values for the life of the GOES-fReseThis is consistent with previous
NOAA/NESDIS processing.
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