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ABTRACT

The Nighttime Cloud Optical and Microphysical PrdgeAlgorithm Theoretical Basis

Document details the physical basis for the alparito be used to retrieve nighttime
water and ice cloud optical depth, particle sizé Bouid or ice water path from imagery
taken by the Advanced Baseline Imager aboard GOES$He algorithm is based

primarily on the Solar Infrared Solar-infrared Temjue from NASA Langley Research
Center, but as been adapted to utilize upstreamSsRproducts and to function in the
GOES-R framework. Sufficient information is provil® enable the implementation of
the algorithm and software development. Validatgindies for each of the derived
parameters is included thereby exhibiting the dtigors ability to meet GOES-R

performance specification.



1 INTRODUCTION

1.1 Purpose of This Document

This Algorithm Theoretical Basis Document (ATBDppides a high-level description of
the physical basis for the inference of nighttimegev/ice cloud optical depth (COD) and
Particle Size (CPS) from imagery taken by the AdeahBaseline Imager (ABI). The
ABI will be flown on the GOES-R series of NOAA gé¢aisonary meteorological
satellites. The COD and CPS will be inferred for mighttime pixels identified as
containing cloud by the GOES ABI cloud type, andvitnich cloud temperature has been
obtained. The COD and CPS are used subsequertdidolate liquid water path (LWP)
and ice water path (IWP). All of these parameteas be inter-compared with those
derived from active measurements from space-batmuments such as CloudSAT and
CALIPSO, as well as ground-based sensors suchaswave radiometers.

1.2 Who Should Use This Document

The intended users of this document are thoseesti in understanding the physical
basis of the algorithms and how to use the outptiis algorithm to study or assimilate
cloud properties. This document also provides méttion useful to anyone maintaining
or modifying the original algorithm.

1.3 Inside Each Section

This document is broken down into the following maections.
» Observing System Overview: Provides relevant details of the ABI.

* Algorithm Description: Provides all the detailed description of the &l
including its physical basis, the mathematical @ets, its input and its output.

* Test Data Sets and Outputs: Provides examples of algorithm input and output
and describes validation efforts.

» Practical Considerations: Provides an overview of the processing considarat
for the algorithm.

* Assumptionsand Limitations. Provides an overview of the current limitatioris o
the approach and provides the plan for overcontiege limitations with further
algorithm development.



1.4 Related Documents

This document currently does not relate to any rotdecument outside of the
specifications of the current GOES-R Function aedfd®mance Specification (F&PS)
and to the references given through out.

1.5 Revison History

Version 2.0 of this document was created by Patviokiis of NASA Langley Research
Center, Patrick Heck of CIMSS at University of Wissin-Madison and colleagues. The
intent is for this document to accompany the dejive& version 5.0 of the algorithm to
the GOES-R AWG Algorithm Integration Team (AIT). M®n 5.0 of the algorithm
replaces algorithm Version 4.0 while the ATBD regsa ATBD Version 1.0
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2 OBSERVING SYSTEM OVERVIEW

This section describes the products generated @yABI algorithm for deriving COD,
CPS, LWP and/or IWP at night and the requiremerngkaces on the sensor.

2.1 Products Generated

This algorithm is responsible for the calculatidnwater/ice COD, CPS and water/ice
path for all ABI nighttime cloudy pixels. In our otext, the determination of nighttime is
defined to be where the solar zenith angle forvampixel is greater than or equal td.90
In addition, these same cloud properties are catiedlfor solar zenith angles greater than
or equal to 82and less than 90but only in a qualitative sense. Another poinkéep in
mind is that the current algorithm design utilizésud phase (inferred from ABI cloud
type) and cloud top temperature. Cloud types aaddctop temperatures are determined
by ABI algorithms that must be invoked prior to nimg the algorithm. An attempt will
be made to derive COD, CPS, LWP and/or IWP fopikls that are cloudy with quality
flags indicating the degree of success.

The performance of the algorithm will be sensitigesuch issues as sensor or imagery
artifacts, instrument noise and imperfections ia Kmowledge of the sensor response
functions. Calibrated observations are criticalduse the technique utilizes the observed
values in conjunction with calculations from a &tdlie transfer model where accurate
radiances are assumed. The channel specificatrengien in the current F&PS with
pertinent descriptors extracted below in Table HesSe measurement ranges, accuracies
and precisions apply to the CONUS, full disk andsoseale Product Geographical
Ranges.

In Table 1 the current F&PS requirements are iglblahile the F&PS requirements that
are awaiting approval by the GSP are given in Tédis ATBD assumes that the pending
requirements will be approved, so our validationdsts were performed with that in
mind.
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Table 1. Key F&PS product requirements for NCOMP.

& > =
T = o 8 2 2 c ) %
c o 5 —~ = o = =
sg |+ 58| & | 3 | 88 | g8 g <
3 © m R @ < = 2= o G 5
S = S > 0 N o £33 <o a 4 <
2 [ 4| 83| & £ EZ g3 = 5 g
S« o * =3 2< &= £ i 2
= = = =
Cloud 20% max of 0.5 o
Optical | T C 2 km 1 km 1-8 ) ' 15 min SZA <65
Depth 30% 20%
ep
Cloud
0,
Optical T FD 4 km 2 km 1-8 20% max of 0.5 9 15 min SZA <65
Depth 30% 20%
Cloud
. 2-32 um 4um 2um .
Pgr_tlgle CT C 2 km Tkm | 55 um 101m aum 5 min SZA <65
1Z
Cloud
. 2-32 um 4um 2um .
Pgtlde CT FD 2 km Tkm | 5o um 10m aum 15 min SZA <65
1ze
Cloud
. 2-32 um 4um 2um .
Pgr_tlgle CT M 2 km 1km | 55 um 101m aum 5 min SZA <65
1Z
Liquid Greater of 25| ~ . = coc
Water T C 2 km 1km | 25-150 g/mR2 g/m’ or 15% o/t or 40% 5 min SZA <65
Path
Liquid Greaterof 25| . . = «.c
Water T FD 2 km 1km | 25-150 g/mR2 g/m’ or 15% o/t or 40% 30 min SZA <65
Path
Liquid Greater of 25| . = coc
Water T M 2 km 1km | 25-150 g/mp g/n¥ or 15% o/t or 40% 5 min SZA <65
Path
Greater of 25| Greater of 25
lcep\;\{[ﬁte' T C 2 km 1km | 25-300 g/mR g/n’or 30% | g/m?or 40% 5 min SZA <65
Ice Watel Greater of 25| Greater of 25
Path T FD 2 km 1km | 25-300 g/mR g/m?or30% | g/m*or40% | 15 min SZA <65
Greater of 25| Greater of 25
lcep\;\{[ﬁte' T M 2 km 1km | 25-300 g/mR g/n?or 30% | g/m?or 40% 5 min SZA <65

1-T — total column, CT- cloud top, 2-C-Conus, FIMIEisk, M — Mesoscale, 3- SZA- solar zenith anglmlifier

2.2 Instrument Characteristics
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Table 2 summarizes the ABI channels used in theridthgn that determines the nighttime
cloud optical and microphysical properties. Theaffithannel set may vary as the
algorithm continues to mature, but for the 100%sier of the code and this ATBD the
channels are as indicated. This version of therdlhgo uses channels 7, 14 and 15,
whereas a future version could also use channedsd 11.6.

Table 2. Channel numbers and wavelengths for thie ABndicates usage in current
algorithm while # indicates possible future use.

Channel Number Wavelengthgm) Used in Algorithm

1 0.47

2 0.64

3 0.86

4 1.38

5 1.61

6 2.26

7 3.9 v
8 6.15

9 7.0

10 7.4

11 8.5 it
12 9.7

13 10.35

14 11.2 v
15 12.3 v
16 13.3 #
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3 ALGORITHM DESCRIPTION

Below is complete description of the algorithmtataurrent level of maturity.

3.1 Algorithm Overview

The COD ¢) and CPSr¢) are critical for determining the liquid and iceter content of
clouds, which impact numerical weather and clinmatlels, as well as any calculations
of heating rates and radiative fluxes. The ABI aaph for inferring nighttime COD,
CPS, LWP and IWP is based on a heritage algorittum fNASA Langley Research
Center (Minnis et al. 1995, 2009) that is beingdusederive nighttime cloud properties
from MODIS imagery for the CERES project, GOES, ARR and MTSAT imagery, as
well as from other narrowband radiometers aboahgrosatellites and for a variety of
other projects.

The current algorithm, from this point forward neésl to as the Nighttime Cloud Optical
and Microphysical Properties (NCOMP) algorithm,lwise ABI channels 7, 14 and 15.
It is anticipated that a future version might alse channels 11 and 16, but this ATBD
will refer only to the current version.

3.2 Processing Outline

The processing outline of the NCOMP retrieval altfpon is summarized in Figure 1. The
current NCOMP algorithm has been implemented i loofine and offline frameworks,
at CIMSS and by the AIT, respectively. For develepin purposes, the offline
framework’s routines are used to provide all of thieservations and ancillary data,
although the usage of other frameworks is possibéeiming all inputs and ancillary data
are supplied. The NCOMP algorithm can run on segsneindata, as all algorithms in the
offline framework do, but can also run on indivitpiaels if all of the input data and
ancillary data sets are available. A segment ispr@m®d of multiple scan lines.

14



Night_optprop_main
begin

First Segment?

Satellite_ Name_coefs.dat
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Read cloud emissivity and
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[READ_EMIT CALIB_COEFS]
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>

end

Nullify pointers and deallocate
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end
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Retrieve profile layer in which CTT
resides
[PROF_LOOKUP_USING_T]

]

Input from sat structure
and land cover database

]
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Water_Fraction

!

Compute NWP-based clear brightness
temp and clear surface temp
[PLANCK_RAD_FAST]

!

Revise and calculate clear sky
and atmospheric properties

'

Get nighttime properties
[GET_NIGHT_OPTICAL_PROPS]

!
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Algorithmic Dependencies:
Cloud Type, Cloud Top Temperature

Ancillary Data Dependencies:
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Products generated:
Cloud Optical Depth,
Cloud Particle size
Liquid/lce Water path

Figure 1 High level flowchart of the Nighttime Cloud Ojpficand Microphysica
Properties algorithm illustrating the main proceasgisection




3.3 Algorithm Input

This section describes the input needed to invoklepaocess ABI data with the NCOMP
algorithm.

331

Primary Sensor Data

The list below contains the primary sensor datad usg the NCOMP algorithm. By
primary sensor data, we mean information that isivdd solely from the ABI
observations and geo-location information.

3.3.2

Calibrated radiance for channels 7, 14, and 15
Calibrated brightness temperature for channelg 7aidd 15
Local zenith angle

Solar zenith angle

Ancillary Data

The following briefly describes the ancillary datquired to run the software to infer
nighttime COD and CPS and subsequently determind?’AAWP using the NCOMP

algorithm. By ancillary data, we mean data thauness information not included in the
ABI observations or geo-location data.

Land mask / Surface type

A global land cover classification collection crtby The University of
Maryland Department of Geography (Hansen et al.8198magery from the
AVHRR satellites acquired between 1981 and 1994ewesed to distinguish
fourteen land cover classes (http://glcf.umiacs.@ha/data/landcover/). This
product is available at 1 km pixel resolution.

Surface emissivity of channels 7, 14 and 15.

A global database of monthly infrared land surfasessivity derived using input
from the Moderate Resolution Imaging Spectroradiem@IODIS) operational
land surface emissivity product (MOD11). Emissivigyavailable globally at ten
wavelengths (3.6, 4.3, 5.0, 5.8, 7.6, 8.3, 9.38,102.1, and 14.3 microns) with
0.05 degree spatial resolution (Seemann et al.)200% monthly emissivities
have been integrated over the ABI spectral resplmsaions to match the ABI
channels.

Clear-sky infrared radiative transfer model calculations

Clear-sky top-of-atmosphere (TOA) radiances andghbniess temperatures

computed for channels 7, 14 and 15. Profiles ofresky transmission and

radiance are required for the same channels, dsawdéhe surface temperatures.
Currently, these clear-sky temperatures and radgras well as the radiance and
transmission profiles, are obtained by using a t&sar-sky Radiative Transfer

16



Model (RTM), the Pressure-layer Fast algorithmAtmospheric Transmisstance
(PFAST) with 101 vertical levels that match the pemature profiles described
below in the All-sky Temperature profile explanatio

All-sky Temperature profiles

Knowledge of the atmospheric temperature profigesequired in order to place
cloud temperatures at the appropriate level. Ctyethese profiles are from

GFS, the Numerical Weather Prediction (NWP) data aeailable in the offline

framework. These profiles are temporally interpadiafrom 6- or 12-hour model
data, horizontally interpolated to either 0.5° o010°1 grids and vertically

interpolated to 101 levels. The details of thisadaet are contained in the
XXXXXX (don’t know what the document that contaitiss info is called).

Calibration Coefficients

Due to lack of accurate calibration in some SEVER&nnels and the possibility
that some ABI channels will need refined calibmatduring NCOMP processing,
the capability to read and utilize instrument-speatalibration coefficients is
included. In the 100% delivery only SEVIRI chanidebrightness temperatures
require recalibration, so in that circumstance &braion is applied. Future
versions can have similar calibration proceduresafilitional channels, but only
SEVIRI currently has active recalibration as ithe ABI proxy dataset. A simple
slope and offset formulation is used and the fimtains a description of the
calibration source. These coefficients are reanhfiloe same text file as the cloud
emittance parameterization coefficients becausesethare also instrument-
specific.

Cloud Emittance Parameterization Coefficients

The retrieval uses a set of coefficients that adlothe invocation of a
parameterization that computes cloud effective tamies for a set of 16 cloud
particle size models, both water and ice, as atimmof local zenith angle, clear-
sky temperature, and cloud temperature for eatheoB ABI channels currently
used (Minnis et al. 1998). These parameterizatidesiled in 3.4.2.1, have been
calculated for a fixed set of 8 cloud optical depihs and the resultant cloud
emittances are used in the algorithm for computahgud temperatures in
channels 7, 14 and 15 for each pixel. For a giveemnel, COD bin and CPS
model, 30 coefficients are contained in the filente the file contains 240
coefficients per channel for each of the 7 wateptht and 9 ice crystal models,
i.e., 3840 coefficients per channel. The coeffitseare in theory instrument-
specific, but the same set of coefficients can lsb& used for instruments with
similar spectral responses in a given channel. &kesfficients are read from the
same text file as the calibration coefficients hseathose are also instrument-
specific
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3.3.3 Derived Data

The following briefly describes the products frother ABI algorithms that the NCOMP
algorithm uses as input. These data are necessagyder to run the software that
calculates COD, CPS, LWP and IWP. These data apeireel information that is not
included in the ABI observations or geo-locatiotada

* Cloud Type

As described in the ABI Cloud Phase/Type ATBD, ddype and phase are
derived prior to the invocation of the NCOMP algiomh. Currently, rather than
using the ABI Cloud Phase, the values for ABI Cloligbe are input to the
NCOMP algorithm where phase is then determinedrnatyy by combining
various cloud types. The ABI phase product is dei@ed in a similar manner,
but the NCOMP algorithm is currently using its owmternal combination
scheme. Neither the ABI cloud phase or cloud masklycts are being used
directly because ABI cloud type results provideiaddal information and retain
flexibility for future enhancements of NCOMP. NCONM&sults are not impacted
by this internal combination scheme; it serves dnolyacilitate potential future
enhancements. In addition, the internally producémlid phase allows for
processing flags to be set if NCOMP or the ABI @oadilype product provides an
indication that the phase might be ambiguous, &g.mixed, multi-layered or
super-cooled cloud types. This will enhance vaiatastudies.

* Cloud Top Temperature
As described in the ABI Cloud Temperature/HeightB® cloud top temperature
is derived prior to the invocation of the NCOMPa@ithm.

3.4 Theoretical Description

Knowledge of the LWP and IWP for water and ice dsurespectively, is one of the
primary needs of climate and weather modelers teraene radiation budgets, develop
radiative transfer techniques, and modify cloud el®dnd parameterizations. LWP and
IWP are not directly retrieved on large spatiallssajiven current satellite technology,
but fortunately, the relatively simple relationshipetween COD and CPS and the liquid
or ice water path allow for their calculation.

The GOES-R Clouds Algorithm Working Group is usiagsuite of algorithms for
daytime and nighttime data, exploiting the streagtf each technique in order to
maximize accuracies and provide feedback opporésntietween techniques that were
independently developed. For NCOMP a heritage dlgarfrom NASA Langley, the
Shortwave-infrared Infrared Split-window Techniq(®IST) of Minnis et al (1995,
2009), has been chosen as it is currently beindiemppgo a variety of satellite
instruments. SIST is also one of the more robusstieg algorithms because it
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simultaneously determines phase and cloud temperhatight as well as cloud optical
and microphysical properties. The NCOMP algorithreesu differences in cloud

brightness temperature, clear-sky temperature,saedtral differences to ascertain both
COD and CPS and, in turn, to calculate the LWPIsid. For the purposes of GOES-R,
SIST has been adapted so that it accepts as ihputldoud top temperature and cloud
type that are determined in other GOES-R algoritams then calculates both COD and
CPS based on those inputs.

3.4.1 Physicsof the Problem

Numerous techniques have been developed to retcewvel optical and microphysical
properties from narrowband radiometer measurenmriisard satellites. Many of these
technigues exploit spectral differences in vislwkvelengths, or wavelengths comprised
of both reflected and emitted components, andgthes, are not applicable to nighttime
situations.

3.4.1.1 Thermal Radiative Transfer

A simple radiative transfer relationship that déses an emitted radiance observed by a
satellite at a particular wavelength,at temperatur@, can be expressed as

AR Au{m[l‘ﬁ (“’ TAH(l_EsA )(LA | sj MSLS (Tsﬂ ") [” ) jB(Tcldj}

(1)

where B, is the Planck function]s is the surface temperaturégq is the cloud
temperaturel. 5. s is the downwelling radiance at the surfagg,is the surface emittance,
Ex(u,1y) is the effective cloud emittance at cosine lagalith anglew and cloud optical
depth ofz. The transmission and effective emission of tireoaphere above and below
the cloud is represented by, andty|, respectively. If scattering is neglected, then

£) :1—ex;E—raA/,uj @)

where the cloud absorption optical depth = (1 - @, ) 7) anday is the single scattering
albedo. For semi-transparent clouds, it is possibleestimatesy and Tgg from
simultaneous measurements at two different wavéleng; and J;j, if the clear-sky
temperature at that wavelengiysy, and the relationship betweegpy and ¢y is known
andgy; # gy If £y is known, therr) can be determined from the equation above or some
other function that relates the two quantities. G®ES-R applications]¢|g is known
from other GOES-R algorithms so it is theoreticglhyssible to determine particle size,
re, andry, assuming that the optical properties of the cdoack different at wavelengths

Ai and ;. As discussed below, many techniques make useeobrightness temperature
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differenceBTD;.; betweenT; andTj to provide information about the particle size and
optical depth (Note that for consistency with thiblshed literature cloud particle size is
sometimes referred to as effective radius in thi8R).

3.4.1.2 Cloud Microphysics

Over some distance; to z, the spectral optical depth for a given size dsition can be
determined from

T, = nQefNrezdz (3)

where Q. is the extinction efficiency anll is the total particle number density. For a
water cloud, the particle size between some sieilolition betweemn; andr; is

r

_frnrzn(r)dr
r=4——m —— 4)

e rf r2n(r)dr

i

wheren(r) is the number density of droplets with radiug~or ice particles, using the
technigues from Minnis et al. (1995) the effectii@meter is

L

Ji D(L)7A (L)n(L)dL
D, ="+ (5)
f 7A (L)n(L)dL
|‘1
whereD(L) is the volume equivalent diameter of the hexagacmlcrystal of lengtho
and widthd. Ac is the cross-sectional area where there is anmaegsumonotonic
relationship betweeh andd for the hexagonal ice columns as defined in Takamd

Liou (1989). The equivalent particle size can bepoted fromD, using the following
equation,

fe = 0.4441D, + 1.0013E-D¢* + 7.918E-D;° (6)

where De has been defined for the particle size distrimgigiven by Minnis et al.
(1998). The LWP or IWP is computed as a functiort ehdre as explained in section
3.4.2.2.

Thermal-only techniques that are applicable dueitiger day or night are typically based
on BTDs between two or more thermal channels, éngye (1985), Ackerman et al.
(1990), Lin and Coakley (1993), Baum et al. (19%innis et al. (1995, 2009), Fu and
Sun (2001), Katagiri and Nakajima (2004), and Glowi et al. (2004). While each of
these algorithms and their variations are capabl@gedving COD and CPS, some also
simultaneously determine cloud temperature, heagidt other interdependent quantities,
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but most assume a priori knowledge of either tlriclheight and/or thermodynamic
phase.

These methods ultimately rely on the differenceshm imaginary indices of refraction
(IIR) among the various channels. Figure 2 plots itRs for liquid and ice water from
Downing and Williams (1975) and Warren (1984) fartpof the relevant spectral range.
Both the 11- and 12-um channel ice IIRs are twiceirtrespective water values.
However, the difference between the 11- and 12-penlliRs is double the difference
between their water counterparts. For the 8.5-pancél, the IIRs are the same for ice
and water, while the ice and water IIRs for the- 38 channel (not shown) are roughly
5% of the values for the 11-um channel. Thesewiffces in IR among the

1.00

Imaginary Index of Refraction

0.01

B 7 8 9 10 11 12 13
Wavelength (um)

Figure 2. Imaginary indices of refraction for pat the infrared spectrum.

channels translate to differences in absorptionmepsesented by the single scattering
albedo computed via Mie scattering theory for watesplets or, for ice crystals, via
geometric optics or some other technique. As radhigseases, both the path length
through the particle andy, increase for strongly absorbing wavelengths siscthase in
Fig. 2. For weakly absorbing wavelengths (e.g., |B1), @, decreases with increasing
radius (e.g., Minnis et al., 1998). For both abtiomptypes,w, approaches 0.5 because
the diffraction takes out about half of the eneeygilable for absorption. Because of
these spectral absorption differences, the BTD éetwa given pair of channels will
depend on the particle size, optical depth, anéréihce between the surface and cloud
temperatures.

The reference wavelength for most cloud retrievaithe 0.64-pum or VIS channel. The

spectral optical depth is related to the VIS optidepth through the extinction
efficiencies,

I = tusQi/Quis (7)
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For smaller particlesQ, ranges from 0.3 to 1.9 at longer wavelengths. lgoger
particlesQ, varies from 1.9 to 2.2, while it is typically beden 2.0 and 2.6 for 3.9 and
the VIS wavelengths (e.g., Minnis et al., 1998)vési (2) and (7), the emittances for
larger particles are ~0.95 and 0.982 fpg = 6 and 8, respectively, at a nadir view for
both 11 and 12im. Thus, the BTk .12 approach zero for optical depthgs > ~6. Since
most geostationary satellite observations are takenadir, the limiting optical depths
will typically be much smaller (-3 fqt = 0.5). For smaller particles, the limiting optica
depths can be somewhat smaller. Thus, the SISTrgtgevals are constrained mostly to
semi-transparent clouds. This limits the amountnéérmation that can be retrieved
compared to daytime when the use of solar refleetamelds optical depths exceeding
100.

The theoretical curves in Figure 3, reproduced fMimnis et al. (1998) show the typical
behavior of the BTDs as functions of particle sirel phase for a cloud temperature of
260 K for AVHRR channels, but the situation is agaus for SEVIRI and ABI
channels. That is, BT{s.10 stends to decrease with increasing particle sizectoclouds
(Fig. 3a) and vice versa for water clouds (Fig.. 39wever, BTQ;.1» decreases with
increasing particle size for both water and icegg¢Fi3c,d). The BTD values are also
dependent on the difference betwdegn andT.s because they constrain the maximum
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Figure 3. Modeled BTDs from the emittance paranied¢ions for clouds of various r
andDe for Tes = 295, Tyg = 260 K, 7= 16 and local zenith angle = 30°.
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values. Thus, usable information is available caegreater range of,s for a greater
contrast between the surface and cloud temperatlisegq approache3,, the utility of
the SIST diminishes, but not entirely since BFBRiostends toward some negative
limiting value because of scattering at 3.75 um.

Discussion of the particle size limits that canrégieved using these techniques can be
found in Lin and Coakley (1993).

3.4.2 Mathematical Description

NCOMP determines the cloud optical depth and cloardicle size that produce modeled
brightness temperatures that are closest to thenadxs brightness temperatures for each
ABI proxy pixel. Observed BTDs are compared to medei.e, simulated, BTDs and
cloud physical parameters are inverted. The effeatadius,re, and 7 that produce the
minimum difference between observed and modeledBfbib each pixel are assumed to
describe the cloud. The phase-appropriate watér, pdher LWP or IWP, is calculated
based on the retrievedandr.

3.4.2.1 Emittance Par ameterizations

Similar to the methods of Minnis et al. (1998), ttleud emittance models used by
NCOMP comprise a set of coefficients that were ated for the GOES 3.9-, 10.8- and
12-um channels. While the GOES channel charadtsrigary from the analogous ABI
channels (7, 14 and 15), the quality of the re&ieparameters is thought to be sufficient
for the purposes of testing NCOMP using SEVIRI ddtae effective emittance, which
includes the effects of both scattering and abgmpis used instead of the absorption
emittance to maximize the accuracy of the simulatatiances. For each set of water
droplet and ice crystal models and for the afordroead wavelengths, the following
regression formula was fitted to effective emitesmcomputed using radiances calculated
with the adding-doubling radiative transfer modeMinnis et al. (1993):

E(.u8) = ZZ: i Zl:dijkzi,ujfk (8)

i=0j=0k=0

wherel = 1/In(ATs), ATsc = Tes— Teld, and€ = 1/In( 7eo). The clear sky temperaturBys,

is equivalent to&Bi(Ts) in the thermal radiative transfer equation andlues
atmospheric attenuation because it is a TOA quanid., Tesis the upwelling brightness
temperature at the bottom of the cloud. A set effficents,dj, was determined for each
optical depth node and particle size model, ice aater, wherei, j, andk are the

exponents fol, ¢ and&, respectively. These coefficients and the ordehefexponents

were determined by minimizing the squared errortha regression analyses, which
generated nine sets of 30 coefficients for eachrapltysical model and spectral band.
The complexity of (8), as compared to (2), is neagg because (2) cannot account for
scattering by the cloud particles. The parametiora were developed for 7 water
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droplet models using Mie scattering theory and & ¢cystal size distributions using

hexagonal columns and ray-tracing to obtain opticaperties. The particle size models
and their respective cloud particle sizes are etdn Table 3. The calculations were
performed for 8 nodes of visibleranging fromt = 0.25 tot = 32, as well as for realistic

ranges oflcsandTgg.

Table 3. Water and ice crystal particle size mods&d in emittance parameterization.

Effective Radius/Diameter Phase
re=2,4,6,8,12, 16 and 32 pun water
D.=5.83, 18.15, 23.86, 30.36, ice
45.30, 67.60, 104.9, 123.0, and

134.9 ym

The mean rms errors ef from (8) are less than 0.001 and 0.002Xer 12 and 11 pum,
respectively, compared to the complete adding-doglaalculations. Fok = 3.9 um, the
rms errors range from 0.003 for the largest watepléts to 0.02 for the, = 2 um, and
from < 0.001 for large ice crystals to 0.005 foe b, = 5.83 um. The parameterized
emittances yield uncertainties in simulated brigesntemperatures of ~0.05 K for 11-
and 12-um channels and ~0.5 K at 3.9 um for mastlitons. More information about
the parameterizations and adding-doubling calaratican be found in Minnis et al.
(1998). The parameterizations can be created faranstruments and wavelengths and,
if deemed necessary, will be provided by NASA Laygl

3.4.2.2 Retrieval Technique

The NCOMP algorithm utilizes the parameterizatiafs effective emittance in an
iterative scheme that minimizes the BTDs betweea tomputed and observed
temperatures at 3.9, 11.2 and 12.3 pm. For eachpi®l for which a Cloud Type and
Tag have been provided, the emittance parameterizai@inrst used to computeg; » for
each phase-appropriate particle size model usihgs computed from the inputs and
Tag- As described in 3.3.3 and as shown in Tableelptiase is determined by collapsing
the ABI Cloud Type into NCOMP phase categorieghmiteration initialization step for
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Table 4. Assignment of cloud phase from ABI Cloyghd in NCOMP.

ABI Cloud Type and Value  NCOMP Phasge
Clear (0) no analysis
Fog (1) water
Water (2) water
Supercooled (3) water
Mixed (4) water
Tice (5) ice
Cirrus (6) ice
Overlap (7) ice
Overshooting (8) ice
Unknown (9) no analysis

each particle size model, a first guess deternunaif &1, is made withr assumed to be
1.0 and an initial estimate of the modeled brighsneemperaturel’;1, is produced
using Equation (1) with the appropriate above- abelow-cloud atmospheric
transmittances from the RTM, as well & and T4 An iterative scheme then
commences by adding 0.1 tpcomputing a new’;; » and the accompanying differences
between the twd’11, guesses and the observed temperalure After these first two
guesses are made, the scheme iterategsoin continuously updating weighted by the
ratio of the r differences to the corresponding temperature rdiffees, hence for each
iteration,m, the subsequent guegsg is

I = T +(T 1220 T12.9(T0- - 1) (T 11.2m T11.2) - (T'11.2,m-1 T11.9)]. 9

The iteration continues either for a maximum of stBps or until the difference in
subsequent calculations is 0.10, whichever occurs first. Aistpoint eachr has been
determined for each cloud particle size model sspfocedure has been invoked for each
of the 7 water or 9 ice models.

Note that in the above scheme wheneggr, is needed when calculating; ., for a
particular combination of7, Tag, T112 T andre for a cloud particle size model, it is
necessary to interpolate between the optical deptdes of the emittance
parameterization. NCOMP utilizes a standard Lageand\-point interpolation scheme
of emittance on natural log afusing the parameterizatiamodes of 0.25, 0.5, 1.0, 2.0,
4.0, 8.0, 16.0 and 32.0.

The 7 calculated as above for each of the phase-apptepmodels is then used to
calculate the simulated temperatures for the dtherNCOMP channelsl’; o andT 123
For both 3.9 and 12.@m, the emittance parameterization is invoked agathpugh for
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these channelshas already been determined so no iterationisnneeded. At this point
then, for each particle size models set as ard’sq, T'112 and T'123 each with its
appropriatess o, £112andé& ;3 but these solutions are only for theof the 7 water models
if the inferred phase was water or, conversely,2hee models if ice. An error for each
of the models

E(r) =[(T'39-T'112) - (Tao-T112)]°+ [(T'11.2-T'123) - (Tir2-T123)]*  (10)

is computed from the BTDs in order to determineckihinodel with its corresponding
andé best describes the observed brightness tempesatiere has the smallesgre).

Once this minimum error model with its associated. is identified, an interpolation
scheme that utilizes the same iterativedetermination method as abaseinvoked to
interpolate between adjacent models and theiodes which allows for the computation
of off-node rvalues and pinpointing of the actualthat is likely to lie between adjacent
particle size models. Note that for both water &® models are always ordered by
increasingre. First, a model-dependent particle size step aseh from Table 5 that is
used to reducey(n), there for modeln, and calculate a new solution between particle siz

Table 5. Particle Size steps for interpolating lestwparticle size models.

Model Effective Radius/Diametef Phase Particle Siap
21016 um water 0.10
16t0 32 pm water 0.20
5.83t0123.0 ym ice 0.20
123.0t0 134.9 um ice 0.50

modelsn andn-1. The first calculation away fromis forrg(n) reduced by the step value
and a new error is recomputed using Equation (TBg same procedure is repeated
between modela andn+1 with re(n) increased by the step, resulting in the computatio
of a high side error. It is assumed that the sidenodel n with the lowest error will
contain the ultimate solution, so the t&re) on either side of model are compared to
each other, hence determining the side that canthasolution.

When decreasing. from the particle size associated with moaleh newr is necessarily
calculated with each computation Bfr.), iterating to obtainr as discussed earlier, but
now linearly interpolating betwee&; An) and &1.4n-1) based on the appropriate step
(still from Table 5) divided bye(n) - re(n-1). This weightedeg;si» is in turn used to
compute a weighte@’11 2 using Equation (1). Similarly, during each ste@gromrg(n)
whenT'3 ¢ andT’ 1 3are computed for usage in Equation (18) and &, 3 use the same
linear weighting scheme. Step calculations whenea®ingr. use this same process, but
the linear interpolation uses the appropriate dtejoled byrg(n+1) - re(n).
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Once it is known which of the low or high sidesnoddeln contains the best solution, the
technique focuses on the low error side and sus@dgsiecreases or increasedy the
same step factor until a minimuB(re) is reached. When that minimum is reached, the
corresponding andr, are declared the best possible solution.

If the smallest phase-appropriate particle sizeehmdassociated with the smallest error,
i.e.,n=1, then it is not necessary to compute both adiol@ and high side error. Only the
E(re) for successive steps increasing frogm) are calculated and a solution is chosen
when the error minimizes or when 99%rgin+1) - re(n) has been traversed. Likewise,
when the largest phase-appropriate model is agsdorth the smallest error, tigre)

for successive steps decreasing from the largedebsgoarticle size are calculated and a
solution is chosen when the error minimizes or wB8f6 of re(n) - re(n-1) has been
traversed.

Because of the need to conduct multiple iteratitepps when interpolating between
models and model nodes, the emittance parameterizat invoked numerous times
reinforcing the need for not including explicit rative transfer steps in the retrieval
scheme.

The phase-appropriate water path, either LWP or,IWRalculated based on the final
values of the retrieved and 7 with methods that are similar to those describgM¥mnis

et al. (1998). For water the extinction efficien€y, is computed from a simple quadratic
parameterization in the form

Qe=ap+a& In(re)+33[|n(re)]2 (11)
whereag = 2.416,a; = -0.1854 andz = 0.0209. The LWP is then obtained with

4

e

LWP=—"rt. (12)

For ice, another parameterization yields
IWP = 7 [boDe + by(De)*+ b3(De)?] (13)
whereby = 0.259,b; = 0.000819 and); = -0.00000088.

Note that accurate NCOMP retrievals oaindr. are not possible for optically thicker
clouds, as detailed in 3.4.1.2, and that retrief@i®verlapped clouds will be less certain
than those for single layer clouds due to the aptiom that the observed radiance of a
cloudy pixel is emitted from a single-layer cloddthough the GOES-R NCOMP F&PS
requirements apply only for single layer cloudshwiitc COD < 5, NCOMP does provide
gualitative retrievals of COD, CPS, LWP and/or IW# situations when COD is less
than or equal to 16. While retrievals in these aog¢ likely to be reliable, we have
included them so that further validation studieshaise more difficult cases and potential
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algorithm enhancements can continue. For NCOM#hgifretrieved COD is greater than
16, then COD is set to 16 and the remaining parammeire retrieved as if COD was
equal to16.

The capability to use default particles sizes aptical depths in the case of optically
thick clouds, say when COD > 5, is also includegt, tot utilized in the 100% code
delivery. The selection criteria for the default @@nd CPS are given by Minnis et al.
(2009) with values ranging from=8, 16, or 32y, = 6, 8, or 10 um, anB. = 24 or 64
pm, depending on surface type and cloud temperafurese will be fully discussed
should the range of COD of the quantitative retalevfor clouds with X COD< 5 need
to be expanded in the future.

As mentioned in 2.1, NCOMP is responsible for clattag COD, CPS, LWP and IWP at
night and when 82< solar zenith angle and <®9®ut for the latter in a qualitative sense
only. In twilight conditions the same techniquedescribed above is utilized, but at its
current level of maturity, only the 11.2- and 13 ABI channels are used due to the
complicating factor of modeling the reflected sakadiation in the 3.am measurements.
The computations and logic are all identical, bgti&ion (10) reduces to

E(re) = [(T'12.2-T'123) - (Tir2-T123)] (14)

and all calculations related to the 8+ channel are eliminated. NASA Langley does
employ the 3-channel technique for twilight angiesits operational and research
retrievals, but in the GOES-R framework the add#éiooverhead and coding intricacies
attributable to including look-up tables for sintihg the reflected portion of the 3.9 um
radiances was judged to be unnecessary for qusaditanly results. Should the GOES-R

AIT desire quantitative results during twilight ihe future, NASA Langley can provide

these items, hence increasing the accuracy oQtwiNCOMP retrievals.

3.4.3 Algorithm Output

The output of the NCOMP provides the following ABbud products:

* Visible Cloud Optical Depth (dimensionless)
» Cloud Particle Sizeym)

« Liquid Water Path (gif)

« Ice Water Path (gif)

All of these products are derived at the pixel lefe all cloudy pixels with valid

retrievals of cloud type and cloud temperature. Fu# Disk Cloud Liquid Water Path

product has a Mode 3 30 minute refresh, the Clartide Size Distribution has a Mode
4 Full Disk 15 minute refresh, and the Cloud Ogptidapth has a Mode 3 CONUS 15
minute refresh, therefore they should be run onezye30 minutes, 15 minutes and 15
minutes, respectively. To create the Cloud Opfixgpth 4 km Full Disk Product, the
Cloud Optical Depth good quality pixels will be axged over a 2 x 2 block of pixels. In
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addition, the NCOMP will derive the quality and pessing flags as detailed in Tables 6
and 7, respectively, in 5.3.

The output files are in HDF following the examptdsall other ABI cloud products.
* note: An ATBD section describing metadata, diegjiedintermediate information and
whether or not the framework output matches theameh code’s output has been

requested for this section. We are not privy to h&tching information and do not
understand this request, however, we would gladtjude it if it is explained further.

29



4 TEST DATA SETSAND OUTPUTS
4.1 Simulated Input Data Sets

As described below, the proxy data set used tahesNCOMP is comprised of SEVIRI
observations. The time periods chosen consistedl®week data set including imagery
from August 2006, February 2007, April 2007 anddbet 2007, thereby accounting for
seasonal variations. The analysis spans the édEMIRI domain and should therefore
encompass a full range of conditions.

4.1.1 SEVIRI Data

SEVIRI provides 11 spectral channels with a spagablution of 3 km and a temporal

resolution of 15 minutes. SEVIRI currently represaiime best source of data for testing
and developing the NCOMP. Figure 4 is a full-digkV#RI1 10.8-um image from a test

case on 0000 UTC on October 1, 2007. The SEVIR4 eadre provided by the SSEC
Data Center.
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Figure 4. Full disk 10.8-um grayscale image fromiV88 for 0000 UTC on 1 October,
2007. It simulates the ABI 11.2-um channel.

4.1.2 ABI-Derived Inputs

In addition to the image spectral radiances, infrats other ABI products, in particular,
Teg and Cloud Type, are needed to execute NCOMP. &sgbirand 6 show the values of
Tag and Cloud Type, respectively, for the test cas@0®0 UTC, 1 October 2007. These
ABI-derived products along with they, andTs, surface type, and profiles of spectral
atmospheric transmissivities and temperaturesham used to compute the modeled top-
of-atmospheric brightness temperatures as in Emudti). The results are then used to
solve forre andt. Note that the Cloud Type product is combinedrimaly in NCOMP to
produce an NCOMP version of cloud phase, as ddtail8.3.3 and in Table 4.
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geccotl2. Meteosat—9.200727 4.G00000. Hdf

baselin e_cld_hght_sV|r|_cloud_to|:>_tem perature

200,00 216.67 233.33 250.00 266.67 283.33 30,00

Figure 5. Tyq (K) input from ABI Cloud Height/Temperature alghm for 0000 UTC, 1
October 2007.
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geocatl2.Meteasat—9.2007274.000000.hdf

baseline_ctype_seviri_cloud_type
B 2000 T
0 1 2 3 4 5 6 7 3 3

Figure 6. Cloud phase input from ABI Cloud Phasp&algorithm for 0000 UTC, 1
October 2007. The Cloud Type is collapsed as irleT4lfor usage in NCOMP.

4.2 Output from Simulated Input Data Sets

Preliminary NCOMP products in HDF files were genedausing the SEVIRI data for
several test cases during the 10-week validatisiogheFigures 7-10 show the NCOMP
output for cloud optical depth, cloud particle siiquid water path and ice water path.
These images correspond to 0000 UTC, 1 October.2007

The ice cloud optical depths (Fig. 7) in the Southidemisphere are mostly less than 6,
while a few ice cloud systems over north centralicaf havet > 6 with some values
exceeding 16. Liquid and mixed water cloud optidapths are more variable over the
image with values ranging from 2 to 16 or more. Tédius retrievals appear to be more
homogeneous with mos{(ice) values reaching the plotted particle size etsidupper
limit of 60.0 um for ice and manyc.fwater) values maximizing at 32m. There is,
however, more variability ingwater) with values between 8 and |iré.
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geccotlZ.Meteasat—9. 200727 4.G00000. Hdf

night_optprop_cloud_optical_depth_vis

.00 267 NG .00 10.87 13,33 16.00

Figure 7. Example of output cloud optical depthnirdBI NCOMP algorithm for 0000
UTC, 1 October 2007.

Since most of the retrieved optical depths andgarsize values are very small, the
resulting LWP values (Fig. 9) are quite small witbst values < 40 gt Larger values
are found only where the algorithm returned theimarnr.. In those instances (red in
both Figs. 8 and 9) LWP > 100 dmDespite the apparent homogeneitydice), the
IWP values (Fig. 10) are much more variable, primérecause (ice) is so large. Small
changes irr yield significant changes IWP on the scale shawfig. 10.

It is clear from these figures that the NCOMP isdurcing robust results, but not
necessarily at the level expected when comparddSY¥8T. For example, Figure 11
shows the results of applying the SIST, outsidenefoffline framework, to a Meteosat-9
SEVIRI image (Fig. 11a) taken at 2215 UTC, 17 J20@8. The phase (Fig. 11b) colors
are different than those in Fig. 6 with green iadiitg clear and liquid and ice water
shown in blues and red, respectively. The optiepllds (Fig. 11c) range from less than 1
for many ice clouds up to 32 for some of the cotivecclouds. The values of(water)
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geccotlZ.Meteasat—9. 200727 4.G00000. Hdf

..............

night_optprop_cloud_particle_effective_radius

2.00 11.87 21,23 31.00 067 0023 G000

Figure 8. Example of output cloud particle size Jifrom ABI NCOMP algorithm for
0000 UTC on 1 October, 2007.
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geccotlZ.Meteasat—9. 200727 4.G00000. Hdf

night_optprop_cloud_liquid_water_path

.00 1B.87 33.23 20.00 6B.67 53.23 100,00

Figure 9. Example of output cloud liquid water paghm?) from ABI NCOMP algorithm
for 0000 UTC, 1 October 2007.
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0.00 29,17 5'33;-3:’3:_ 8750 116,67 14583 75.00

Figure 10. Example of output cloud ice water pagm{®) from ABI NCOMP algorithm
for 0000 UTC, 1 October 2006.

in Fig. 11d range from 6 um over Brazil to > 25 pwer some of the ocean areas. Values
for De (Fig. 11e) vary from < 15 um up to the maximumuealA smaller percentage of

De values are at the maximum compared to Fig. 8.LMiE values (Fig. 11f) also show

a greater range than seen in Fig. 9, with manyesaéixceeding 50 ginThese

differences in the character of the results sugipastsome input variables used in the
NCOMP still need to be examined closely, especihitysurface emissivities and
radiative transfer calculations. Earlier versiolN@OMP were also hampered by using
the nominal SEVIRI 3.9-um channel calibration. Tin@act of this assumption is
discussed in 4.2.1.3.
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Figure 11. Cloud properties retrieved from Metee8aSEVIRI using the SIST, 2215
UTC, 17 June 2008.
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4.2.1 Precisionsand Accuracy Estimates

The precision and accuracy of the results of theONI® can be determined both
theoretically through sensitivity studies and vi@mparison with independent,
presumably, more accurate measurements.

A set of sensitivity studies was conducted to fulfine the accuracy and precision of
each retrieved parameter. The results indicate th@h accuracy and precision
specifications are being met. These analyses eeglitre sensitivities of the retrievals to
errors in surface emissivity and temperature &g and the cloud-surface temperature
contrast for a wide range of conditions and pagtisizes. These sensitivity studies,
discussed in 4.2.2, enabled the specification akmealiable limits for the algorithm.

Uncertainties in the NCOMP cloud optical depth tioke size, LWP and IWP can be also
be estimated by quantitative comparisons with aderd data from several sources:

1.Surface-based remote retrievals
2.Aircraft-based in situ retrievals

3.Satellite-based remote retrievals

As with any property retrieved from satellite instrents, direct comparisons can be
difficult due to time and space matching issueffedinces in algorithm assumptions and
spectral variations. Regardless, extensive vatidatif NASA Langley’'s SIST has been
performed using the full SIST algorithm. Once angansistencies between SIST and
NCOMP results from the offline framework have bedentified and eliminated, it is
anticipated that the NCOMP validation effort wileld similar results as the algorithms’
underpinnings are the same.

4.2.1.1 Cloud Optical Depth

Cloud optical depth and can be estimated directly by flying an aircrafotigh a target
cloud a making complete vertical profiles of cloparticle sizes and number densities
[e.g., Eq. (3)]. Historically, such profiles arerMfeand far between during daytime. Even
rarer is the nocturnal profile. Thus, for companiso NCOMP retrievals; andre have to

be determined indirectly from remote sensing imsgnts. A variety of techniques (e.g.,
Liu and lllingsworth, 2000; Dong and Mace, 2003; ddaet al., 2005) have been
developed to use uplooking microwave radiometedsrd, cloud radars, and infrared
radiometers to retrieve LWP/IWP amg and, hencer. Even multispectral infrared
radiometers have been used alone to retriemadr. for semi-transparent clouds without
the aid of other instruments (e.g., Turner and H2005). Such measurements have been
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Figure 12. Comparison of SIST cloud top heights) (kom SEVIRI data and surface-
measured cloud top heights from the AMF active amsnga) April — October 2006,
SIST-derived IWP shown in color. (b) April — Decem®007, SIST optical depth shown
in color.

used extensively for daytime comparisons and shbeldpplied more often to nocturnal
retrievals. Lidars at the surface and on aircraft satellites are all also used to retrieve
thin cloud optical depths and particle sizes (€giriaco et al., 2004, 2007). The infrared
optical depths of optically thin clouds can be indd from the heights of clouds. Thus, if
the derived height is correct after correcting $emi-transparency, thenmust also be
correct.

An example of that last approach is seen in Fig@ewhich shows comparisons of ice
cloud height obtained using SIST applied to SEViRagery and from surface-based
remote retrievals using combined radar, lidar amdlometer products over the
Atmospheric Radiation Measurement (ARM) Program NoPBacility (AMF) when it
was deployed at Niamey, Niger from April - Octol2006 and over a site in the Black
Forest in Germany from April - December 2007. Theuaacy of the cloud heights for
these ice clouds indicates that cloud optical depile also quite accurate given that the
cloud temperature is directly related to the cloptical depth and emittance.

A similar comparison of cloud heights was perfornmer the ARM Southern Great
Plains (SGP) by Smith et al. (2008) and showed geld agreement between the radar
and SIST cloud top heights from GOES for opticalyn clouds, indicating good
agreement in cloud optical depth for the thin ckud

The cloud optical depths can also be compared M{@DIS-derived optical depths and
particle sizes from the Cloud and Earth’s Radianerfy System (CERES) project,
which are derived with SIST. This data set covhesdntire globe for many years hence
the full disk of SEVIRI results will be able to m®mpared with the MODIS optical
depths. The comparison will provide a multitude cohsistency checks as well as a
validation of NCOMP’s ability to produce similarsidts for multi-angle views of the
same scene. Another consistency check is determinke optical depths change
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drastically between day and night in the absenca @ronounced, rapidly changing
convective cycle. For example, Fig. 13 shows amgte of the mean andr, for liquid

Figure 13. Mean liquid water optical depths andeefive droplet radii derived from
Terra MODIS data for CERES using the VISST (dag)SIsT (night), 2001-2006.

water clouds derived from Terra MODIS data usirgWSST during daytime (top row)
and SIST at night (bottom row). Keeping the optaapth and particle size limitations of
the SIST, the patterns in the mean values of bathrpeters are quite consistent over
ocean. Over land areas, there is less consistemoygoto the variability ings and
uncertainties i, especially over deserts.

4212 Cloud Particle Size

Figure 14 shows a case study comparison of icedctoandr, obtained using SIST
applied to GOES imagery and analogous quantitiesete from surface-based remote
measurements using a surface-based interferom&@ERI] and Raman lidar (CARL)
over the ARM Southern Great Plains (SGP) site foights, 8 November 2000 (Fig. 14a)
and 29 November 2002 (Fig. 14b). The cloud boueddiriom the lidar are also shown.
The optical depths from satellite, indicated by teéeé diamonds, compare very well with
the surface-based optical depths from AERI and CARL

The AERI-derived particle sizes, while exhibitingyeeat deal of variation over this time
scale, also compare fairly well with the SIST-dedv,, although the absolute accuracy
is difficult to assess given the high temporal hetson of the AERI and the low temporal

resolution of GOES.
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An example of comparisons with liquid water clousishown in Fig. 15 for data taken
over the ARM SGP site for cases of overcast stratagds corresponding to Aqua
MODIS overpasses. The SIST retrievals are shownhassolid symbols. The open
symbols represent the retrievals from the surfateguthe method of Dong and Mace
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Figure 14. Comparison of SIST cloud optical degthd cloud particle sizes from GOES
data and surface-measured quantities from surfaterferometer (AERI) and Raman
lidar (CARL) at the ARM SGP. (a) 8 November 20®).29 November 2002. CARL
depolarization and cloud boundaries are shown ire tkop panels (personal
communication, D. Deslover).
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(2003) applied to the ARM radar and microwave raditer data. On average, there is
excellent agreement between results, but the etiwalis relatively low. The highest
squared correlation coefficient, found fiis 0.4. Greater correlation is found for all
parameters, if only thinner clouds are compareahil&i datasets have been taken by the
AMF over Germany and can be used in the same tlyppadysis to help validate the
SEVIRI retrievals.
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Figure 15. Comparison of mean cloud properties dlierARM SGP using surface-based
measurements (ARM) and the SIST (MODIS) appliesbtburnal Aqua MODIS data,
2002-2005, for single-layer overcast stratus clouBsch point represents a 15-min
average from the surface data and a 30 km x 30 \ernage of satellite pixels. (personal
communication, X. Dong).

4213 LWPandIWP

The LWP and IWP retrieved from SIST have been coagpavith surface and airborne
data as described above. As with the other NCOMPubuthe liquid water path and ice
water path can also be compared with MODIS-derb&®P and IWPfrom the CERES
project, also derived with SIST or from SEVIRI ugirSIST. An added benefit of
comparing NCOMP and SIST results to each otheanas ¢onsistency checks can reveal
any retrieval artifacts due to instrument calilwatissues. A comparison of NCOMP and
SIST IWP derived from the same SEVIRI images ovaropge over 3-4 August 2006 is
shown in Figure 16. An easily identifiable featimecomparing these results of IWP to
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each other is an apparent bias, particularly athigber values of IWP for thicker ABI
Cloud Types of Ice and Overlap. As there is noiapatr temporal discontinuity to
contend with, a fair conclusion might be that NCONH3 a high bias with respect to the
better-validated SIST IWP retrievals.
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Figure 16. Comparison of NCOMP and SIST IWP for Bufust 2006 over Europe,
separated by ABI Cloud-Type.

The bias, however, appears to be primarily thelredwcalibration differences. The SIST
retrievals were performed in NASA Langley’s framelvautilizing recalibrated data
while the NCOMP retrievals were conducted in theEScR developmental framework
using the nominal SEVIRI calibrations for each aieln The NASA processing uses a
robust calibration correction (Minnis et al., 20@6)the 3.99m channel that is based on
comparisons between GOES-12 and SEVIRI with an gl@shown in Figure 17. The
slope of the intercalibration appears to be alnusitical to that of the IWP
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Figure 17. Calibration between spatially and temgdlyr matched nighttime GOES-12
(G12) 3.9-pm temperatures and SEVIRI (MET9) 3.94emperatures from NASA
Langley.
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comparison in Fig. 16, indicating that calibratidiscrepancies are contributing to an
overestimation of NCOMP IWP. Given that 3u81 temperature differences as large as 4
K are expected, the bias in IWP has been reduggdfisantly by implementation in the
GOES-R developmental framework for NCOMP (not shpwbue to the impact of
calibration differences, the ability to modify radces has been integrated into the
NCOMP (see description of the Calibration Coefintgein 3.3.2).

Other efforts for validation of LWP and IWP aredlissed in 5.5.3.

4.2.2 Error Budget

The error budget relies both on the retrieval \al@h and on the accuracies of several of
the input parameters, as well as the parametarizatncertainties. The accuracy and
precision estimates were developed based on dktsdesitivity studies and available
empirical comparisons are analyzed in detail, lomtent results are presented in Table 6.
The accuracies and precision estimates are exdrécis the discussion of 5.5. While
some of the requirements for which no direct conspar is indicated, we anticipate
being able to complete them using limited case ystetived data because more
thorough data sets are not available. The sertgiivialyses are presented below.

Table 6. Current NCOMP Accuracy and Precision Estias Compared to F&PS
Requirements. Red values indicate current NCOMPBpaance while * indicates a
preliminary result that is further discussed in.5.5

Product | Measurement Range = Measurement Accuracy WEaent Precision
COD 1.0-5.0 30% max of 0.8 or 30%
1.0-5.0 0.8% 0.46 or 29.7%
CPS liquid: liquid: liquid:
2 <CPS <32um max of 4um or 30% max of 4um or 25%
2 <CPS<32um *no direct comparison|  *no direct comparison
ice: ice: ice:
2< CPS <50um 10pum max of 10um or 25%
2<CPS<78um *10.2 um *43.9%
LWP | 25<LWP <100 g | greater of 25 gfior | greater of 25 gifior 40%
25 < LWP < 100 gm 15% 15.7 gt or 30.4%
4.5 gm?® or 4.1%
IWP 25<IWP < 175gifi | greater of 25 gfior | greater of 25 g or 40%
25 < IWP < 175 g 30% *no direct comparison
*no direct comparison

A detailed sensitivity analysis was performed fbe tNCOMP algorithm using the
uncertainties expected in the input variables figustream in the process. A Jacobian
analysis was used wherein the brightness temperdtur each channel was first
calculated for the unperturbed case and then ndedddd using the perturbation
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corresponding to the input parameter uncertainliesome cases a larger value was used
and interpolation was employed to arrive at the tacertainty value. Uncertainties in
the surface emissivity (9.02), surface skin temperature 245 K), relative humidity
(+15%), andTq4 (+ 2 K for water,_+3.5 K for ice) were considered. Calibration errars
considered small by comparison and were not ewaduafhe calculations were
performed using local zenith angles between 25 %8fd using standard atmospheric
profiles and a range of COD and CPS for both ickwvaater clouds.

Each error was considered individually and in carabon as random errors to obtain the
RMS uncertainty resulting from errors in the inmalues. The sensitivity analysis is

summarized in Fig. 18 for water and ice clouds ssply. The COD errors vary between

22 and 28% for water clouds (Fig. 18a) and 15 &% Br ice clouds (Fig. 18b). The
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Figure 18. Summary of sensitivity errors of NCOMBLZand CPS (re), shown as RMS
error of all input uncertainties combined. Larger@s were obtained for COD outside
the range of 1 — 5.

o
-

errors increase rapidly for COD > 5 and COD < Iitipalarly for ice clouds. The
retrieved CPS errors are somewhat larger, aroudd #0 water and between 15 and
42% for ice CPS. The average ice cloud CPS RMS &re25%. These uncertainties

meet both the current and pending F&PS requiremantsost cases. The only exception
is the water CPS.
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5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

The NCOMP is implemented sequentially. Becauseatgerithm relies on the values of
the ancillary data, the radiative transfer modély/Ndata set and the performance of the
Cloud Height/Temperature and Cloud Phase/Type idthgos, these quantities need to be
computed first.

5.2 Programming and Procedural Considerations

NCOMP is purely a pixel by pixel algorithm and re@gs no knowledge of the ABI

radiances or cloud properties of the adjacent pixResults will not vary if larger or

smaller amounts of imagery are processed. Sevegrdtive steps are involved in
NCOMP, but these are well tested in an operatisatiing. No forward calculations or
look-up tables are required other than the caliimatind emittance parameterization
coefficients.

5.3 Quality Assessment and Diagnostics

The following quality assessment information in them of the quality and processing
flags of Table 7 and Table 8, respectively, aredusemonitor the performance of the
NCOMP. A Quality Flag of O indicates that the real was performed successfully
while a non-zero value indicates that a retrievas wot performed with the reason given
by the values detailed in Table 7. The Procesdagsfare used for all pixels for which
successful retrieval was performed. A non-zero €&sing Flag bit reflects the path taken
in the algorithm or what may be a physically impatt consideration, as in Table 8.
Multiple Processing bits can be turned on because dlgorithm paths are not
independent.

In Table 7 the Quality Flag values are self-explanawith the exception of the values of
6 or 7. These values are not likely to occur, bthere were to be a problem reading in
the emittance parameterization coefficients desdribp 3.3.2 indicate that there is likely
a problem either with the ingestion of the coeéfids or with the coefficients themselves.

The Processing Flag values in Table 8 provide \mdugalidation information as well as
tools for the user who may need to know how a @adr solution was chosen. For
example, if Processing Flag bit 1 is turn on, ttienpixel is from twilight when NCOMP
provides only qualitative results that are not expe to meet the F&PS requirements. In
these situations the cloud properties are indeeslepit, but users will need to understand
that they are potentially of a degraded qualityhedtProcessing Flag bits provide the
potential for feedbacks between NCOMP’s minimunoesolution, described in 3.4.2.2,
and the ABI Cloud Type. If the minimum error sotuti appears to be for a different
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cloud type than indicated by the Cloud Type, thebitas turned on. Similarly, if the
potential for phase ambiguity is thought to be higly., for overlap clouds, a Processing
Flag bit will indicate this. Currently, this capltyi has no impact on the NCOMP cloud
products other than the Processing Flag; it is linap indicator that NCOMP is not
yielding the best results for the situation desaliby the inputs or that the clouds are of a
particular difficult variety.

Table 7. NCOMP Quality Flags.

Value Quality flag name Cause & Effect
Successful Retrieval Flag

0 QC_GOoL Successful retrieval
Angle Restriction Flags

1 | QC_CYCLE_VZzA Local Zenith Angle >= 720

2 ' QC _CYCLE_SZA Solar Zenith Angle < 820

Ancillary Data Flags
3 QC_CYCLE_NOCLOUL Cloud Type indicates it is not a cloud
4 |QC_CYCLE_CLOUDTYPI |Cloud Type has an unknown value

5 QC_CYCLE_TCLOUL Cloud Temperature is < 0.0 (C)
No Retrieval Flags

6 |QC_MINERR_WATER | No retrieval: Minimum error model for water = 0
7 |QC_MINERR_ICE_| No retrieval: Minimum error model for ice =0

Table 8. NCOMP Processing Flags.

Bit Processing flag name Cause & Effect

Valid Retrieval Flags
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1 QC_SZA TWILIGHT_ 82.0° <= Solar Zenith Angle < 90°0

2 QC _CTWATER_NCOMPICI Cloud Type = water, NCOMP preferred phase = ice

3 |QC_CTICE_NCOMPWATEI Cloud Type = ice, NCOMP preferred phase = water

4 1QC_CTMIX_NCOMPWATEF |Cloud Type = mixed, NCOMP preferred phase = water
5 |QC_CTMIX_NCOMPICE Cloud Type = mixed, NCOMP preferred phase = ice

6 |QC_CTSC_NCOMPWATE |Cloud Type = supercooled, NCOMP preferred phasatew
7 |QC_CTSC_NCOMPIC Cloud Type = supercooled, NCOMP preferred phasee= i
8 |QC_CTOL_NCOMPWATEI |[Cloud Type = overlap, NCOMP preferred phase = water
9 |QC_CTOL_NCOMPICI Cloud Type = overlap, NCOMP preferred phase = ice
10 |QC_MINERR_WATER_. Minimum error model for water = 1

11 |QC_MINERR_ICE_ Minimum error model for ice = 1

12 |QC_MINERR_WATER_LAS" |Minimum error model or water = largest

13 |QC_MINERR_ICE_LAS Minimum error model for ice = largest

14 |QC_TSURF_CHANGI Temp_sfc from NWP used rather than from RTM

5.4 Exception Handling

The NCOMP includes checking the validity of theided ABI inputs before applying
the algorithm. The NCOMP expects the main procgssystem to flag any pixels with
missing geo-location or solar and viewing geomgtfgrmation.

The NCOMP does not check for conditions where t&OMP cannot be performed or
will return unreliable results, including saturatebannels, missing RTM values or
inconsistencies in the TRM data. In these casds, assumed that the framework will
accomplish these tasks, particularly since NCOMMRate in the processing chain that
many other algorithms will have already flaggedhsgonditions, including those that
provide derived ABI input to NCOMP. If explicit cbking of every possible input is
needed, this can easily be addressed.

The NCOMP returns no cloud properties if any of taguired inputs, including channel

data, are missing.

5.5 Algorithm Validation

In addition to the studies already mentioned, sdvadditional comparisons have been
performed to validate the results. Some comparismesconsistency, while others are
direct quantitative comparisons. The types of campas reviewed in section 4.2.1 will
continue to be repeated using offline frameworkeda®lCOMP retrievals based on
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SEVIRI data. After launch of GOES-R, surface siteshe Americas will be used for
validations in addition to the use of other sdakitiata.

551  Cloud Optical Depth

Aligned with Aqua and CloudSat in the A-Train, tBéud-Aerosol Lidar and Infrared
Pathfinder Satellite Observation (CALIPSO) lidauged to retrieve for clouds having

< 3. Comparisons with SEVIRI will be performed &rery overpass for selected periods
to assess the uncertainties inretrieved by the NCOMP. If CALIPSO or a similar
instrument is in orbit after GOES-R is launched,data will also be used to validate
from the ABI. Additionally, it would be possible simulate the ABI algorithm output by
defining the cloud heights and temperatures udiegQALIPSO and NWP temperature
profiles and perform NCOMP on MODIS data matchedAtpa. The results could be
compared to similar output from the method of CGiua et al. (2004) now being applied
to CALIPSO lidar and infrared radiometer data.

A comparison of temporally and spatially matched OWMIP and CALIPSO optical
depths from a subset of nighttime SEVIRI imageemtathe 10-week validation period is
shown in Figure 18. The CALIPSO measurements ateirwit 15 minutes of SEVIRI
scan times and the SEVIRI pixel closest to each IBPSIO latitude and longitude, yet
within 5 km, is chosen for the comparison. The eaofr plotted is limited to K1<5

so that any statistics will be directly comparataléhe F&PS requirements. While this
limitation eliminates the majority of cloudy pixefiom the comparisons, it is necessary
due to the physical limitations of the current v@nsof NCOMP which is reflected in the
proposed requirements mentioned in 2.1.

The red points in Fig. 18 correspond to SEVIRI fExgith ABI Cloud Types of water,
supercooled water, and cirrus, thought to be thetmpplicable to NCOMP’s F&PS
requirements, i.e., unambiguous phase, potentgltically thinner and apt to be single-
layer. The black points are comprised of the remgiCloud Types, hence are excluded
from the statistical comparisons used to asceN&OMP’s performance with respect to
the requirements. The limited Cloud Type pointsed have a bias (accuracy) of -0.451
while the black points have a bias of -0.662, @pomding to 35.2 and 50.6%,
respectively, verifying that the subsetted Clougds show better agreement between
NCOMP and CALIPSO although for both data sets NCOBIBenerally higher. The
limited value is still higher than the F&PS accyraequirement of 30%, but further
segmenting of the results is justified as explaipeldw.
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Figure 19. Comparison of matched NCOMP and CALIRSQD from SEVIRI for a
selection of images in the 10-week validation pkrio

The percentage difference of COD, CALIPSO — NCONt?, each of the All Cloud
Types points of Fig. 18 is shown in Fig. 19 as acfion of CALIPSO COD. It is
apparent that the cirrus points, despite genetaling the lowest CODs, also have the
best agreement with CALIPSO. The overlap clouds bbve relatively low differences,
despite the fact that the Cloud Type algorithmaatis that they are thin ice clouds over
lower water clouds, a situation in which one migbhclude that NCOMP would not
perform well given its single-cloud layer assumptidhe CALIPSO retrieval, however,
generally does not include much of the impact at tbwer layer as CALIPSO-derived
water cloud information is not reliable, so in eff¢he overlapped pixels are somewhat
similar to the cirrus points but with largerSimilarly, Cloud Types that are indicative of
a water phase, fog, water, supercooled and mixedalso excluded from the eventual
statistical comparisons. When Cloud Type = Iceim E9 the differences are also larger
than for optically thin ice clouds (Cloud Type =r@s) because these pixels are assumed
to be optically thick. While many of these point&tk blue) have CALIPSO COD well
under 5, the reliability of those retrievals is gtienable due to ongoing calibration and
reprocessing issues associated with CALIPSO retiseand algorithmic shortcomings,
so these are also eliminated from that statist\ssindicated by one of the CALIPSO
Program scientists, liquid water cloud optical despare not reliable (C. Trepte, personal
communication, 2009). Thus, the only statisticat thave merit for this comparison are
those for semitransparent ice clouds. Those statigte reported in Table 6.
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Figure 20. Percentage differences between NCOMPGAAPSO COD for data in Fig.
18 with ABI Cloud Type indicated by color.

Using only the most reliable CALIPSO COD pointdHg. 19, those associated with ABI
Cloud Type of Cirrus the bias has improved fromd5Q. to +0.084 (or 1.32%), well
under the required bias of 30%. For this same feirs-only points, the accuracy is
0.49 or 30.0%, also within the required accuraog,rhaximum of 0.8 or 30%.

For single-layer water clouds with<lCOD < 5, ongoing comparisons with CloudSat-
derived COD continue be an option for validatioat tirst comparisons have not yielded
sufficient results. This is expected for severasmns, but the largest hindrance is
CloudSat’s usage of Radar-Only (RO) retrieval téghes at night. During daylight
hours when MODIS algorithms do retrieve COD, Cloatd&ses MODIS COD to
constrain and bolster the RO retrieval, providiogesior results, but at night there are no
MODIS retrievals of COD, so CloudSat products ditt considered experimental and
evolving due to the limitations of the RO technigualditional source of error are
CloudSat’s inability to detect some optically thitouds and water clouds with bases
below 1 km, as all as NCOMP’s relatively small rarg retrievable CODs.

Data from well-equipped surface observatories imoge (lllingworth et al., 2007) as

well as the AMF campaign datasets (e.g., NiameyBladk Forest) discussed earlier will

continue to be used to validate SEVIRI NCOMP optitsgoth retrievals using the various
methods mentioned in section 4.2.1. Unfortunatilg, existing amount of surface data
available in the SEVIRI field of view is very linaitl, particularly when choosing from

the 10-week SEVIRI validation period. Validationng surface data will be extended to
other time periods to take advantage of these sphtd relatively well-tested validation

sources for COD, as well as LWP, and potential\5Giad IWP. Post-launch data from
the ARM sites could also be used for comparisoh wie ABI retrievals.
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A less quantitative, yet useful method for validgtithe results is by comparing the
nighttime retrievals to the nearest daytime reaigwver the same area. Figure 20 shows
an example of the daytime VISST and nighttime S&pplied to SEVIRI data at 1500
and 1800 UTC, 6 August 2009. SIST results were wvattter than NCOMP because the
NCOMP twilight retrievals are required only to beatjtative, hence not as robust as the
more reliable twilight SIST retrievals, and becadgect comparison was easier due to
VISST being run only in a NASA Langley frameworkhd RGB images (Figs. 20a and
b) show the terminator and the cloud structureeqdistinctly. Off the east coast of
southern Africa, the structure of the low-cloud iopit depths is maintained relatively
intact althouglt has decreased overall. The high clouds to thénsaditich had relatively
large values of at 15 UTC, have maximum values of only 4 at 18 UTC. This drop in
the high cloud optical depths is likely due to muwzhthe high cloud cover being
relatively thin and over optically thick low cloud¥hus, during the daytime, the total
optical depth is retrieved, while, at night, onhethigh cloud optical depth is retrieved
because the value @f,4 from using the 13.3-um channel (similar to the ABjorithm)
was used in these SIST retrievals. The identiticatef most of these clouds as multi-
layered (Fig. 21) using the algorithm of Changle{2009) confirms the result. In other
areas (e.g. central Africa) where high clouds wagcally thick from deep convective
activity, the patterns im follow the thick clouds seen in the RGB image (Zgb) and in
the 15-UTCrt image (Fig. 20c).
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Figure 21. Meteosat-9 SEVIRI imagery (RGB) andieg&d cloud optical depthg)( 6
August 2009.

The examples in Figs. 20 and 21 show how sequenicdata can be used to quickly
evaluate the results to determine where and in adraditions the algorithm fails or gives
unexpected results. Use of hourly or more frequesquential images and output
parameters will be valuable for rapid visual assesg of the NCOMP output so that
potential problem areas can be identified and ssdefor further study.
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Figure 22. Multi-layered cloud probability, SEVIRL5 UTC, 6 August 2009. Gray
denotes single-layered clouds, yellow: likely milayiered clouds, magenta: definite
multilayered clouds, brown: possible multilayerdducls, but more likely, a very thick
contiguous water-ice cloud system.

552 Cloud Particle Size

The validation of cloud patrticle size will follova¢ same path used to evaluate the optical
depth. In most cases, the assessments will berpextbon both parameters using the
same datasets. Figure 22 shows the retrievalseof{lWC) and liquid water content
(LWC) andr. profiles from radar and microwave radiometer esais over two
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Figure 23. Retrievals of ice water content (tog)leind . (bottom left) at Palaiseau,
France, 19 Jan. 2004 and liquid water content (tagt) and error (bottom right) at
Chilbolton, UK, 23 Aug 2007.
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CLOUDNET sites, SIRTA in Palaiseau, France (lefhgla) and Chilbolton, UK (right

panels). The LWC and IWC profiles can be integrateer the cloud thickness to obtain
LWP and IWP, respectively. In like manner, the ootuintegrated. can be computed

for comparison with the SEVIRI retrievals. This saapproach can be used with ARM
site data and the CloudSat GEOPROF products toiggomore spatial sampling.

Consistency checks will also be performed as dssulisn the previous section.

Due to the surface sites containing only a sin@@¥IRI pixel, SEVIRI imagery from a
large number of months and likely a large numbeyeairs will need to be processed with
GOES-R cloud algorithms to provide statisticallgrsficant amounts of comparisons.
Additionally, NCOMP’s need to limit comparisons tmly single-layer optically thin
cases for either water are ice further reducesserbased validation opportunities.

CloudSat CPS for GOES-R Cloud Types cirrus and whtave been compared to
CloudSat data during the 10-week validation periging a method similar to the COD
comparisons of 5.5.1. As with COD, the RO Cloud@ahnique and the still evolving

CloudSat algorithms were expected to negativelluérice the comparisons. For cirrus
clouds with COD between 1 and 5, accuracy spetibica were met (-0.2 pm) with the

F&PS accuracy being 10 um, but precision was oB8I9% with a requirement of 25%.

Zhang and Mace (2006) found that RO retrievals BSCave theoretical uncertainty
ranging from 50 to 90%, so even this modest agraemesurprising. Generally though,

this result indicates that nighttime CloudSat ressate not likely to be a robust validation
source.

553 LWP and IWP

Validation of IWP and LWP will also follow the samapproaches used foyandt since
the parameters are all linked together. Thus, sarfate and CloudSat profiles will be
used for validating both IWP and LWP, while the GREO IWC profiles for thin cirrus
clouds can also be used for IWP evaluations. Ortitiadal dataset will be used to
further validate the LWP over ocean, the LWP valvesieved from satellite-borne
microwave radiometers. LWP is standard product ftbemAMSR-E on Aqua, TMI on
TRMM, and SSM/I on the DMSP series of satellitetio3e products can be easily
matched with the results from the offline framewarid compared with either SEVIRI or
future ABI LWP retrievals.

A comparison of NCOMP LWP and AMSR-E LWP has beenelfor another subset of
the 10-week validation period and is shown in Fg@B. Similar to the data shown in
Figs. 18 and 19, this comparison was limited tos¢éhaighttime points with £ 1 < 5.
Additionally, given that many SEVIRI pixels were emaged together to mimic the
AMSR-E footprint size, only those aggregate NCOM#h{s that contained at least 75%
water clouds, based on the ABI Cloud Type, werduohed. While this limited the
number of points, it did provide good comparisopanrunities as the accuracy of these
matches is 4.5 gfhand the precision is 15.7 ¢fimboth meeting the F&PS requirements
of 25 gm® and 25 grif, respectively. Greenwald et al. (2007) explorettheertainties in
the AMSR-E LWP retrievals, which are fairly larg®, this result is encouraging.
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Figure 24. Retrievals of liquid water path (gjnfrom matched AMSR-E and NCOMP
from a subset of SEVIRI imagery during the 10-wediklation period.

LWP and IWP from CloudSat was also compared to N®Qring the same period. As

with CloudSat CPS and COD, the RO limitations adueiSat, as well as NCOMP’s own

uncertainty of 40%, are expected to limit the pt&trior these comparisons, yet LWP
for GOES-R Cloud Type water yielded a bias of 1g/i®2 or 18.2% with accuracy of

24.9 g/m2 or 37.7%. While these LWP results ardiwithe F&PS criteria, the number

of samples was only 116 and perhaps fortuitoushs@AMSR-E comparisons from Fig.

23 are used in assessing NCOMP’s LWP performanseexpected and as noted by
Zhang and Mace (2006) who found theoretical RO IWBertainties of 40 to 50% , IWP

comparisons with CloudSat yielded less impressegaits.

The aforementioned linkage of LWP, CPS and CODcadis that those quantities
proving difficult to validate, namely CPS and IW&e expected to meet GOES-R
specifications. Given that LWP is meeting F&PSerid, despite thin water clouds often
proving difficult for remote sensing techniques doantify, we anticipate that if a
sufficient source of surface data is identifiedtevacloud CPS and COD will compare
well. Similarly, the ice cloud COD comparisons witalipso, the gold standard sensor
for thin ice clouds, are meeting specificationsy@anticipate that ice cloud CPS, hence
IWP will also meet specifications.

Bolstering our validation is also possible by rurqpthe GOES-R algorithms on MODIS
or GOES data, thereby greatly increasing the avisithpof surface sites that have MWR
and MWR-radar combinations from which COD, CPS, LM IWP can be derived.
Once those capabilities are available, these awditivalidations will be conducted.
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6 ASSUMPTIONSAND LIMITATIONS

The following sections describe the current limias and assumptions in the current
version of the NCOMP.

6.1 Performance

The following assumptions have been made in deusjpopand estimating the
performance of the NCOMP. The following list conithe current assumptions and
proposed mitigation strategies.

1. NWP data of comparable or superior quality to toerent 6 hourly GFS
forecasts are available. (Use longer range GFSdste or switch to another
NWP source — ECMWF).

2. RTM calculations are available for each pixel. (Usduced vertical or spatial
resolution in driving the RTM).

3. All of the ancillary data is available at the pixdelel. (Use larger scale
ancillary date sets).

4. All required ABI channels are available.

6.2 Assumed Sensor Performance

We assume the sensor will meet its current spetifins. However, the NCOMP will be
dependent on the following instrumental charadieds

1. Unknown spectral shifts in some channels will cahisses in the clear-sky RTM
calculations and in the accuracy of the emittar@empeterizations, which may
impact the performance of the NCOMP.

2. Errors in navigation from image to image will affdbe accuracy of clear sky
temperatures that are used in the retrieval scheme.

As discussed earlier, calibration differences dlclosely monitored.

6.3 Pre-Planned Product Improvements

The NCOMP development is tied to the developmenttbér ABI algorithms. At this
point, it is therefore difficult to predict whatetuture modifications will be. However,
the following list contains our current best guesthe future NCOMP modifications.
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6.3.1 Addition of Other Wavelengths

It is surmised that use of the SEVIRI 8.5- and 4818 channels can provide additional
information that can be exploited to improve theMP retrievals (e.g., Takano et al.,
1992; Strabala et al., 1994). Currently at NASA dlay, modifications to the SIST using
the 8.5- and 13.3-um channels are being studidthuadh usage of other channels cannot
be ruled out. Results of those analyses using SE¥i® MODIS data will determine
whether or not the NCOMP will be modified. Use dtddional wavelengths may allow
NCOMP to determine optical depths for opticallyck@r clouds and may reduce
inaccuracies in optical depth and particle sizeckd WP and IWP.

6.3.2 Multi-layer Clouds

The NCOMPS performance in situations with multidaglouds will be explored. If it is
possible to include recent innovations in detectimgjtiple cloud layers (Chang et al.,
2009) and the properties of the respective layénen those techniques will be
streamlined and adapted for NCOMP usage.

6.3.3 Parameterization Updates

The emittance parameterizations will be updatedgudie SEVIRI filter functions rather
than GOES filter functions. Additionally, the usaafenew ice crystal models that include
rough crystals will be explored. Both of these dtaesult in improved cloud optical
depths and particle sizes. To maintain consistewd the daytime retrievals, a
completely new set of models will also be developiet uses the official Cloud AWG
ice crystal model set for ABI retrievals. They wik thoroughly tested and validated as
well as produced in-house by NASA Langley.
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Appendix 1: Common Ancillary Data Sets

1. LAND_MASK_NASA_1KM

a. Data description

Description: Global 1km land/water used for MODIS collection 5
Filename: lw_geo_2001001_v03m.nc

Origin: Created by SSEC/CIMSS based on NASA MODIS catech
Size: 890 MB.

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitélg
2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.

2. NWP_GFS

a. Data description

Description: NCEP GFS model data in grib format — 1 x 1 degree
(360x181), 26 levels
Filename: gfs.tHHz.pgrbfhh

Where,

HH — Forecast time in hour: 00, 06, 12, 18

hh — Previous hours used to make forecast: 00&3)9
Origin: NCEP
Size: 26MB
Static/Dynamic: Dynamic

b. Interpolation description

There are three interpolations are installed:

NWP forecast interpolation from different forecast time:
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Load two NWP grib files which are for two differeiorecast time and
interpolate to the satellite time using linear rptdation with time
difference.

Suppose:

T1, T2 are NWP forecast time, T is satellite oleagon time, and
T1<T<T2. Yisany NWP field. Then field Y atsllite observation
time T is:

Y(T)=Y(T1) * W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1)=1-(T-T1)/(T2-T1)

W(T2) = (T-T1)/ (T2-T1)

NWP forecast spatial inter polation from NWP forecast grid points.
Thisinterpolation generatesthe NWP forecast for the satellite pixel
from the NWP forecast grid dataset.

Theclosest point is used for each satellite pixel:
1) Given NWP forecast grid of large size than satetjitid

2) In Latitude / Longitude space, use the ancillanaddosest to
the satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level$01 pressure
levels

For vertical profile interpolation, linear interdion with Log
pressure is used:

Suppose:

y is temperature or water vapor at 26 levels, diilyis temperature
or water vapor at 101 levels. p is any pressurel leetween p(i) and
p(i-1), with p(i-1) < p <p(i). y(i) and y(i-1) ang at pressure level p(i)
and p(i-1). Then y101 at pressure p level is:

y101(p) = y(i-1) + log( p[i] / p[i-1] ) * (y[i] -y1i-1] ) / log (
p(i] / p[i-1])
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3. SFC_TYPE_AVHRR_1KM
a. Data description

Description: Surface type mask based on AVHRR at 1km resolution
Filename: gl-latlong-1km-landcover.nc

Origin: University of Maryland

Size: 890 MB

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitelg
1) In Latitude / Longitude space, use the ancillattaddosest to the
satellite pixel.

4. SFC_EMISS_SEEBOR

a. Data description

Description: Surface emissivity at 5km resolution

Filename: global_emiss_intABI_YYYYDDD.nc
Where, YYYYDDD = year plus Julian day

Origin: UW Baseline Fit, Seeman and Borbas (2006).

Size: 693 MB x 12

Static/Dynamic: Dynamic

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitélg

2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.
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5. CRTM

a. Datadescription

Description: Community radiative transfer model
Filename: N/A

Origin: NOAA / NESDIS

Size: N/A

Static/Dynamic: N/A

b. Interpolation description

A double linear interpolation is applied in theargolation of the
transmissitance and radiance profile, as well ds@rsurface emissivity,
from four nearest neighbor NWP grid points to theHBite observation
point. There is no curvature effect. The weightsheffour points are
defined by the Latitude / Longitude difference betw neighbor NWP
grid points and the satellite observation poinhe Teight is defined with
subroutine ValueToGrid_Coord:

NWP forecast data is in a regular grid.

Suppose:
Latitude and Longitude of the four points are:

(Latl, Lonl), (Latl, Lon2), (Lat2, Lonl), (Lat2, bd)
Satellite observation point is:

(Lat, Lon)

Define
alLat = (Lat — Latl) / (Lat2 — Lat1)
alon = (Lon — Lon1) / (Lon2 — Lon1)

Then the weights at four points are:
wll = alat * aLon
w12 = alat* (1 — aLon)
w21 = (1 — aLat) * aLon
w22 = (1-aLat) * (1 — aLon)

Also define variable at the four points are:
all, al2, a21, a22

Then the corresponding interpolated result at atelbservation point
(Lat, Lon) should be:

a(Lat, Lon) = (all*wll + al2*wl2 + a21*w21 + a22%) / u
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Where,

u=wll +wil2¥P1 + w22

c. CRTM calling procedurein the AIT framework

The NWP GFS pressure, temperature, moisture anteqaofiles start on
101 pressure levels.

They are converted to 100 layers in subroutine
Compute_Layer_Properties. The layer temperaturedsst two levels is
simply the average of the temperature on the twelse
layer_temperature(i) = (level_temperature(i) + let@mperature(i+1))/2
While pressure, moisture and ozone are assumedggdmnential with
height.

hp = (log(p1)-log(p2))/(z1-22)

p = p1* exp(z*hp)

Where p is layer pressure, moisture or ozone. peptesent level
pressure, moisture or ozone. z is the height ofatyer.

CRTM needs to be initialized before calling. Tregbne in subroutine
Initialize_ OPTRAN. In this call, you tell CRTM whhcsatellite you will
run the model. The sensor name is passed througiida call
CRTM_Init. The sensor name is used to construesdnsor specific
SpcCoeff and TauCoeff filenames containing the s&aey coefficient
data, i.e. seviri_m08.SpcCoeff.bin and seviri_m@8Toeff.bin. The
sensor names have to match the coefficient filegsanYou will allocate
the output array, which is RTSolution, for the niambf channels of the
satellite and the number of profiles. You also@dle memory for the
CRTM Options, Atmosphere and RTSoluiton structtitere we allocate
the second RTSolution array for the second CRTMtoatalculate
derivatives for SST algorithm.

Before you call CRTM forward model, load the 109@dapressure,
temperature, Moisture and ozone profiles and tHelé@el pressure
profile into the Atmosphere Structure. Set thesufot the two absorbers
(H20 and O3) to be MASS_MIXING_RATIO_UNITS and
VOLUME_MIXING_RATIO_UNITS respectively. Set the
Water_Coverage in Surface structure to be 100%dardo get surface
emissivity over water. Land surface emissivity v using SEEBOR.
Also set other variables in Surface data strucsuweh as wind
speed/direction and surface temperature. Use NWRBce temperature
for land and coastline, and OISST sea surface teathpe for water. Set
Sensor_Zenith_Angle and Source_Zenith_Angle in G#onstructure.
Call CRTM_Forward with normal NWP profiles to fllTSolution, then
call CRTM_Forward again with moisture profile mplted by 1.05 to fill
RTSolution_SST. The subroutine for this step id CAPTRAN.
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After calling CRTM forward model, loop through eaddmannel to
calculate transmittance from each level to Top whdsphere (TOA).
What you get from RTSolution is layer optical defthget transmittance
Trans_Atm_CIr(1) = 1.0

Do Level = 2, TotalLevels
Layer_OD = RTSolution(ChnCounter, 1)%Layer_QCaiti Depth(Level
-1)
Layer_OD = Layer_ OD/
COS(CRTM%Grid%RTM(LonIndex,Latindex) &
%d(Virtual_ZenAngle_Ind&SatZenAng * DTOR)
Trans_Atm_Clr(Level) = EXP(-1 * Layer_OD) &
* Trans_Atm_Clr(Level - 1)
ENDDO
DTOR is degree to radius P1/180.
Radiance and cloud profiles are calculated in CRRadiance_Prof
SUBROUTINE Clear_Radiance_Prof(Chnindex, TempPFaf)Prof,
RadProf, &
CloudProf)
B1 = Planck_Rad_Fast(Chnindex, TempProf(1))
RadProf(1) = 0.0_SINGLE
CloudProf(1) = B1*TauProf(1)

DO Levellndex=2, NumLevels
B2 = Planck_Rad_Fast(Chnindex, TempProf(Ledsk))
dtrn = -(TauProf(Levelindex) - TauProf(Leveledl))
RadProf(Levellndex) = RadProf(Levellndex-1) +
(B1+B2)/2.0_SINGLE * dtrn

CloudProf(Levellndex) = RadProf(Levellndex) +
B2*TauProf(Levellndex)

B1=B2
END DO
Transmittance, radiance and cloud profiles areutatied for both normal
CRTM structure and thé"2CRTM structure for SST.

Call Clear_Radiance_TOA to get TOA clear-sky radeaand brightness
temperature.
SUBROUTINE Clear_Radiance_TOA(Option, Chnindex, Riaal
TauAtm, SfcTemp, &
SfcEmiss, Rad®@rrTemp_Clr, Rad_Down)
IF(Option == 1) THEN
IF(PRESENT(Rad_Down))THEN
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RadClr = RadAtm + (SfcEmiss * Planck_Rad_2ishindex,
SfcTemp) &
+ (1. - SfcEmiss) * Rad_Down) * TauAtm
ELSE
RadClIr = RadAtm + SfcEmiss * Planck_Rad_Faist(ndex,
SfcTemp) &
* TauAtm
ENDIF

CALL Planck_Temp(Chnindex, RadClr, BrTtemp_ClIr)

ELSE
RadClr = 0.0
BrTemp_Clr=0.0
ENDIF

In this subroutine, Rad_Down is optional, dependingf you want to
have a reflection part from downward radiance wymun calculate the
clear-sky radiance. Notice that clear-sky radiaame brightness
temperature on NWP grid only calculated for nor@RITM structure not
the SST CRTM structure.

Also save the downward radiances from RTSolutiashRmSolution_SST
to CRTM_RadDown and CRTM_RadDown_SST. Save CRTMutated
surface emissivity to CRTM_SfcEmiss. The abovestp done in
subroutine CRTM_OPTRAN
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