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ABSTRACT
This document describes the algorithm for GOES-A&8Jtime microphysical properties
(DCOMP). The retrieved properties are Cloud Optizapth (COD), Cloud effective
Particle size (CPS), Liquid and Ice water path (L& IWP). We define daytime pixels
as all observations with a solar angle of 65 degozdower.
COD and CPS are retrieved simultaneously from efasens in one visible and one
near-infrared channel. The main information contenCOD lies in the conservative-
scattering channel at about 0.6 micrometer. Tisermbion channel at 2.2 micrometer
provides additional information on CPS and helphrectly to estimate COD by
adjusting the differences in the phase functiontdygarticle size. Liquid and ice water
path are calculated subsequently from COD and CPS.
The document first introduces and discusses thsigdiybasics. The document then
explains in detail the mathematical methods opatts of the algorithm including
atmospheric correction, inversion method and postgssing.
We show exemplary results of a SEVIRI proxy dataBlee results were validated by
help of data from MODIS and other A-TRAIN sensors.



1 INTRODUCTION

1.1 Purpose of This Document

This algorithm theoretical basis document (ATBDY) faytime Cloud Optical and
Microphysical Properties (DCOMP) provides a higheledescription of the physical
basis for inferring cloud optical depth (COD), albparticle size (CPS), liquid water path
(LWP) and ice water path (IWP) from imagery takentibe Advanced Baseline Imager
(ABI). The ABI will be flown on the GOES-R seriesf NOAA geostationary
meteorological satellites. The COD and CPS willriferred for all pixels identified as
containing cloud by the GOES ABI cloud mask. Wetidguish clouds as either ice
phase or water phase. The latter also include mdefinition super-cooled and mixed
phase clouds. The COD and CPS are used subseqtendiculate liquid/ice water path
(LWP/IWP), whose values can be compared with thasrived from active
measurements from space-born instruments sucteaSltud Profiling Radar (CPR) on
CloudSat and passive microwave sensors such as AM8RSSM/I, as well as ground-
based microwave profilers.

1.2 Who Should Use This Document

The intended users of this document are thoseestin in understanding the physical
basis of the algorithms and how to use the outptiis algorithm to study or assimilate
cloud properties. This document also providesrmagion useful to anyone maintaining
or modifying the original algorithm.

1.3 Inside Each Section

This document is broken down into the following maéections:

* Observing System Overview Provides relevant details of the ABI and provides
a brief description of the products generated leyaligorithm.

» Algorithm Description: Provides a detailed description of the algorithm
including its physical basis, its input, and it$pau.

» Test Datasets and OutputsDescribes test datasets including proxy data from
SEVIRI. It also shows output in the form of images.

* Practical Considerations: Describes all issues involving numerical compotati
programming and procedures, quality assessmentiageostics and exception
handling at a level of detail appropriate for tiierent algorithm maturity.

» Assumptions and Limitations Provides an overview of the current limitatioris o
the approach and provides the plan for overcontiege limitations with further
algorithm development.



1.4 Related Documents

This document relates to other GOES-R ABI produciuents:

* GOES-R ABI ATBD for Cloud Mask

* GOES-R ABI ATBD for Cloud Phase

» GOES-R ABI ATBD for Cloud Height

* GOES-R Algorithm Interface and Ancillary Data Daption Document
(AIADD)

These documents are listed on the website probngatie GOES-R Algorithm Working
Group (AWG): http://www.star.nesdis.noaa.gov/staesy/

1.5 Revision History

* Version 0.1 of this document was created by Andiltidéa of CIMSS and
colleagues; the intent is for this document to agwany the delivery of the
version 0.1 algorithm to the GOES-R AWG Algorithntdgration Team (AIT).

* Version 0.2 of this document was created by Andiltidéa of CIMSS and
colleagues. Version 0.2 represents the first drfaftis document.

* Version 1.0 of this document was created by Andiltiiéa. In this revision,
version 1.0 was revised to meet 80 % delivery sisix]

* Version 2.0 of this document was created by Andilthiés. In this revision,
version 2.0 was revised to meet 100% delivery stedsd

2 OBSERVING SYSTEM OVERVIEW

This section gives an overview of the algorithngluding the objectives, characteristics
of the instrument and the products generated byABe Daytime Cloud Optical and
Microphysical Properties algorithm (DCOMP).

2.1 Products Generated

The DCOMP algorithm is responsible for generatihng DCOMP products, which are
cloud optical depth (COD) and cloud particle sig¢’§) for all daytime ABI pixels that

are detected as cloudy. Subsequently liquid waaér . WP) and ice water path (IWP)
products will be derived from COD and CPS.

COD represents the vertical optical thickness betw¢he top and bottom of an
atmospheric column. COD is almost independent ofelemgth in the visible range of
the spectrum. COD has no unit. CPS is supposedepoesent the cloud droplet
distribution. The cloud effective radius, definesl the ratio of the third to the second
moment of a droplet size distribution, is well sditto fulfill this task. CPS has the unit
micrometer (um).

LWP and IWP are a measure of the total mass ofrwata cloud column. The unit is

gram per square meter (g/mz2).
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In our context, “daytime” is defined to be where #olar zenith angle for a given pixel is
less than or equal to @fegrees, for which DCOMP provides full quality puots. To fill

a temporal gap between DCOMP and the nighttimedcjpoperties algorithm (NCOMP)
degraded products for solar zenith angles betw&em@ 82 degrees will be provided by
DCOMP.

The current cloud mask design has four categociear, probably clear, probably cloudy
and cloudy. The DCOMP products will be derived fotels that are probably cloudy or
cloudy.

Table below shows the requirements specification®COMP products as stated in the
GOES-R F&PS version 2.2.

Table 1 DCOMP requirenments specifications

= =
c S g ; 5 ’\ s = 2 IS =
SE |~ | 88| & 58 58 2 =
> £ > 59 N o £2 ; 2 a g S
2g = 83 5 = £ 3 EB = £ =
o o I [ 2= S = o =
@) czrs = 2 = a
=
COD 20% 20% .
T C 2 km 1km 1-50 20% 20% 15 min SZA <65
20% 20% .
COD T FD 4 km 4 km 1-50 20% 20% 15 min SZA <65
2-32 um 4um 4um .
CPS CT C 2 km 1 km 2-50 um 10um 10um 5 min SZA <65
2-32 um 4um 4um .
CPS CT FD 2 km 1km 2-50 um 10um 10um 15 min SZA <65
2-32 um 4um 4um .
CPS CT M 2 km 1 km 2-50 um 10um 10um 5 min SZA <65
Greater of 25 Greater of 25
LWP T C 2 km 1 km | 25-1000 g/m2g/n’ or 15% 2 5 min SZA <65
g/m° or 30%
Greater of 25 Greater of 25
LWP T FD 2 km 1 km | 25-1000 g/m2g/m’ or 15% 2 30 min SZA <65
g/m° or 30%
Greater of 25 Greater of 25
LWP T M 2 km 1km | 25-1000 g/m2 g/ or 15% 2 5 min SZA <65
g/m° or 30%
Greater of 25| Greater of 25
IWP T C 2 km 1 km | 25-2000 g/m2g/m? or 30% | g/m’or 30% 5 min SZA <65
Greater of 25| Greater of 25
IWP T FD 2 km 1 km | 25-2000 g/m2g/m? or 30% | g/m?or30% | 15 min SZA <65
Greater of 25| Greater of 25
IWP T M 2 km 1km | 25-2000 g/nl\z g/m? or 30% | g/m’or 30% 5 min SZA <65
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1-T — total column, CT- cloud top, 2-C-Conus, FIMIEisk, M — Mesoscale, 3- SZA- solar zenith anglmlifier

2.2 Instrument Characteristics

The Advanced Baseline Imager (ABI) is being devetb@as a future sensor on the
Geostationary Operational Environmental SatellitBOES) series, planned to be
launched in 2014 with the GOES-R satellite. ABllvaffer more spectral bands with

higher spatial resolution than the other imagerthef GOES series. The ABI will also

improve on the existing GOES sensors with a higpatial resolution: up to 2 kilometers
for infrared channels and up to 0.5 km for visibleannels. One important new feature
for this algorithm is the 2.26m channel for better particle size retrieval.

_.
=}

SEVRI
G0ES—AB1 |

= =
(=) [a+]
== |

=
.

[
[l V]

o \I\lll\l\lll\lll\lll

o \I\lll\l\lll\lll

ricren

Figure 1 Channel spectral response function for GO&-ABI (red) and the current sensor SEVIRI
onboard METEOSAT in the visible and near-infrared gpectrum.

Figure 1 shows the spectral response functions @QE&ABI in the visible and near-
infrared part of the spectra. This image also iatdis that the Spinning Enhanced Visible
and Infrared (SEVIRI) sensor onboard the Europeansigtionary satellite system
METEOSAT Second Generation (MSG) has only sligttfferent response functions for
GOES ABI channels 2, 5 and 7. Therefore, SEVIRVédl suited to provide proxy data
to test the GOES ABI algorithm before launch. Tableummarizes the channel settings
used by the DCOMP approach.

Table 2 Channel numbers and wavelengths for ABI anthe usage within the retrieval.

Channel Wavel ength range (xm) Used for the
Number algorithm

0.45-0.49 (0.47)

0.59-0.69 (0.64) v

0.846-0.885 (0.865)

1.371-1.386 (1.378)

1.58-1.64 (1.61)

2.225-2.275 (2.25) v

3.80-4.00 (3.9)

VNP WIN

5.77-6.60 (6.15)
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9 7.0
10 7.4
11 8.5
12 9.7
13 10.35
14 11.2
15 12.3
16 13.3

3 ALGORITHM DESCRIPTION

3.1 Algorithm Overview

Cloud optical depth and cloud particle size disttitin describe almost completely the
radiative properties of a cloud. They charactetieimpact of clouds on the energy and
radiative budget of the Earth, which is why botlogarties are used to parameterize
clouds in global climate modelSi{ngo, 1989]. Precise retrievals are critical to imprayi
climate models.

Knowing a measure of the size distribution with C&8 a measure of the vertical
thickness of a cloud column given by COD also eesmhletrievals, under certain
assumptions, of the amount of water within the dloYe separate this value into liquid
water path (LWP) and ice water path (IWP) to cqoesl with the dominant water phase
in the cloud.

Note, that within this documentation the term “QldRarticle Size” (CPS) is synonymous
with cloud effective radius and vice versa. Clouatigle size distribution can be

represented by the cloud effective radius (REF)¢clwvis defined by the integral over the
third moment of the distribution over its secondmemt. This definition makes it clear,
that REF is an effective parameter for size distidn for remote sensing problems.
Since the definition represents the ratio from thstribution volume of the cloud

particles over its cross-area, it shows one offtimelamental topics, the separation of
absorption and scattering processes. Clouds cae kavy different particle size

distributions, but the impact on the measured radidfield is determined by effective
radii.

When discussing the scientific background of tlgoathm, we will use the term cloud
effective radius with the mathematical symbplto be consistent with other scientific

publications. In all sections dealing with the pesing and technical details of the
algorithm, we will use the term CPS.

DCOMP is based on earlier methods that also retr@deud optical depth and cloud
effective radius from visible and near-infrared wigngths [Nakajima and King, 1990]
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[King, 1987;Nakajima and King, 1992]. To briefly describe the underlying ideatlo#

retrieval, cloud optical depth, referred to absiorpfree wavelengths (for instance to 550
nm), is determined by the amount of light scatgtry cloud droplets. The size of the
droplets is responsible for absorption and thesitenm to a new direction of scattered
photons, expressed by the phase fund®@f), which is a function of the scattering

angle{ . Since REF is a measure of the volume of cloud @esi it is mirrored in

absorption amount of clouds. The basic premisaas €OD and CPS are inferred from
solving the radiative transfer equation for a stlglyered, plan-parallel homogeneously
distributed cloud above a Lambertian surface. Tétgewval concept is based on a 1D
radiation concept where a cloud completely covepxal.

The DCOMP algorithm uses an absorption-free chatmeaktrieve the cloud optical

depth by measuring upward backscattered radianteises an absorption solar channel
to estimate particle size through the observed amadi absorption. Simultaneous

measurements are required since estimating opdiepth from backscattered signals
requires the phase function. The amount of abswrptannot be separated from
extinction by scattering without measurements aom@servative channel, such as the ABI
channel 2.

The cloud optical thickness and cloud particle sige retrieved from measurements of
the GOES-ABI channels 2 and 6 centered in the leisipectra atd,, = 0.64um and in

the near-infrared spectra A, =2.25m. The channel pait,q=0.64um,
Ar =1.60um was applied during the pre-launch phase to the teat i of SEVIRI

measurements. Cloud water content (e.g. LWP/IWP) earetrieved with some simple
assumptions of vertical distributions of cloud droplets W@®D/CPS products.

An adequate transformation scheme s established to dranstthe radiance
measurements into reflectivity quantities by consideriegggometrical constellation.

A doubling/adding radiative transfer model (RTM) is usedolve the forward problem,
i.e., the derivation of satellite sensor signals (radiabgeimulating the transfer of solar
radiation through the atmosphere for given cloud parasiefaditionally, the RTM
calculates transmittance and spherical albedo of a dayet. Inferring the optical
properties from measured satellite radiances is callethvieese problem. This problem
will be managed by a 1D-var optimal estimation approachuriéri assumptions and
covariance matrices depend on prior knowledge of clinate sets.

The current COD/CPS algorithm is implemented in the NOAARES AIT processing
framework. Its routines are used to provide all of theeovations and ancillary data in

advance of the COD/CPS algorithms. The algorithm is dedigm run on segments of
data where a segment is comprised of multiple scan lines.

The retrieval strategy includes in general:

14



» Applying a radiative transfer model to quantify thBuence of the cloud
microphysical parameters on the backscattered smdization measured at the
sensor.

* Generating look-up-tables (LUT) for cloud refledtyvof one channel in visible
spectrum at 0.@m and for one near-infrared channel ath2 for a wide range
of possible sun/sensor geometry constellations.

* Receiving from the processing framework all oth€@HES-ABI derived (cloud
mask, cloud height, and cloud phase) and ancitlatg needed by the COD/CPS
algorithms.

» Using 1D-var optimal estimation inversion technisjte retrieve the optical
thickness and patrticle size from LUTs of channBéativity based on optimal
estimation method.

Since the algorithm is mainly pixel-based, it i3 sensitive to the choice the segment
size. DCOMP does not suffer from edge effects tliyedn its current operation, we run
the daytime COD/CEPS on segments that contain @&@-lenes. The only reason to
consider a different size may be memory use oe@sired by other algorithms run in
parallel.

3.2 Processing Outline

The processing outline of the DCOMP is summarizeBigure 2. The daytime DCOMP
algorithm is designed to run on segments of datargita segment is comprised of
multiple scan lines.

The current DCOMP algorithm can be implementechimn AWG AIT framework. This
system provides all primary sensor inputs and kmgildata and generates the output
files. The DCOMP algorithm can run on segmentsatédas all cloud algorithms do, but
can also run on individual pixels if all of the utpdata and ancillary data sets are
available.

The DCOMP retrieval needs the following producisnirother GOES-ABI retrievals:
cloud mask, cloud top pressure and cloud phaseertUith@ current processing structure
the generation of these products is done in theegaocess unit in a pre-defined order in
advance to the DCOMP retrieval for each segmerg.aidtual DCOMP retrieval starts at
the first call (segment) with testing the chanretisgs and loading all LUTs and the
coefficients for water vapor correction in memofhe memory will be freed after the
last scan line is completed.

There are two different kinds of look-up-tablesbi read in. The cloud LUTs include
reflection, transmittance, cloud albedo and clopbesical albedo tables. The ancillary
data LUTSs include coefficients to estimate transiois in cloud-free layers for ozone
and water vapor. The data from the LUTs are aecesm@ an auxiliary library with a
get_|ut_data subroutine.
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For each segment a measure for spatial homogeisedsiculated, and surface albedo
values are read into a local variable. Afterwarthe pixel-by-pixel loop begins with
several validity tests and the aliasing of framdwparameters to local pointers in the
subroutineassign_local_var. The tests reject pixels that (1) look into spare, outside
valid sensor and sun angle range, are (2) clowg-tre (3) have no valid cloud pressure
or cloud phase. If the input data pass each testptogram sets alias variables for all
primary and ancillary input data valid for the @nt pixel.

Subsequently, atmospheric corrections are exeduotethe cloud-free layers above and
below the clouddtmospheric_correction subroutine). We correct the atmosphere for the
upper layer by estimating the real top-of-cloudlegfince by adjusting the TOA
measurement, and by estimating a virtual surfabedal that includes atmospheric
extinction for the atmosphere below the cloud.His tway, an observation vectgris
defined as the input of the inversion through atinogl estimation technique with a
modified surface albedo. The result of the inverseoa COD/CPS pair from which the
liquid water path or ice water path will be caldald respectively. Those four products
and a common quality flag are stored in the oufprays.

Within the retrieval loopdptimal_estimation see Figure 3), an iterative 1D-var optimal
estimation technique is applied (OE). It startthwie definition of a priori values of the
state vector and the appropriate observation amdsgheric state covariance matrices.
The cost will be calculated for each iteration st€pe cost parameter updated at each
iteration is initialized with the biggest possiblalue for this data type (cost = HUGE()
for FORTRAN). Each iteration step of the retrielp requires search events in the
LUTs. Comparison of the TOC reflectance (the oleon vector), derived by the
forward model represented by the LUTSs, to the nmmsent defines a cost surface
function. The OE algorithm’s task is to find themma value on this surface. The
gradient of the cost serves as a compass pointmghill to the deepest point. The a
priori values can be seen as a weighting functooritfe cost surface and help to speed up
the state vector journey.

If the cost falls below a pre-defined threshola solution is found and the retrieval loop

will end. Otherwise, if a maximal number of iteoats is exceeded, no solution could be
found. The quality flag gets a corresponding value.
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3.3 Algorithm Input

This section describes the input needed to prottes®COMP. As previously mentioned, the
framework provides the required cloud mask, cloydet and cloud height products to the
DCOMP algorithm. It is possible to run the programa stand-alone code if cloud mask, cloud
phase and cloud height data are obtained fromferelift source.

3.3.1 Primary Sensor Data

The list below contains the primary sensor datal useDCOMP retrieval. Primary sensor data

refers to information that is derived solely frolretABI observations and its associated geo-
location information. The DCOMP algorithm uses loadied reflectance percent (0-100) as input.
However, inside the algorithm, the input is conedrto calibrated reflectance (0-1), which is

reflectance percent / 100.

Table 3 ABI primary sensor input

Name Type Description Dimension

Ch2 reflectance | Input| Calibrated ABI level 1b refence grid (xsize, ysize)
percent at channel 2 resampled to 2
km

Cheé reflectance | Input| Calibrated ABI level 1b refence grid (xsize, ysize)
percent at channel 6 resampled to 2

km
Latitude Input | Pixel latitude grid (xsize, ysize
Longitude Input | Pixel longitude grid (xsize, ysize)

Solar geometry Input | ABI solar zenith and azimutglas grid (xsize, ysize)

View geometry Input | ABI view zenith and azimuth lsy | grid (xsize, ysize)

3.3.2 Ancillary Data

The following data lists the ancillary data reqdite run the DCOMP algorithm. By ancillary
data, we mean data that requires information radtided in the ABI observations or geolocation
data. Ancillary data includes data such as landsmogv masks, NWP and RTM data as well as
the lookup tables (LUT) that are used in the fooMawodel calculations. Detailed descriptions of
the land, surface albedo, snow mask and NWP datdescribed in the GOES-R Algorithm
Interface and Ancillary Data Description DocumehtADD). The NWP and RTM data, which
are at NWP resolution, are interpolated to pixeélas described in the AIADD. The snow mask
is primarily the IMS snow mask, which is interp@atto pixel level, as described in the AIADD.
However, the GOES-R Snow Mask is used as a backaase the IMS snow mask is not
available. Table 4 lists the non-LUT data which ased in DCOMPETrror! Reference source

not found. lists the NWP data that are used in DCOMP B&rrdr! Reference source not

found. lists the information in the DCOMP LUT.

* Land mask
» Surface clear sky reflectance (Albedo)
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Snow Mask

Numerical weather prediction (NWP) data NWP data are used to estimate the
absorber mass for atmospheric correction of waiporvand ozone absorption and the
determination of surface pressure for aerosol aadeiyh correction. DCOMP uses the
same ancillary data as all cloud algorithms. NWt @ae transformed to the ABI grid
outside the DCOMP algorithm in the full ABI procegsscheme in the framework. This
and more details will be explained in the AIADD datent which describes NWP data
used in all cloud algorithms.

Look-up-tables: Look-up-tables are provided for cloud propertied #or transmission
coefficients. The LUTs will be generated in advaand are static ancillary data. The
LUT generation is described more in detail in sec.4.2.1. Cloud properties LUT set
consists of four data files for ice and water phese for both channels. Transmission
coefficients are provided in one LUT file.

Table 4 Non-LUT ancillary data.

Name Type | Description Dimension
Land mask input | Land —sea mask 1 km
Surface reflectance inputl MODIS white sky albedo| kil
Snow Mask (IMS) input | IMS derived snow mask 1km
Table 5 NWP input data
Name Type | Description Dimension
Pressure profile input NWP pressure profile with gr|_d (xsize,

nlev number of levels ysize,nlev)

. . NWP temperature profile | grid (xsize,

Temperature profile input | . )

with nlev number of levels | ysize,nlev)

NCEP Water vapor profile rid (xsize, ysize
Water vapor profiles input | data withnlev number of 9 » YSIz€,

nlev)

levels
Ozone amount input| NCEP ozone amount data grid€xgsize)
Surface Pressure inputt  NCEP surface height data id (xgize, ysize)
Table 6 LUT ancillary data
Name Type Description Dimension
Cloud Inout Cloud reflectance as a function of (9x29x45x45x
properties P effective radius, optical depth, solar | 45)
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LUT

zenith angle, local zenith angle and
relative azimuth difference angle
Cloud transmission as a function of
effective radius, cloud optical depth and9 x 29 x 45)
incoming angle
Cloud spherical albedo as a function af(9 x 29)
effective radius and cloud optical depth
Cloud albedo as a function of effective
radius and cloud optical depth

(9 x 29 x 45)

Transmission
coefficients | Input

LUT

Three ozone transmission coefficients
for channel 2

Three water vapor transmission
coefficients for channel 2 and 6.

3

(2x3)

3.3.3 Derived Data

The following lists and briefly describes the dttat are required by DCOMP that are provided
by other ABI algorithms.

Cloud mask

A cloud mask is required to determine which pixas cloudy and which are cloud free,
which in turn determines which pixels are proces3éds information is provided by the
ABI Cloud Mask (ACM) algorithm. Details on the ACAfte provided in the ACM

ATBD.

Cloud top pressure

Cloud top pressure is required to determine theusatnof absorber mass by water vapor
above the cloud for atmospheric correction. Thisrimation is provided by the ABI
Cloud Height (ACHA) algorithm. Details on the ACH&e provided by the ACHA
ATBD.

Cloud phase

Cloud phase is required to determine which LUT acevater are used for forward model
calculations. This information is provided by thBIACIoud type/Phase algorithm. Details
on the Cloud Type/Phase are provided by the Cloye/Phase ATBD.

Snow mask

Using the snow mask, each pixel is flagged intéyreed snow or clear. In addition, if a
pixel has a 1J/m brightness temperature of greater than 277K, nbg/snask is turned
off.

3.4 Theoretical Description

For better readability and to be consistent witteopublications, the terms cloud optical depth
and effective radius are represented by the mattieahaymbolsz, andr,, respectively.

3.4.1 Physics of the Problem
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Table 7 Parameters and mathematical symbols used @hapter 3.4.1

Parameter Symbol Typical Value
Reflectance ( at top of atmosphere, top of cloud)R (R, Roc) 0.4
Reflectance backscattered to sensor R, 0.1
Transmittance function (above, below cloud)  T(T_,T,.) 0.95

.. through water vapor including trace gases LI 0.91

.. through ozone, aerosol, air molecules Tos T T, 0.93

.. for cloud, downward, cloud upward T.,T, 0.8,0.8

Local zenith angle, cosines of 6, u 34,0.7

Solar zenith angle, cosines of 6,, U, 34,0.7
Relative azimuth difference Ay 120

Optical depth for clouds, Rayleigh, aerosol T,,T,,T,, 12 0.03 0.05
Background optical depth for Rayleigh, aerosol 7, 7., 0.044 0.1
Cloud, particle radius, Effective radius rr, 10um

Cloud droplet number distribution n(r) 1000

Phase function P 0.3

Rayleigh phase function P 0.2
Scattering angle J 123 deg
Cloud albedo A 0.4

Spherical cloud albedo R 0.1

Azimuthal averaged reflectance R 0.1

Air mass factor AMF 2.9
Asymmetry parameter g 0.7
Single-scattering albedo w, 1

Surface pressure, cloud top pressure Pges Pe 540hPa 1013hPa

Solar radiation

3.4.1.1Basic Considerations

Cloud radiation characterizations in the shortwave ravfgthe infrared spectrum are almost
exclusively a function of cloud optical depth (also reddrto as cloud optical thickness) and the
cloud droplet distribution n(r), which can be representethb integral of the third moment over

the second moment of the distribution of particle sizeetfetive radiusr, [Hansen and Travis,

1974]:

J'r3n(r)dr
fr ==
¢ J'rzn(r)dr
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It has been shown that the effective radius reptesadequately the radiative properties of a
cloud, which are largely independent to the shame w&idth of the droplet distribution. The
values of effective radius vary usually betwegrs 3umandr, = 40um for liquid cloud phase
and up tor, =100um for ice clouds. As a simplification, cloud optical depttedmines the

guantity of scattering processes, while cloud droplet szresponsible for redistributing the
direction of the scattering processes, expressed as dse fimction P(r). Cloud optical depth
and effective radius are often used for the charactenzaficlouds in global climate models.
Both together describe completely the backscatter signatareloud.

For the retrieval instead of a measured direct solazatefl radiancke [Wm™?nm™sr ], we use a
measure of reflectivity R for each wavelength. Thoseuesl may be calculated under

consideration of the spectral solar constanf Wmnm™], the sun zenith anglé, and the local

zenith angled as
nL(6,,6,1)

R(G,,6,1) =
(6. 6.4) F,(A)cosb,

(2)

By using R instead of L we avoid an overestimation oftsfenre channels, where the solar
irradiance is bigger than for longer wavelengths.

Cloud optical depth represents optical characterizatiorsidle wavelengths and can be
expressed as a function of the scattering coeffi€Qerihe droplet size distribution(r) and the

droplet radius :

7= [n(r)Q(r,A)zr* dr 3)

The cloud liquid water path may be derived with the cloudcapthickness and the droplet
effective radius estimates using the following equatiephens, 1978] , Bennartz, 2007]

LWP = g .10 (4)
wherep is the density of liquid water.

The ice water path (IWP) can be derived by (Heymsfiz0@3):

_ Tél6'84
0.065

(5)

This relationship fits the observations for several locatenmd experiments, as described in the
Heymsfield paper. Eq. (5) leads to big differences ingammson to traditional methods which
use a small dependency to cloud particle size similar tedhation for liquid phase. Figure 4
shows big differences in the retrieved IWP product fded#int methods.
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Figure 4 Comparison of Heymsfield method to a tradional method (dashed line) of calculating the icevater
path from optical depth.

It has been shown that using two channels in thiblei and near infrared spectrum is sufficient
to retrieve both parameters (King 1987, Nakajimd King 1991). The underlying principle on
which these methods are based is the fact thatlthel reflectance at visible wavelengths is
primarily a function of the cloud optical thicknesahile the variations in the measured
reflectance in the near infrared water-absorbiranaels are mostly affected by the particle size.
The basic premise is that DCOMP is inferred fronutson of the radiative transfer equation for a
single-layered, homogeneously distributed cloudvat®Lambertian (isotropic) surface. A cloud
with a given optical thickness and cloud effectiparticle size can be described by its
reflectance/transmittance functions. To speed up plocess for operational retrievals, the
reflectance/transmittance functions for both icd amter clouds are pre-calculated and stored in
look-up tables (LUTSs). Further description of theqess used to develop the LUTs is given in
the following section, as is the methodology to theeLUT to infer COD/CPS.

3.4.1.2Radiative Transfer Calculations

To simulate the radiative properties of a cloudloabling-adding model is used. In this model
the atmosphere comprises three layers, two cleegl{ryers and a cloud layer in between. The
doubling-adding method to solve radiative trangfesblems are widely used in the scientific
community. This technique was developed by van déstH It generates fast and accurate
estimates of light distribution in a cloudy atmosph It assumes knowledge of the reflection and
transmission properties for a single thin homogesedmosphere layer. The basic principles can
be found in several publications, such as Goody dodng van de Hulst or Thomas and
Stamnes. These calculations generate look-up talbleboud parameters. The LUTs are static
and will be provided as ancillary data.

A general expression for the radiative transfethe absence of thermal emission within the
atmosphere can be formulated as:
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L) = )= [P ppt ¢ W ) ©)
T 4y 2

Measured attenuation of solar radiance is a functab the single scattering albedwo,, the

scattering phase functioR and the incoming solar radiation. The reflected solar radiance at
wavelength with no thermal emissions is a resulalidorption and scattering processes within
clouds and at the surface. Extinction in visiblevelangths is caused by scattering directly
proportional to scattering cross-area. The sizelofild particles determines the shape of the
scattering phase function and is therefore esdettdiaetrieve the angular distribution of
backscattered light. The amount of absorption anciel 6 is directly proportional to the absorber
volume. Extinction in absorbing channel is influeddy water absorption and thus, is a function
of cloud particle size. The simultaneous retriedalCOD and CPS is required since scattering
and absorption partition on extinction can otheewist be separated.

Radiative transfer simulations have been perfortoetteate a dataset as a basis for the forward
calculations during the inversion process. Theyukhacover the entire range of possible
conditions and account for all parameters and R affecting the retrieval.

The RTM needs single scattering phase functionsvéder and ice droplets. Water particles were
taken to be composed of spherical droplets at allelengths and Mie scattering/Afjscombe,
1980]) was assumed for the inference of scatterimyabsorption properties.

For a given droplet size distribution and opticahstants of water, a Mie-code returns extinction
and scattering coefficients and the scattering @hasction, which describes the angular
distribution of scattered light in a single scattgrevent. The droplet size distribution is
approximated by an analytical function, the modifi@amma-Hansen function

-3, -r

n(ry=r ® g*® (7)

which is determined by two parameters: the effectadiusr, and a dispersion, about the

effective radius. We assume for the dispersior {ghanean effective variance, a measure for the
distribution width) a value of 0.1.

The RTM employs a delta-M scaling of the phase tionc The model runs with a dataset on

atmospheric temperature and cloud microphysicgbgntees. Clouds are treated as plane parallel
homogeneous layers of water, ice or liquid, drapl@he optical properties of the droplet size

distribution are parameterized in terms of theatiVe radius.

A single-layered fast RTM is used for simulating tteflectance at the top of the atmosphere

(TOA) for the ABI solar and near-infrared channdlse atmosphere in this model is divided into
two cloud-free layers with a cloud layer betweed amon-reflecting surface.
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Figure 5 Example of simulated cloud reflectances a& function of optical depth and effective radius ér ABI-
channel 2 (left) and channel 5 (right). Satelliteemith is 20, Local zenith angle = 20 and Relativezamuth angle
= 140.

Figure 5 illustrates that the reflectance in nosesbing ABI channel 2 is primarily a function of
cloud optical thickness. The reflectance is alnfodlyy explained by the variations in optical
depth, there is only weak sensitivity to effectinaglius. The right panel of Figure 5 shows that
reflectance in Channel 6 is also highly sensitveclbud optical thickness for thin clouds with
7. <10. At thicker clouds this behavior changes to a argiensitivity to effective radius.

The situation for ice clouds is more complex as pheticles are generally not spherical. The
assumption of spherical particle shapes for thelwse leads to substantial errdvBghchenko

et al., 1996]. Ice clouds are currently composed of atumnéx of habits consisting of droxtals

(primarily for the smallest particles in a sizetdiution), hollow and solid columns, plates, 3D

bullet rosettes, and aggregates. Current reseatohtias are underway to implement 3D bullet
rosettes with hollow bullets, which more closelyagximate those observed in ice clouds. The
hollow bullet rosettes also have very differenttsrang/absorption properties than those of solid
bullet rosettes.
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Figure 6 Theoretically computed cloud reflectancéunction for water phase of ABI channels 2 and 6for an

reflectance [CH 2]

arbitrary geometrical observation constellation.

1.2

1.0

0.8

reflectance [CH 6]

ABI Ice Phase

T T ! T T T T ! T T T T T T
Lo 'satzenith- 300| | i . E
- ABl | 5ol zenithi= 30.0 .
- : azi differe = 55.0 |

0.6
reflectance [CH 2]

Figure 7 Same as Figure 6, but for ice clouds.
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Figure 6 and Figure 7 show visualizations of tlmdlreflectance function for an arbitrarily
chosen observation geometry for ice and water cloGdlored lines are the iso-lines of effective
radius and black lines are the iso-lines of cloptical depth. The line of equal 2.5 micron
effective radius in the water cloud image crossebries of bigger particle distributions. The
solution for measured reflectance values in thggoreis ambitious.

The following cloud parameters are extracted framgimulation output:

» Cloud reflectance:The cloud reflectanc®. is a function of observation geometry and
the cloud parameters andr, . It denotes the bidirectional reflectance functodithe

cloud for light coming from above (i.e., the Suffhe RTM is able to calculate the

radiative flux at any level in the atmosphere. Tée between incoming and outgoing

radiation at solar zenith, local zenith and azimanfyles denotes the cloud reflectance, as

defined in

Eqg. (2).

it (r,,r1,,6,,6,4)
F,(A)cosé,

Re (7,1, 6,6,00)= (8)

e Cloud transmission: Cloud total transmission (diffuse plus direct) adotilated by
computing the ratio of solar flux and the measuestiance below the cloud in the
incoming path direction:

i (r.,r,.6,)

T.(7..r..6,)= 9
o(Teate:6o) F, (1) cosd, ®)
* Cloud albedo: Cloud albedo, also referred to plane albedo, depinet overall
backscattered radiance at a cloud level:
1 2l
AT 1o)== [ [R(ET okt g B9)2U, G AP (10)
00

» Cloud spherical albedo:Cloud spherical albedo is found by integratingdliggoing
radiance over all azimu#ingles as:

2l

, _ 2
R ()=~ j { j j R (T, o M,y AP d (A¢)}duo (11)

LUTSs for both water and ice clouds that contairckdud parameters described above for relevant
ABI channels were generated. The reflectivity LUAre computed assuming a cloud above a
non-reflecting (black) surface. With this simpldi@pproach, there is no atmosphere and also no
aerosols in the layers above and below the cloyerldNor is there multiple scattering between
the cloud and a reflecting surface.
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3.4.1.3Impact of Surface Reflection

We consider the cloud as a single-layer homogemgdistributed cloud layer over a Lambertian
surface having an albedm, The calculations possess reflectance and tratasmoé functions
given by R (7.1, 4, 4 ,Ap) andT (7., 1., 14,), Wwhereu is the cosine of the local zenith anglg,

is the cosine of the solar zenith angle, @l is the relative azimuth angle between the directio
of propagation of the emerging radiation and theident solar radiation, respectivelyhe
diffuse and direct cloud transmittance is denotgdrbfor light from above, andr, for light

from below (following King, 1987). The total clowgixface bidirectional reflectance functign
at the top of the cloud (or atmosphere) can beessad by:

Rroc = Rﬁlf‘ﬁnﬁ (12)

Since R, redirects downward the radiation from all incideamgles, it is a directionally-
integrated parameter; thus, it is only a functibicaand r, . The valu€el, is the cloud downward

transmittance at the solar zenith anglelt is a hemispherically-integrated parameter téng a
function of optical thickness, effective particlees and the solar zenith anglB=f(z, re, Lb).
King (1987) discussed the use of reflected soldiateon measurements to infet

3.4.2 Mathematical Description

This section describes the mathematics used byrdtreeval, including all simplifications,
approximations, and numerical methods. This sec¢ti@ivided in the description of the LUTs as
the representation of a forward model, the corectf atmospheric impacts on the measured
input data, and the inversion method.

3.4.2.1Sructure and Interpolation of LUT Data

Section 3.4.1.2 describes the radiative transfatehosed to generate look-up tables. These
tables store cloud parameters, which are usedfaraird model calculations within the retrieval.
These computations are carried out in advance.déhged LUTs are provided as ancillary data
algorithm input. The access and interpolation efltkiTs are part of the retrieval.

The LUTs are generated both for water and ice dotitie following GOES-ABI channel lookup
tables will be provided for water and ice clouds:

e Ch2:0.64um
« Ch6:2.20um

The following parameters have been included irldbkup table sets.
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For water clouds the following set-up is determined
1. 45 Solar zenith angles: 0 to 88 degrees in ste@defrees.
2. 45 Local zenith angles: 0 to 88 degrees in ste@sdegrees.
3. 45 Azimuth angle difference: 0 to 170 degreesapsif 5 degrees
170 to 180 degrees in steps of 1 degree
4. 9 Effective radii: defined in log10 spaee 0.4 to 2.0 in steps of 0.2
5. 29 Cloud optical depths: defined in l1og10 sp&¢e0.6 to 2.2 in steps of 0.1

The set-up for ice clouds is defined as:
1. 45 Solar zenith angles: 0 to 88 degrees in ste@gefyrees.
2. 45 Local zenith angles: 0 to 88 degrees in stef@sd&grees.
3. 45 Azimuth angle difference: 0 to 170 degreesépsif 5 degrees
170 to 180 degrees in steps of 1 degree
4. 9 Effective radii: defined in log10 spaekx 0.4 to 2.0 in steps of 0.2
5. 29 Cloud optical depths: defined in 1og10 sp&¢e0.6 to 2.2 in steps of 0.1

As described in Section 3.4.1.2 LUTSs are caledldbr the

1. Cloud reflectivity function calculated for a norfletive surface (albedo = 0) as a
function of cloud optical depth, effective radigslar zenith , local zenith and relative
azimuth angle difference with a dimension of [4646,9,29];

2. Cloud transmission function as function of cloydical depth and effective radius and
solar zenith angle (dimension [45,9,29));

3. Spherical albedo as a function of cloud opticgdtdeand effective radius ([9,29]); and

4. Cloud albedo as a function of cloud optical degoild effective radius and incoming
angle (9,29,45).

Within the LUTSs the values will be searched withelar interpolation for all dimensions.
Standard models of linear interpolation as desdribéNumerical Recipes” are used for this
step.

3.4.2.2 Atmospheric Correction

Atmospheric correction is needed to take into antany extinction processes in the
atmospheric column. Table 8 summarizes all parametahis section.

Table 8 Parameters used in the section “AtmospheriCorrection”

Parameter Symbol Typical Value

Reflectance ( at top of atmosphere, top of cloud)R (R,,R.) 04
Reflectance backscattered to sensor R, 0.1
Transmittance function (above, below cloud)  T(T_,T,,) 0.95
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.. through water vapor including trace gases L 0.91

.. through ozone, aerosol, air molecules Tos Toe o T, 0.93

Local zenith angle, cosines of 6, u 34, 0.7

Solar zenith angle, cosines of 6,, U, 34,07
Relative azimuth difference JAY/) 120

Optical depth for clouds, Rayleigh, aerosol T, T, T, 12 0.03 0.05
Background optical depth for Rayleigh, aerosol 7, .7, , 0.044 0.1
Effective radius r, 10um
Rayleigh phase function P 0.2
Scattering angle J 123

Cloud albedo A 0.4

Spherical cloud albedo R 0.1

Air mass factor AMF 2.9
Asymmetry parameter g 0.7
Single-scattering albedo w, 1

Surface pressure, cloud top pressure Pges Pe 540hPa 1013hPa
Water vapor mass Uy o 0.17 dm
Ozone mass Ug, 382 Dobson

Atmospheric corrections will be carried out during theiegal process at the pixel-level before
the inversion process starts. A two-level atmospheriecton scheme is applied.

First, the atmospheric transmittance above the cloud isntietd. The radiative transfer can
influence the observed signal at TOA in different wéydinction of the direct photon path leads
to a reduction in the reflectance at the TOA signal. Soagt@rocesses, which deflect photons
into the observed path, increase the signal. The taflee at TOC can be calculated as:

_Roa"Ra
Rioc = - — (13)

ac

The values in Eq.(13R., R, and Ry, are the reflectance portions at TOC, TOA and the
backscattered amount, respectively. The total transmigjombove the cloud ranges between 0

and 1.R. is compared with the theoretical computed cloud reflectdcduring the inversion
process.

For the atmospheric layers below the cloud, the atmospin@nemission is considered by
introducing a virtual surface albedo. The extinction Wwettoud expressed by, . can be treated

as a reduction of the surface albedo:
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A&fc,v = A‘schbc (14)

The virtual surface albedy, , substitutes the real surface albedlg for forward calculations in
Eqg.(12).

Non-negligible scattering processes occur onlyeisible channel. Extinction is considered for
scattering processes caused by air molecules (ighydeattering) and aerosols and from
absorption caused by water vapor, other trace gasdsozone.

The transmission and backscattered reflection salmeler consideration of the relative amount
of extinction in both channels are broken downaddisws:

Tac,VIS :Tr Taer T03 Th20 (15)
Tac,NIR = Th20 (16)

We consider a backscattered sigigl, only in the visible channel from Rayleigh scatigriso
that

Reavis = Reas 17)

Rsca,NIR = 0 (18)

The following subsections explain the individuaitpaf atmospheric correction in detail.

3.4.2.2.1 Atmospheric Correction for Rayleigh scattering

Rayleigh scattering has a primary impact in théleschannel. Scattering in the near-infrared
channel at 2.21m is weak and negligible and is therefore ignorethe DCOMP algorithm. The
potential error especially for thin clouds or hgbserving and solar angles reaches values from
more than 10%. Figure 8 depicts the importandeayfieigh correction for cloud optical depth
retrieval.
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Figure 8 Potential error in percent if Rayleigh correction is nct applied as a function of 7 and solar zenith
angle. Observation angle is 43 degrees and effe@ivadiusis 8 /m.

The correction scheme mainly follows the correcBoheme b[Wang and King, 1997], which
was also applied to MODIS processing. We consigeffull atmospheric column of Raylei
optical depth ag, , = 0.044. The resulting Rayleigh optical depth ae the cloud is calculate

by
T, =T, P (19)
psfc

where p, denotes the cloud top pressure provided by the@Buid Height algorithm an pg,
denotes the surface pressure and is provided by\ttieé datase

It was assumed that the upward radiance at TOAeasroken down into forcomponents by a
single scattering assumption:

0] direct molecular scattering without reflection fréhe cloud

(i) single scattering in the air toward the cloud fakal by reflection from the cloL
(i) as (i), butvice versa; ar

(iv)  direct reflection of thisolar beam from the cloud.

[Wang and King, 1997]stated that under the single scattering assumgtiersignal at th
sensorR,,is composed of fourarts by using cloud albedd, , the Rayleigh phase functitP :

RO(,,6,6,09) =" 0%LD) (20)
At
RO(7,,7,.1,.0,8))=—— A, (tc 1, O) (21)
24,
R (7, rc,re,e,e(,):Z%Ab (e X, 8y )" (22)
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RV(r.,1.,1.,0,6, Ap)=R . (T, 1. 0.6, App ™" (23)

RTOA =R + R + RN 4 RV (24)

where AMF =+ is air mass factor. Note that all symbols arengefin Table 8.

The four parts are the direct scattering at amaiecule without reflection from the clou®{’),
a scattering first at an air molecule with a subseq reflection at the cloudR™), the reflection
first at the cloud top with a subsequent scattegivient at an air moleculeR""), and the direct
reflection at the cloud top R™)

We assume a Rayleigh optical depth for an atmogpbelumn from the surface to TOA for the
visible channel ofr,, = 0.044. Rayleigh optical depth above the cloud are eséthhy

r =P [ (25)

Psc
where py, and p, are the surface pressure and the pressure dbtietop, respectively. We use
an NWP re-analysis surface pressure figr and ABI cloud top pressure fpy. The Rayleigh
phase function is expressed by

3
F(6.6,.09)= (1+cos § 6, Ap]) (26)
where {(6,6,,A¢) is the scattering angle.

The cloud albedo functior, is given as pre-calculated LUTs as a functiomof,, 8, . Thus, the

Rayleigh atmospheric correction should be a part of then@ation process for a perfect
solution. However, the potential error is low and the caatmnal cost would be immense if the
Rayleigh correction would be a part of the inversion.sTho simplify the retrieval we
approximate the effective radiug to be10um for water clouds and approximatedpdum for

ice clouds. The residual problem turns to a 1D proldadhthe corresponding cloud optical depth
can be found now by searching the minima differdretgveen the observation in the visible
channel and the LUT values for the visible channel foctiasen effective radius.

So, all needed parameters of equations (20) - (2d)ieee.

The terme ™" in Eq.(23) is the total two-way Rayleigh transmission funcligrof the photon

path on its way from the top of the atmosphere to the cloddce and back to the sensor. Now
we can use equations (20) to (24) to formulate a Raybpghific version of equation(13):

_ R =(RV+R" +R™)

Rroc T (27)

The values to include in equations (15) and (18)aarfollows:
T s =€ (28)
T, e =1. (29)
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Reas = R + R + R (30)

3.4.2.2.2 Atmospheric Correction for Aerosol Scattering Eféec
For atmospheric correction of aerosols above clovglassume a background aerosol optical

depth of 7, ,= 0.1 with an asymmetry parametgrassumed to equal 0.6. The expression for the
aerosol optical depth above a cloud takes intowatddhe assumed vertical distribution of aerosol

in the atmosphere with
4
e =[5 | Tawo (31)
psfc

Forward scattering dominates the aerosol phaseifunaf the aerosol. Thus, it is appropriate to
substitute the optical depth by the scaled optiegth as:

Toe = T (1- @) (32)
Background full-path aerosol parameters are sunzedin Table 9.

Table 9 Global settings for aerosol parameters

Parameter Symbol Value
Aerosol optical depth T 0.1
Single-scattering albedo w, 0.9
Asymmetry g 0.6

The relevant parameter for the correction scheme is

Toerwis = e (33)

aer

We assume transmission in the infrared channelaaithe backscattered portion as
insignificant.

3.4.2.2.3 Atmospheric Corrections for Water Vapor Absorptaord Trace Gases

To simplify the atmospheric corrections, the traisson of gas is parameterized as an analytical
function of the effective absorber amount.
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Water vapor transmission is a function of the watgror mass. MODTRAN simulations are
used to find coefficients, , , which are applied to find the optical depth of @ratapor

according to:

li0a = Cop + Cialh o + Cznuazo (34)
whereu, ., is water vapor mass in m.
The transmission is now computed by:
THZO - e—AMF Tio (35)

where AMF is the relative air mass for both waysfrthe top of atmosphere and badak,, , is

the optical depth of water vapor for a certain wength, c are coefficients retrieved by
MODTRAN and W is the water vapor amount above tbad:

| ABICh 2 ABICh 6
G 0.000373583 -0.0000066015
c, 0.00492151 0.00109070
c, -0.000178257 -0.00000192701

Figure 9 shows the transmission for AMF =1 as &ftion of the absorber mass for both
channels.
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Figure 9 Water vapor transmission as a function oabsorber amount.

3.4.2.2.4 Ozone
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Similarly, ozone transmission is calculated as:

_ —AVFT,
T03 =e s (36)
wherer, is the ozone optical thickness;
— (03 o 03,,2
Z-03 =Co + C13U03 + C23U03 (37)

The valueu, is the ozone absorber mass in Dobson units. déicients were computed by
MODTRAN simulations. Values are* =0.000566454, c* =8.25224- 05and
¢y =1.9400%2- 08.
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Figure 10 Ozone transmission as a function of absloer amount

3.4.2.30ptimal Estimation Inversion Technique

Using optimal estimation (OE) proved to be a faxt accurate inversion technique for deriving
properties from satellite measurements [Rodger80R0This OE-algorithm aims to minimize a
cost-function J accounting for measurement errarg] prior knowledge given by simple
assumptions. The cost-function is as follows:

J=S,(K'(S,'(y-F(X9) +S'(% ~ X) (38)

where Y is the observation vectoX the state vector athe a-priori state vectof; the forward
model operatorK the Kernel anoSY, and S, the error covariance matrixes of the observation

and forward model and of the values’sf Estimating the prior parametéﬁfs S and Sy will
be explained in the next section. The covarianoa enatrix of the stateX is calculated by
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S, =(§ +K'§ K™ (39)
The state vector x for the next iteration is cadtedl after a row of iterative steps according to
ox=S, (K'S} (y-F(x))*+S/(%- ) (40)

Starting from a first guess that is typically thpréori valuexa, the iteration is performed until a
convergence criterion is fulfilled or the numberitefrations exceeds a maximum threshold. The
retrieval iterations are conducted until the foliogvcriterion is met:

> ox S‘xld{

where p is the number of elements of x (p =2).

P
<5 (41)

In DCOMP the y and x vectors are defined as follows

-
re

Res
= 43
g (RJ “

The Kernel matrixk contains the partial derivatives of each elemérf (x) to each element of
X.

a Rch 2 a Rch 2

or or,
K = aRchG aRChG (44)
or or

e

The forward operator which accounts for the surfa@alculated by:

Ay

F(x) = R(X’Q’QO’A¢)+T|;;(><)T x,0)T (x,6,) (45)

The cloud reflectandg., spherical albed®’ and the transmissiofi are determined from the

LUTs. The surface albedo is given by the MODIS wlsiky albedo ancillary dataset. The
individual components o (x) are:

ch2

R = R (x,6,6,,80)+ - T T KOG (46)
ch6é
R = R™(x,6,8,,A9)+ . cheRjéche (X)Td‘e x,0)T" (x,6,) (47)

To simplify the subsequent equations we substthéesecond term of Eq. (46) with:

38



Al

Dy = — iy (48)
1-ARR" (X)

The components oK are derivatives of each forward model with respet¢the components of
the state vector and are calculated by:

aRk
6 T

T*(x,6,)+ (49)

k
E+DS,CT°“6( g)aT (X, 9)+Dsfc 0T*(x,0)
or or or

aD
— LT (%, 0T (x,6,)
or

where k denotes the channel number 2 or 6 andati@s of D, are calculated by:

0 D§c A&‘c A&‘c R

(50)
ar (- Asch% )
Similar for the derivative to the effective radius:
6Rk
ar
R, DX TX(x e)aT X&), pr OT*(x,0) 1« “(x,6,)+ (51)
or, or, or,
oDk
—LTx,0T"(x,6,)
or,
with
k A‘sfcp‘sfc Rc
0Dg,
= (52)

o, (L- Aschc )

The maximum iteration number is set to 22. It carshown that for the bulk of the pixels, the
algorithm converges after 5-8 iterations. If thedrsion loop exceeds iteration number of 20, it is
very unlikely that a valid result is achievable.

3.4.2.4Estimation of Prior Values and their Uncertainty
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The proper implementation of DCOMP requires meduingstimates of a priori values housed
in X, and their uncertainties housedsin For DCOMP, we assum8, is a diagonal matrix with

each element assumed to be the variance of eavlei®f x, as illustrated below:

o
s=| * (53)

0 O;

Since almost all estimates of COD and CPS fromralgorithms are based on similar
approaches, there is no robust a priori for thés@dcparameters. In general, it is assumed that
water clouds have a maxima effective radius siagoab 30 microns with an average of about 10
microns. Ice particles may have effective radiupfto 100 microns with a higher average.
Optical depth is directly related to the extinctlmnscattering in a conservative wavelength.
Consequently, we selected an a priori value wisaielated to the reflectance in the visible
channel (ABI channel 2) and the a priori valueh#f éffective radius. We search for the point of
the iso-line of the a priori effective radius, whéhe observed reflectance in the visible channel
is true, and take the corresponding optical deptthe a priori value.

According to the findings of several publication® set the following a priori values for water:

[ Tap | _( FAORy,)
Xap - (re,ap - ( 10L/,1m j (54)
and for ice:
_[ T | f(10-um,R,,,)
Xa (re,apj 10°um ©9

The uncertainty of these assumptions is high. Tesset the values, ,, ando, ,, to 0.2 or the
a priori value ofr, and 0.5 for water and 0.75 for ice.

3.4.2.5Estimation of Forward Model Uncertainty

This section describes the estimation of the elésnefi5, which contain the uncertainty of the
observation vectoy as a variance of the forward model estimates. &s e case with, , S, is
assumed be a diagonal matrix.

Assumed to be diagona, can be expressed as follows.

Sy:{"(zmap 0 J (56)

2
0 UCH 6,ap

The variance terms are computed by summing up toegponents:
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— CH k
O =0Oc +R |la-db + Om + Jpp + Jhetero) (57)

The first component gives an offset as a bottornevédr the assumed error. The errors from
calibration, the forward model, error due to thanpbarallel assumption and the term which
accounts for the larger uncertainty of the forwmayaldel in regions of large spatial heterogeneity
are weighted by the measured reflectance of thengis.

If the snow mask from the framework detects snomases, we will give the observations in the
visible channel very low trust. This fact is retied in a high value foro in the visible channel.

Table 10 The error estimated in forward model uncetainty in DCOMP

Channel 2 Channel 6
Calibration error Oyp 0.05 0.05
Forward model T 0.01 0.01
error water
Forward model O 0.03 0.03
error ice
Plan parallel error o 0.1 0.1
Offset value O 0.02 0.02
Snow exception | g__ 1000.

3.5 Algorithm Product Output

3.5.1 Output

The data product includes two float-typed dataietsloud optical depth and cloud effective
radius. The product data type is HDF-4 formattés fi

Note, that an output for each pixel is either ldjuiater path or ice water path. The Full Disk
Cloud Liquid Water Path product has a Mode 3 30uteimefresh, the Cloud Particle Size
Distribution has a Mode 4 Full Disk 15 minute rasfigand the Cloud Optical Depth has a Mode
3 CONUS 15 minute refresh, therefore they shouldubeonce every 30 minutes, 15 minutes and
15 minutes, respectively. To create the ClouddapbDepth 4 km Full Disk Product, the Cloud
Optical Depth good quality pixels will be averageatr a 2 x 2 block of pixels. QC flags will be
defined in six quality levels as described in T&lie The exact definitions are to be defined in
consideration of the quality flags of the preceddWG algorithms (e.g., cloud mask and cloud
phase).

Table 11 Algorithm output

Name Type Description Dimension Unit
COD output | Cloud optical depth grid (xsize, ysizeyithout
REF output| Cloud effective radius grid (xsize, g3iz 4m
LWP output | Liquid water path grid (xsize, ysize) mg/

IWP output | Ice water path grid (xsize, ysize) g/m2
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| QC flags | output| Quality control flags for each pixegrid (xsize, ysize)| without |

3.5.2 Quality Flags

In addition to the algorithm output, a pixel leggiality flag will be assigned. Since all products
are generated in parallel, we set one single lefvguality flags for DCOMP instead of one
quality for each product. The possible valuesaaréllows:

Table 12 Quality Flags in DCOMP output

Flag Value Description
Valid, good quality converged retrieval
Not valid, quality may be degraded due to snowsar ice surface
Not valid, degraded quality due to twilight carahs (solar zenith
between 65 and 82 degree)
Invalid due to cloud-free condition
Invalid pixel due to being outside of observatiange
Invalid pixel due to missing input data
Invalid pixel, DCOMP attempted but failed retra¢v

N O

o0~ w

A full quality pixel quality flag will set a flagalue = 0. Snow and surface pixel may degrade the
quality of the products. The quality flag is thext ®© 1. Twilight pixels with assumed degraded
quality are set to 2. Cloud-free pixels are s&.tt a pixel is outside the observation limits for
solar zenith angle, local zenith angle, or look ispace, the quality flag is set to 4. If any nelede
input data are missing, such as cloud mask, clopgtessure, any NWP data or surface albedo,
the value is set to 5. If DCOMP could start, e tetrieval failed to converge, the QF is set to
6.

3.5.3 Processing Information Flag

In addition to the algorithm output and qualitygféa processing information, or how the
algorithm was processed, will be output for eactebilf the bit is 0, then the answer was no, and
if the bit is 1, the answer is yes.

Table 13 Processing Informatio Flags in DCOMP

Bit Description

0 Invalid due invalid observation geometry?

1 Invalid due to being cloud-free or probably cloudef?

2 Invalid due to missing ancillary data?

3 Sea pixel?

4 Snow pixel?

5 Sea-ice pixel?

6 Use of default surface albedo if MODIS white-gliityedo is
missing?

7 Optimal Estimation attempted, but retrieval fdile

8 Retrieval successful
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“If these bits are set, the retrieval is interrugtecthis pixel and all following bits are not set

3.5.4 Metadata

The output files will include the following metadat

» Day/Night flag
* Mean, Min, Max and standard deviation of cloud cgltdepth
* Mean, Min, Max and standard deviation of cloud ipletsize
* Number of QA flag values
* For each QA flag value, the following informatierequired:
0 Number of retrievals with the QA flag value
o Definition of QA flag
» Total number of detected cloud pixels
* Terminator mark or determination

4 TEST DATA SETS AND OUTPUT

4.1 Simulated/Proxy Input Datasets

The primarily test data source for developing amedtihg DCOMP algorithm are SEVIRI
observations. We are also planning to use simul@g@&S ABI data in the near future. SEVIRI
provides similar channel settings, except for tf&p@n channel, compared to GOES ABI and is
therefore well suited to be the testbed of any G@BSalgorithm. In the development phase we
used SEVIRI's 1.um channel, which is similar to GOES ABI channel 5.

Table 14 Comparison of SEVIRI and ABI channels.

Channel | Wavelength | Band width Spatla_ll
Sensor Resolution
No. Center (um) (um)
(km)
ABI 2 0.64 0.59 — 0.69 0.5
6 2.25 2.225-2.275 1
1 0.64 0.56 - 0.71 3-5
SEVIRI 3 1.64 1.50-1.78 3-5

SEVIRI provides 11 spectral channels with a spatgolution of 3-5 km and a temporal
resolution of 15 minutes. SEVIRI provides the bgstrce of data currently for testing and
developing GOES-R products. Figure 11 shows adigk-RGB composite of a SEVIRI scene
from 13 UTC on August 1, 2006. The SEVIRI data wenavided by the SSEC Data Center.
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Note, that due to differences in central wavelengiadl spectral response function, radiative
transfer simulations and generated look-up-tabtesd#ferent. The SEVIRI spectral response
functions were obtained by EUMETSAT.

Figure 11 Full disk false color image from SEVIRI BUTC on 1 August 2006.

The DCOMP source code can be directly applied tdIBEinput data. Except for the exact
channel settings, all components of the algoritlggtesn, such as radiative transfer model, LUT
design and inversion technique are identical.

The look-up-tables for cloud characterization pagtars and atmospheric correction factors are
provided separately for GOES-ABI and the proxy datiadue to different response functions.
The software uses information from algorithm inples and assigns the correct LUTSs.

4.2 Output from Simulated Datasets

Figure 12 shows DCOMP products from SEVIRI obseovet for 13:00 UTC on 1 August 2006.
During both the TRR and subsequent tests, comperigetween the online (Framework) and
offline (Cloud AWG) output of DCOMP, when the samputs were used, showed an exact
match of the results.

The images in Figure 12 illustrate the DCOMP cloptical depth, Cloud Patrticle Size, Liquid
Water Path and Ice Water Path. These images comddp 13 Z on 1 August 2006 and
correspond to the RGB image above. This day antese@s chosen since it was also used in a
EUMETSAT SEVIRI cloud product comparison workshag.bcarno/Switzerland.

44



Meteosat-8.2006213.130000 Meteosat-8.2006213.130000

50. 50.

P e = g
z
37.H S 37.
= ks
£
g 5
2 5
e b1
[
}3 25. c 25
Q
= &
= >
3 i
© 2
12. b
0. 0.
150. 500.
— 112.H 375.
o =
£ &
=
= =
B £
= 75 & 250.
] =
g 3
= @ 125.
0. 0.

Figure 12 Results of the retrieval for 1 August 208 13:00UTC for SEVIRI. Upper panel shows optical dpth
(left) and effective radius (right). Lower panel stows liquid water path (left) and ice water path (rght).
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Figure 13 Example for Quality Flag information for SEVIRI scene on day 238 at 12 Z in 2006.
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An example for quality flag output is shown in Figu.3. Blue pixels indicate successful
retrieval with full quality. The green areas hae#ieved values but with degraded quality since
the solar zenith angles are above 65 degrees. W elbeels are cloud-free pixels. The isolated red
pixels are examples of failed retrievals.

The output of the proxy data set matches the dlgardelivery package for GOES-ABI output.

4.2.1 Precisions and Accuracy Estimates

Cloud optical parameters, in particular optical thepre difficult to validate. Unlike other cloud
parameters, cloud optical thickness is a radigr@perty. Thus, it is not possible to validate
optical depth directly from in-situ measurementsthait making assumptions about the
scattering of cloud particles.

Validating DCOMP products has been performed iress\steps:
» Direct comparison with MODIS products. These retle use the same retrieval
principle and therefore can be considered only senéy check.
» For liquid water clouds, the use of passive micnavaetrievals from AMSR-E and
SSM/I may help to validate the liquid water path.
* A-TRAIN measurements can help to identify aerosglefs, that possibly falsify the
results.

However, a first sanity check is the comparisonhwietrievals existing in the scientific
community.

To estimate the precision and accuracy of DCOMMyxts, MODIS data from AQUA and
TERRA satellite are used. To validate liquid watath, observations of passive microwave
sensor AMSR-E are used. Inter-comparisons with SEyroducts of other research groups is an
additional quality check.

4.2.1.1Inter-comparison with Products of Other Research Groups

Validation strategies for optical parameters are.r@herefore inter-comparison to other group’s
products are important consistency checks for nemisoduced algorithms. The GOES ABI

algorithm was compared with its SEVIRI counterpatrthe EUMETSAT workshop in Ascona,

Switzerland in February 2009. Participants at Wiskshop were from 16 different institutions

from Europe and North America. The comparison watriat pixel-base 1:1 comparison for all

cloud products. In this document, we only shosmell subset of the workshop results.
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Figure 14 Comparison of DCOMP-COD for liquid water clouds algorithm (AWG) to six other groups.
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Figure 15 Comparison of DCOMP-COD Ice phase with giother groups.
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Figure 16 Comparison of DCOPM-REF all phases withig other groups.
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Figures 14, 15 and 16 show the results of the cosgpa The acronym “AWG” (“Algorithm
Working Group”) denotes the DCOMP algorithm. In allb-images the DCOMP algorithm
represents the x-axis of the 2D histograms. Theropinoducts are from EUMETSAT groups
(CMS, OCA), the German Aerospace Center (DLR), thK. Met Office (UKM), Goddard
Space Flight Center (GSFC) and from NASA Langlegd@ech Center (LARC). These are not
official products and might be also in a test phase

Figure 14 summarizes the results for COD waterenatt. DCOMP shows excellent agreement
with most other algorithms.

Figure 16 shows the all-phase results for Cloudi®arSize. In contrary to some other groups,
DCOMP does not show peaks in the histograms. Toisnpial artifact in non-AWG retrievals
may be caused by underestimating of a-priori error.

4.2.1.2Integrative Comparison with MODIS AMSR-E along a CloudSat Track

SEVIRI scene: 200806131345 AWG CUT: 05 OVP:11318
20 = ‘

15

km

cod []

ref [um]

AWG *
AMSR-E Liquid water path
300F "
w E
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£ 100E g *
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Figure 17 Integrative comparison of ABI products. Wpper panel shows CloudSat radar reflectivities withABI
cloud height (white crosses). Second panel showsyqmarison of DCOMP cloud optical depth of ice (redand
liquid water (green) with MODIS. Third panel shows same, but for effective radius. Bottom panel illusttes
comparison of DCOMP liquid water path with AMSR-E.
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The vertical profiles of radar reflectivity by Cld8at give a good opportunity to see in which
situations the algorithm performs well and in whgituations the algorithm has its weaknesses.
In the upper panel of Figure 17 the CloudSat rédlece is shown with the result of the ABI
Cloud Height product. The Cloud height performs|viet thicker clouds but performs poorly
with multi-layer clouds at around 26S latitude. §imay also impacts DCOMP because it uses
the ABI cloud height for atmospheric correction.

The other three panels are DCOMP product compangidm MODIS (image 2 and 3) and

AMSR-E (4). Again, MODIS comparison does not reprgsa real validation, since it is

measured with a similar observation and retrietratasgy. However, ABI DCOMP shows here a
good agreement to MODIS products.

An interesting comparison is the LWP check to AMERata. Note, that only the liquid partition
appears in this image, since AMSR-E, as all passii@owave sensors, only measures liquid
water. Although the DCOMP product has systematidaliver values, the variability in the time
series seems to be reliable.

4.2.1.3Long-period MODIS Analysis

The MODIS microphysical products (MYDO06) and MOD®®&)\ve proven to be a useful and
accurate source of information to the cloud rensetesing community. MODIS is a passive
visible and infrared radiometer with a nominal gdatsolution of 1 km at nadir. In this
comparison study we use the MODIS algorithm of dlaicrophysical properties including
cloud optical thickness, liquid and ice water paitiol cloud droplet effective radius. (Platnick
2003, King 2003)

MODIS level 2 cloud products are derived from adathannels very similar to those used by
DCOMP. Therefore, and in view of potential systdmatror sources, comparisons between
MODIS retrievals of cloud effective radius, clouldgse and cloud optical depth with
corresponding DCOMP products should be performéid @aution. Differences to MODIS
products are not necessarily a sign of low qualitp COMP products. It might be a result of the
different approaches of the retrievals or the ds#ifterent ancillary data, such as the surface
albedo, which could cause the differences

To compare the DCOMP results to those from MODI8 arnalyzed MODIS data from AQUA
and TERRA satellites that was nearly coincidenbVEVIRI observations for a full ten days of
data (days 230 to 239 in 2006). A 10-day time mkpovides a high number of matched
observations in all possible weather situations.d&/@ot expect a longer time period to show
substantially different comparison results. We tbempared these results to SEVIRI data that
are closest in time. The time threshold is 2 misutde spatial threshold is 4 kilometers. We
used only pixels in which both datasets have theegahase detected. In this analysis, only pixels
where the 0.65 pm values agreed within 12% werd.Udee rationale for this criterion is that
agreement of cloud products is only expected feelgiwhich have rough agreement in the
observations.

4.2.1.3.1 Comparison of Cloud Optical Depth
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Figure 18 shows comparisons of the Cloud Opticgdtbéor water and ice with those SEVIRI

and MODIS points that met all criteria describedah No additional filtering on the results was
applied. The results indicate that the MODIS praslueere on average 1.59 units higher for
water and 1.81 units higher for ice clouds. Theesponding precision values are 4.43 and 5.02 .
The agreement is particularly good for thin cloutise biggest differences appear for water
clouds with an cloud optical depth greater thanNa&e that the color bar is logarithmic
stretched. The bulk number of matched points iBiwithe depicted specs range.
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Figure 18 Comparison of Cloud Optical thickness forDays 230-239 in 2006 derived from MODIS (MYDO06
and MODO06) products and from DCOMP algorithm. Left image shows results for water phase, right image
for ice phase. Accuracy and precision of the compeson are shown in the figures. Specs ranges are agtias

white lines in the figures.

4.2.1.3.2 Comparison of Cloud Particle Size
Figure 19 shows the same comparison for ClouddkaSiize, referred to here as effective radius
(REF). MODIS has mostly bigger values than DCOMR,the comparison results are within the

Specs.
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Figure 19 Comparison of Cloud Particle Size for Day 230-239 in 2006 derived from MODIS (MYDO06 and
MODO06) products and from DCOMP algorithm. Left image shows results for water phase, right image for &
phase. Accuracy and precision of the comparison arghown in the figures. Specs ranges are added asiteh

lines in the figures.

4.2.1.3.3 Comparison of Cloud Optical Depth Ice phase

For both retrievals, the water path is calculateeotly from COD and CPS results under certain
assumptions of the vertical profile of the cloudtjote within the cloud. This approach can lead
to bigger differences in a comparison study. Figiffeshows the results for the 10-day period.
For LWP (left side) almost all pixels are in theesp range. However, there is a clear bias for
parts of the LWP range. MODIS results show higladues of about 24 percent. The IWP image
shows contrary comparison results. DCOMP has migtiehvalues, up to 40 percent higher.
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Figure 20 Comparison of Water Path for Days 230-23th 2006 derived from MODIS (MYD06 and MODOQ6)
products and from DCOMP algorithm. Left image showsresults for water phase (LWP), right image for ice
phase (IWP). Accuracy and precision of the compar@n are shown in the figures. Specs ranges are addead
white lines in the figures.

4.2.1.4Comparison of DCOMP/LWP with AMSR-E

For liquid water path over ocean the passive si&tdlhsed sensor AMSR-E offers a further
validation data source. Limitations are differgpéitsal resolution and the exclusive capability
over sea and liquid phase. AMSR-E is a passiveawayve radiometer onboard NASA’s Aqua
polar platform. It measures polarized radiancesxatrequencies between 6 and 89 GHz.

We follow for this comparison studies from publioas by Bennartz 2007, Greenwald 2009 and
Juarez 2009. One AMSR-E pixel size is approx. 1G«h5We use AMSR-E grid as “master”
grid to which the “slave” grids of SEVIRI grid isatches. We apply the following matching

criteria:
* 90 percent of the field of view of an AMSR-E pixaust be covered by liquid water

clouds.
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* Since AMSR-E observations are insensitive to thouds we exclude observations for
COD lower than 5.

* To ensure that we really include only liquid clowds apply a filter for clouds warmer
than 268K.

* We flag out all AMSR-E pixels with a rain flag iuglity flag output.

Spatial and temporal matching criteria are 5 kilrgespatial and 5 minutes time difference
between the SEVIRI and AMSR-E measurement. Forcihisparison all SEVIRI pixels over the
sea in a grid box with edges at 45E, 65S, 45W &hifér 5 days in October 2006 and five days
in April 2007 were considered.
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Figure 21 Comparison of AWG-DCOMP Liquid water product to AMSR-E for a two-day period (24-
25August 2006) as a 2D histogram.

Figure 21 shows result for a 10-day period in Oet&@906 and April 2007. DCOMP (depicted as
AWG in Figure 21 ) met the specification of 50 g/fo2 more than 90 percent of observations.

4.2.2 Error Budget

Using the validation described above, the followtalgle provides our estimate of an error
budget. DCOMP fulfilled the specifications of acacy values for all validation data sets. The
precision requirements were not met for three efekperiments. This result may be explained as
follows:

» The fact that the accuracy meets the specs, buhegirecision, may be a result of
frequent bad spatial and temporal matches betwesereations of two different
satellites. Even in homogenous cloud regions, ifierdnce can be significant especially
for optical depth.

» Calibration between MODIS and SEVIRI channels migidifferent.

* The atmospheric correction is a function of cloogl pressure. Different CTPs might
cause an additional error. A filtering regardinguxd top pressure was not applied.
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» Even though the LWP from the AMSR-E observatioresthe best available and
physically reasoned data, the validation remaiffecdit due to different spatial
resolution (5 km vs. 10/15 km).

Table 15 Error budget of DCOMP.

Product Validation Accuracy Specs Precision Specs
Source

COD Water MODIS 1.59/0.9% 2. or 20% 4.43/25.7% 2. or 20%

COD Ice MODIS 1.81/3.6% 3. or 30% 5.02/31.1% 3. or 30%

CPS Water MODIS 3.03um 4um 4.3um 4um

CPS Ice MODIS 5.69um 10pm 5.23um 10pm

LWP MODIS 10g/m2 50 g/m2 17 g/m2 50 g/m2

LWP AMSR-E 17 g/m2 50 g/m2 47 g/m2 50 g/m2

IWP MODIS 44 g/m2 100 g/m2 65 g/m2 100 g/m2

5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

The algorithm is currently able to be implementetd NOAA/NESDIS framework and uses its
numerical routines for processing. For SEVIRI proeya (several data fields of 3712 x 3712
float elements) we run the algorithm on a 200 doanbasis to avoid memory issues. The
inversion process requires a large number (up tin®€s per pixel) of search events in look-up-
tables. We explicitly paid attention on memory betd®g speed up the code. The algorithm runs
for a full SEVIRI scene in under five minutes.

5.2 Programming and Procedural Considerations

All code is written in the FORTRAN 90 programmirgnguage. It consists of one file with a
FORTRAN module with several subroutines. Aimclude file declares variable names of the
software environment. It was tested to work inflaemework environment.

The core algorithm is a pixel-by-pixel algorithmhel program interacts with the environment
through data access subroutines. This program teothie makes it easy to run it in other
ambient systems as well.

All input parameters that come from an externarspare tested whether they fall in an
expected and allowable range. All routine inpuiapagters are also checked even if they come
from another internal routine. Assertion code duded in each subroutine.

Global values were avoided as much as possibleegsco all variables from all subroutines is
done by data access routine. We use pointer vagdbt output and several other parameters.
Within the program we took care that all pointer@mory is freed.

5.3 Quality Assessment and Diagnostics

54



The following flags will be produced:
* Missing / No data
» Cloud-free
* Cloudy, but no convergence
» High value of cost function

5.4 Exception Handling

The algorithm checks the validity of each chanrigle DCOMP algorithm also expects the main
processing system to flag any pixels with missiag-@pcation or viewing geometry information.

The algorithm does check for conditions where tger&ghm cannot be performed. These
conditions include saturated channels or missinlyiR@lues. In these cases, the appropriate
flag is set to indicate that no value was produocedhat pixel.

The following exception handlings are applied:

» If the MODIS surface albedo is missing, we usefawevalue (for land surfaces) of
0.15 instead.

* If NWP data are missing, we will use a default wasgpor profile instead. This option is
not currently implemented.

5.5 Algorithm Validation

It is recommended that comparisons to MODIS datare the main validation tool for DCOMP.

6 ASSUMPTIONS AND LIMITATIONS

The following sections describe the current lindas and assumptions in the current version of
the DCOMP.

6.1 Performance

The following assumptions have been made in deusjopnd estimating the performance of the
algorithm. The following list contains the curreassumptions and proposed mitigation
strategies.

1. NWP data of comparable or superior quality to theent 6 hourly GFS forecasts are
available. (Use a default value for water vapofife over clouds.)
2. Surface albedo values from MODIS are availablestimh pixel. (Use a default value.)
3. All of the static ancillary data are available ke tpixel level. (Reduce the spatial
resolution of the surface type, land mask and astmask.)
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4. The processing system allows for processing ofiplalpixels at once for application
of the spatial uniformity tests. (No mitigationgsible)

5. Channel 2 is available. (No mitigation possible)

6. Channel 6 is available. (No mitigation possible)

6.2 Assumed Sensor Performance

We assume the sensor will meet its current spetifins. However, the DCOMP will be
dependent on the following instrument charactessti

» The spatial uniformity tests in the algorithm Wk critically dependent on the amount of
striping in the data.

* Unknown spectral shifts in some channels will cabsgses in the clear-sky RTM
calculations that may impact the performance ofallgerithm.

» Errors in navigation from image to image will affebe performance of the temporal
tests.

6.3 Pre-Planned Product Improvements

We have no product improvements planned at the mbme
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Appendix 1: Common Ancillary Data Sets

1. LAND_MASK_NASA_1KM

a. Datadescription

Description: Global 1km land/water used for MODIS collection 5
Filename Iw_geo_2001001_v03m.nc

Origin : Created by SSEC/CIMSS based on NASA MODIS catech
Size 890 MB.

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitelg
2) In Latitude / Longitude space, use the ancillartaddosest to the satellite
pixel.

2. NWP_GFS

a. Datadescription

Description: NCEP GFS model data in grib format — 1 x 1 de@§3&©x181), 26
levels
Filename gfs.tHHz.pgrbfhh
Where,
HH — Forecast time in hour: 00, 06, 12, 18
hh — Previous hours used to make forecast: 00®&3)9
Origin: NCEP
Size 26MB
Static/Dynamic: Dynamic

b. Interpolation description
There are three interpolations are installed:

NWP forecast interpolation from different forecasttime:

Load two NWP grib files which are for two differefiarecast time and
interpolate to the satellite time using linear iptdation with time difference.

Suppose:
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T1, T2 are NWP forecast time, T is satellite olaagon time, and
T1<T<T2.Y is any NWP field. Then field Y atsllite observation time T

is:
Y(T) = Y(T1) *W(T1) + Y(T2) * W(T2)
Where W is weight and
W(T1)=1-(T-T1)/(T2-T1)
W(T2) =(T-T1)/ (T2-T1)

NWP forecast spatial interpolation from NWP forecas grid points. This
interpolation generates the NWP forecast for the dallite pixel from the NWP

forecast grid dataset.
Theclosest point is used for each satellite pixel:

1) Given NWP forecast grid of large size than satetitid
2) In Latitude / Longitude space, use the ancillataddosest to the

satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level$01 pressure levels

For vertical profile interpolation, linear interion with Log pressure is
used:

Suppose:

y is temperature or water vapor at 26 levels, diftilyis temperature or water
vapor at 101 levels. p is any pressure level betvpée and p(i-1), with p(i-1)
< p <p(i). y(i) and y(i-1) are y at pressure lepé) and p(i-1). Then y101 at
pressure p level is:

)1/]1()31(P) = y(i-1) + log( p[i] / p[i-1]) * (y[i] -y{i-1] ) /log (pli] / p[i-

3. SFC_ALBEDO

a. Datadescription

Description: MODIS White Sky Surface albedo
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Filename AlbMap.WS.c004.v2.0.YYYY.DDD.0.659_ x4.nc
AlbMap.WS.c004.v2.0.YYYY.DDD.1.64 x4.nc

Where,
YYYY = 4 digit year
DDD = 3 digit Julian day

Origin :

Size 28 MB x 2

Static/Dynamic. Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

3) Given ancillary grid of large size than satellitédg
4) In Latitude / Longitude space, use the ancillartaddosest to the satellite

pixel.

4. SFC_TYPE_AVHRR_1KM

a. Datadescription

Description: Surface type mask based on AVHRR at 1km resolution
Filename gl-latlong-1km-landcover.nc

Origin : University of Maryland

Size 890 MB

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitélg
2) In Latitude / Longitude space, use the ancillarfaddosest to the satellite

pixel.

5. SNOW_MASK_IMS_SSMI

a. Datadescription

Description: Snow/lce mask, IMS — Northern Hemisphere, SSM3bdthern

Hemisphere

4km resolution — the 25 km SSM/I has been oversaaip 4km
Filename snow_map_4km_YYMMDD.nc

Origin : CIMSS/SSEC
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Size 39 MB.
Static/Dynamic: Dynamic

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitédg

2) In Latitude / Longitude space, use the ancillarfaddosest to the satellite
pixel.
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