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ABSTRACT

This document provides a high level description tbé physical basis for the
determination of cloud type and cloud phase infdiona of each cloudy pixel within
images taken by the Advanced Baseline Imager (ABWn on the GOES-R series of
NOAA geostationary meteorological satellites. Thaud phase is determined from the
cloud type information within the same algorithm date. Thus, the cloud type and
cloud phase are described in the same ATBD. Toadcphase and type categories are
based on heritage NOAA cloud phase and type preduct

The ABI cloud type/phase algorithm utilizes a sergd spectral and spatial tests to
determine the cloud type (liquid water, supercookeder, mixed phase, optically thin
ice, optically thick ice, and multilayered ice).hd algorithm utilizes ABI channels 10
(7.4 um), 11 (8.5um), 14 (11um), and 15 (12um), which are all infrared channels. In
lieu of brightness temperature differences, efiectibsorption optical depth ratios are
used in the spectral tests. Effective absorptiptical depth ratios, allow for improved

sensitivity to cloud microphysics, especially fgutically thin clouds. The validation

analysis indicates that the algorithm with comfblganeet the accuracy requirements.



1 INTRODUCTION

1.1 Purpose of This Document

The cloud type algorithm theoretical basis docum@iBD) provides a high level
description of the physical basis for the detertmamaof cloud type and cloud phase
information, of each cloudy pixel within images ¢akby the Advanced Baseline Imager
(ABI) flown on the GOES-R series of NOAA geostatoy meteorological satellites.
The cloud phase is determined from the cloud typlrination within the same
algorithm module. Thus, the cloud type and clolnhge are described in the same
ATBD. Output from the cloud type and cloud phasmathms are made available to all
subsequent algorithms that require knowledge otltwed type or phase of cloudy pixels.
The cloud type and phase algorithm only operateslaumdy pixels and, hence, depends
on the ABI cloud mask.

1.2 Who Should Use This Document

The intended users of this document are thoseestin in understanding the physical
basis of the algorithms and how to use the outpthis algorithm to optimize the cloud

phase and type for a particular application. Tdosument also provides information
useful to anyone maintaining or modifying the angjialgorithm.

1.3 Inside Each Section

This document is broken down into the followingimsections.

» System Overview Provides relevant details of the ABI and providedrief
description of the products generated by the algari

» Algorithm Description: Provides all the detailed description of the &l
including its physical basis, its input and itspouit

» Test Data Sets and OutputsProvides a detailed description of the data sstslu
to develop and test the GOES-R ABI algorithm andcdbes the algorithm
output.

» Practical Considerations: Provides a description of algorithm programming an
quality control considerations.

* Assumptions and Limitations Provides an overview of the current limitatioris o

the approach and gives the plan for overcomingethigsitations with further
algorithm development.
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1.4 Related Documents

* GOES-R Functional & Performance Specification Doeatr(F&PS)
* GOES-R ABI Cloud Product Validation Plan Document
» Algorithm Interface and Ancillary Data DescriptihlADD) Document

1.5 Revision History

» 9/30/2008 - Version 0.1 of this document was cidig Michael J Pavolonis
(NOAA/NESDIS/STAR). Version 0.1 represents thstfalraft of this document.

e 6/30/2009 — Version 1.0 of this document was ceedg Michael J Pavolonis
(NOAA/NESDIS/STAR). In this revision, Version 1vias revised to meet 80%
delivery standards.

* 6/30/2010 — Version 2.0 of this document was ceedte Michael J Pavolonis
(NOAA/NESDIS/STAR). In this revision, Version 2uas revised to meet 100%
delivery standards.

* 9/15/2010 — Version 2.0 of this document was reliisg Michael J Pavolonis

(NOAA/NESDIS/STAR). In this revision, Version 2Was revised further to
meet 100% delivery standards.

11



2 OBSERVING SYSTEM OVERVIEW

This section will describe the products generatgdtiee ABI Cloud Phase/Type
Algorithm and the requirements it places on theseen

2.1 Products Generated

The cloud type product consists of 6 cloud clasaifons. In addition, the cloud phase
product consists of 4 cloud classifications. Theudl| type categories are: warm liquid
water cloud, supercooled liquid water, mixed phasgaque ice, cirrus (e.g. semi-
transparent ice clouds), and multilayered cloudh(v@emi-transparent upper-layer). The
cloud phase categories are: warm liquid water phaggercooled liquid water phase,
mixed phase, and ice phase. The cloud phaseastlgirderived from the cloud type
categories. The cloud type product contains inédrom on multilayered clouds and
cirrus that is useful to higher-level algorithmglsuas the cloud top height retrieval. The
cloud phase and type categories are consistenthgiitage products such as those from
Moderate Resolution Imaging Spectroradiometer (M&Dand Advanced Very High
Resolution Radiometer (AVHRR).

Downstream cloud algorithms, such as the cloudhieithe cloud optical properties

algorithms, the fog detection/fog depth algorittand the cloud-icing algorithm, require

the cloud type and phase products. The cloud &k phase information can also be
used in advanced ABI applications such as seveatheeprediction and tropical cyclone
intensity estimation.

2.1.1 Product Requirements

The F&PS spatial, temporal, and accuracy requir¢snien the GOES-R cloud phase and
cloud type are shown below in Table 1 and Tablepectively.

12
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Top R Top km | km | solid/ Classification | min min | sec categories
Phase supercooled/
mixed (requested
changeto
NA)
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Cloud GOES-R| FD Day and Quantitative out to at| In presence of clouds | Over specified geographic
Top night least 65 degrees LZA with optical depth >1. | area
Phase and qualitative Clear conditions down
beyond to cloud top associateq
with threshold
accuracy
Cloud GOES-R| M Day and Quantitative out to at| In presence of clouds | Over specified geographic
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Phase and qualitative Clear conditions down
beyond to cloud top associated
with threshold
accuracy

Table 1: GOES-R cloud top phase product requiremeist The Geographic Coverage
definitions are: M=Mesoscale, C=CONUS, and FD=Fulisk.
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Cloud GOES-R| C Day and Quantitative out to at| In presence of clouds | Over specified geographic
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and qualitative Clear conditions down
beyond to cloud top associateq
with threshold
accuracy
Cloud GOES-R| C Day and Quantitative out to at| In presence of clouds | Over specified geographic
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and qualitative Clear conditions down
beyond to cloud top associated
with threshold
accuracy

Table 2: GOES-R cloud type product requirements. Tk Geographic Coverage
definitions are: M=Mesoscale, C=CONUS, and FD=Fulisk.

2.2 Instrument Characteristics
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The cloud type and phase algorithm will be apptedach cloudy ABI pixel. Table 3
summarizes the channels used by the ABI Cloud Ty$&T). Recall that the cloud
phase product is produced from the cloud type mbdu

Channel Number Wavel ength (um) Used in ACT

1 0.47

2 0.64

3 0.86

4 1.38

5 1.61

6 2.26

7 3.9

8 6.15

9 7.0

10 7.4 v
11 8.5 v
12 9.7

13 10.35

14 11.2 v
15 12.3 v
16 13.3

Table 3: Channel numbers and wavelengths for the AB

The ACT relies on infrared radiances to avoid dayititerminator discontinuities. The
algorithm relies on spectral and spatial testswalf as the ABI cloud mask. The
performance of the cloud type algorithm is therefeensitive to any imagery artifacts or
instrument noise as well as the correct identifocatof cloudy pixels. Calibrated
observations are also critical because the clope gompares the observed values to
those from a forward radiative transfer model. Thannel specifications are given in
the F&PS section 3.4.2.1.4.0. We are assumingémormance outlined in the F&PS
during our development efforts.
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3 ALGORITHM DESCRIPTION

Below is a complete description of the final altjaom.

3.1 Algorithm Overview

The cloud type and phase products serve a crititalin the cloud property component
of the GOES-R ABI processing system. Cloud topspha a fundamental cloud property
that is required by downstream cloud algorithmshsag the cloud top height algorithm,
the cloud optical property algorithm, the fog détavfog depth algorithm, and the
cloud-icing algorithm.

The GOES-R cloud type categories are based on #mgage GOES and POES

(Advanced Very High Resolution Radiometer (AVHRRI)ud type categories adopted

by NESDIS/STAR. These categories were chosen®hbdkis that they could be derived

from the measured radiances at all times duringdédng unlike morphological cloud

categories (e.g. stratus, stratocumulus, altocusnudtc...), which can only be derived

reliably when daylight is present. The chosen aaieg are also useful to downstream

algorithms like cloud top height and cloud optipabperties. The cloud type categories

for cloudy pixels are:

 Warm liquid water (liquid water cloud with an opaque cloud tempematgreater
than 273 K)

» Supercooled liquid water (liquid water topped cloud with an opaque cloud
temperature less than 273 K)

* Mixed phase clouds(high probability of containing both liquid watand ice near
cloud top)

» Optically thin ice clouds (ice clouds which have an infrared optical deptfal@out
2.0 or less)

» Optically thick ice clouds (high emissivity ice topped clouds, infrared ogtidepths
greater than 2.0)

» Multilayered clouds (optically thin ice cloud overlapping a lower agatily thick
cloud layer)

The cloud phase categories for cloudy pixels are:

 Warm liquid water (liquid water cloud with an opaque cloud tempemtgreater
than 273 K)

* Supercooled liquid water (liquid water topped cloud with an opaque cloud
temperature less than 273 K)

* Mixed phase clouds(high probability of containing both liquid watand ice near
cloud top)

* Ice phase cloudgall ice topped clouds)
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The cloud phase product is derived from the clgye fproduct. One can simply think of
the cloud phase product as a slightly less desegipersion of the cloud type output. As
Table 3 shows, the ABI Cloud Type (ACT) algorithmed not use solar-contaminated
channels. A satellite-measured reflectance isnation of cloud microphysics, surface
type, viewing and illumination geometry, and otfetors. Due to the complex nature of
scattering in the visible and near-infrared, and ioability to quickly simulate satellite
reflectance values, we have chosen to avoid usintight contaminated channels at this
time. One advantage of using infrared-only appndachat the algorithm performance is
spectrally day/night independent (e.g. the samegqahare is applied at all times).

The ACT derives the following ABI cloud productstkd in the F&PS.
» Cloud type (6 cloud categories)
» Cloud phase (4 cloud categories)

Both of these products are derived at the pixedllér all cloudy pixels.

In addition, the ACT derives the following produtitst are not included in the F&PS.
* Quality Flags (defined in Section 3.4.3)
* Product Quality Information (defined in Section .34
* Metadata (defined in Section 3.4.3)

3.2 Processing Outline

As described earlier, the cloud type algorithm nexgua priori knowledge of which
pixels are cloudy. Thus, prior to calling the dotype algorithm, the ABI cloud mask
algorithm must be applied. Given this requiremém, algorithm processing precedence
is as follows: ABI cloud mask --> cloud type/phaeatine. The ACT requires multiple
scan lines of ABI data due to the spatial analybat is utilized in the algorithm.
Complete scan line segments should consist ofat the minimum number of scan lines
required by the Gradient Filter, which is describeddetail in the AIADD. While
overlap between adjacent scan line segments idib@hescan line overlap was not used
in the development and validation of this algorithithe processing outline of the ACT
is summarized in Figure 1.
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¢ Basaline_cloud_phasa

ABI Cloud Top Phase and
_——" Inpul data structures __— Cloud Type Algorithm -
' High Level Flow

| Initialize variables and pointers |

Cycle

Calculate cloud emissivity and beta
rakios

pixel loop #1

Apply madian filter to selected
paramaiers

Determine cloud local radiative center
using gradient filter

362 civudy pincl with good LTET Assign quality flags

yes

Apply spectrallspatial tests -
storing results from each test

pixel loop #2

Make cloud type determination
based on test results

-

Assign guality flags |

L

lApply median fiter to cloud type results

Ensure that cloud type output is
consistent with cloud mask

pixel loop #3

Determinge cloud phase from cloud
type output

. Channels Needed: 10,11 14,15
Mullify pointers

Algorithmic Dependencies: Cloud Mask

L Ancillary Data Dependencies: RTM, NWP, and
/,/ Output results /""- surface emissivity

Products generated: Cloud top phase, cloud

h type, quality flags, product quality informati
«__Basaline_cloud_phase End > aiid ':ml‘l!ymana = i —

Figure 1: High Level Flowchart of the ACT illustrating the main processing
sections. The tail of the pixel loop arrows indicies the start of a loop over all pixels
in current scan line segment. The head of the arm indicates the end of the loop.
The first loop “yes” condition is that the pixel is earth geolocated and has valid
spectral data (according to the L1b calibration quédty flags). The “yes” condition

for the second loop is that the pixel is earth geotated, has valid spectral data, and
is cloudy. The third loop is over all pixels.
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3.3 Algorithm Input

This section describes the input needed to prabesACT. While the ACT operates on
a pixel-by-pixel basis, surrounding pixels are rezktbr spatial analysis. Therefore, the
ACT must have access to a group of pixels. leutsent configuration, we run the ACT
on segments comprised of 200 scan-lines. The mimirscan line segment size required
to implement the ACT is driven by the minimum numbéscan lines required to fully
utilize the gradient filter routine (see AIADD Daoent for more details). The following
sections describe the actual input needed to rRIAQIT.

3.3.1 Primary Sensor Data

The list below contains the primary sensor dataeculy used by the ACT. By primary
sensor data, we mean information that is derivéelysérom the ABI observations and
geolocation information.

» Calibrated radiances for ABI channels 10 (dM), 11 (8.5um), 14 (11um), and
15 (12pm)

» Calibrated brightness temperature for ABI chande(11l um)

* Local zenith angle

* L1b quality information from calibration for ABI @mnels 10, 11, 14, and 15

» Space mask (is the pixel geolocated on the sudbttee Earth?)

* ABI cloud mask output (product developed by cloeain)

3.3.2 Derived Data

The following upstream ABI derived products aredexkby the ACT.
* ABI cloud mask output — the ACT requires the ABdudl mask described in the
cloud mask ATBD. The cloud mask is used to idgralbudy pixels. The cloud
phase is not determined for clear pixels.

3.3.3 Ancillary Data

The following data lists and briefly describes treeillary data requited to run the ACT.
By ancillary data, we mean data that requires mairon not included in the ABI
observations or geolocation data.

» Surface emissivity of ABI channel 11 (8.fm)
A global database of monthly mean infrared landaser emissivity is required
for ABI channel 11. The ACT utilizes surface emigg derived using the
Moderate Resolution Imaging Spectroradiometer (M®DI Emissivity is
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available globally at ten generic wavelengths (8.8, 5.0, 5.8, 7.6, 8.3, 9.3, 10.8,
12.1, and 14.3 microns) with 0.05 degree spatiabltgion (Seemann et al.
2008). The ten wavelengths serve as anchor pwirttse linear interpolation to
any wavelength between 3.6 and 14.3 microns. Tbetmy emissivities have
been integrated over the ABI spectral responsetifume to match the ABI
channels. This data set and the procedure foitrgfigcand spatially mapping it
to the ABI are described in detail in Seemann et(2008) and the AIADD
Document.

Profiles of pressure and temperature

The calculation of cloud emissivity requires pregilof pressure and temperature
from a global Numerical Weather Prediction (NWP) daelo In addition,
knowledge of the location of the surface and treuse levels is required. While
six-hour forecasts were used in the developmenth@fACT, and, as such, are
recommended, any forecast in the O to 24 hour rasgacceptable. Details
concerning the NWP data can be found in the AIAD&ziment.

3.3.4 Radiative Transfer Models

The following lists and briefly describes the d#tat must be calculated by a radiative
transfer model and derived prior to running the AC3ee the AIADD Document for a
more detailed description.

Black cloud radiance profiles for channels 10, 1114, and 15

The ACT requires the radiance emitted upward bylamkbbody surface and

transmitted through a non-cloudy atmosphere, wéikegus absorption, to the top
of the atmosphere as a function of the atmosplera of the black surface. The
black cloud radiance is computed as a function \WNgrid cells and local zenith

angle (it is not computed at the pixel resoluticas, described in detail in the
AIADD Document.

Top-of-atmosphere clear-sky radiance estimates fachannels 10, 11, 14, and
15

The ACT requires knowledge of the top-of-atmosphiatkance ABI would sense
under clear-sky conditions at each pixel.

3.4 Theoretical Description

The methodology described in this section is basethe physical concepts described in
Pavolonis (2010a and 2010b).

3.4.1 Physics of the Problem
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The cloud type algorithm utilizes ABI Channels 1Q, 14, and 15. These channels have
an approximate central wavelength of 7.4, 8.5, did 12um, respectively. These
central wavelengths will be referred to rather tit@a ABI channel numbers throughout
the “Theoretical Description.”

The spectral sensitivity to cloud composition ishags best understood by examining the
imaginary index of refraction for liquid and ice;,ms a function of wavelength. The
imaginary index of refraction is often directly paotional to absorption/emission
strength for a given particle composition, in tlteger values are indicative of stronger
absorption of radiation at a particular wavelengthowever, absorption due to photon
tunneling, which is proportional to the real ind#ixrefraction, can also contribute to the
observed spectral absorption under certain circamests (Mitchell, 2000). For
simplicity, only absorption by the geometrical gasection, which is captured by the
imaginary index of refraction, is discussed hef@égure 2 shows mfor liquid water
(Downing and Williams, 1975) and ice (Warren andaigit, 2008). The mcan be
interpreted as follows. In Figure 2, one seesdhnatind 8.5 - 1um liquid water and ice
absorb approximately equally, while near 11 — I815ice absorbs more strongly than
water. Thus, all else being equal, the differeimceneasured radiation (or brightness
temperature) between an & channel and an 3dm channel (or 12um or 13.3um
channel) will be larger for an ice cloud comparedtliquid water cloud. The previous
statement is only accurate if the liquid water acel cloud have the same particle
concentrations at the same vertical levels in t@es atmosphere, and have the same
particle size and shape distribution. That is wisammeant by “all else being equal.”
While Figure 2 is insightful, it can also be dedegif not interpreted correctly. For
example, it is possible that a liquid water clondai certain vertical layer with a certain
particle distribution will look identical (in measament space) to an ice cloud at the same
vertical layer (in the same atmosphere), but wittifeerent particle distribution. As
another example, a scene with a liquid water cloudne type of atmosphere (e.g.
maritime tropical) may exhibit the same measurextspl radiance as a scene with an ice
cloud in another type of atmosphere (e.g. contalentd-latitude).

In order to maximize the sensitivity to cloud phagee, the information contained in
Figure 2 must be extracted from the measured radgas best as possible. One way of
doing this is to account for the background coodgi (e.g. surface temperature, surface
emissivity, atmospheric temperature, and atmospheater vapor) of a given scene in an
effort to isolate the cloud microphysical signalhis is difficult to accomplish with
traditional brightness temperatures and brightnessperature differences. In the
following section, we derive a data space that actofor the background conditions.
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Figure 2: The imaginary index of refraction for liquid water (red) and ice (blue) is
shown as a function of wavelength.

3.4.1.1Infrared Radiative Transfer

Assuming a satellite viewing perspective (e.g. upmge radiation), a fully cloudy field
of view, a non-scattering atmosphere (no molecweattering), and a negligible
contribution from downwelling cloud emission or reclilar emission that is reflected by
the surface and transmitted to the top of tropospiéhang and Menzel (2002) showed
that this term is very small at infrared wavelesyththe cloudy radiative transfer
equation for a given infrared channel or wavelerggth be written as in Equation 1 (e.qg.
Heidinger and Pavolonis, 2009; Pavolonis, 2010a).

Robs(A) = E(A)Rac(/‘) + tac(A)E(A)B(A,Teﬁ) + Rclr(A)(l— E(/‘)) (Eq 1)

In Equation 1\ is wavelength, Rsis the observed top-of-atmosphere (TOA) radiance,
Rer is the TOA clear sky radiance. ;&Jand ¢ are the above cloud to TOA upwelling
atmospheric radiance and transmittance, respegtiviglis the Planck Function, andxT

is the effective cloud temperature. The effectloid emissivity (Cox, 1976) is given by
€. To avoid using additional symbols, the angulapehdence is simply implied.
Equation 1, while commonly used, is derived stepskgp in Pavolonis (2010a), if
interested.

Equation 1 can readily be solved for the effectieid emissivity as follows:
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E(A) — Robs(ﬂ) - Rclr(ﬂ)
[B(A, Tet)tac(A) + Rac(A)] — Rer(A)

(Eq. 2)

In Equation 2, the term in brackets in the denotoina the blackbody cloud radiance
that is transmitted to the TOA plus the above cltag) atmospheric radiance. This term
is dependent upon the effective cloud vertical ioca The cloud vertical location
dependence will be discussed in detail in latertices. Other than BA), the
information needed to evaluate this expressioroziged by the output from the clear
sky radiative transfer model described in the AIADDcument.

The cloud microphysical signature cannot be captwi¢h the effective cloud emissivity
alone for a single spectral channel or wavelengthis the spectral variation of the
effective cloud emissivity that holds the cloud rojhysical information. To harness
this information, the effective cloud emissivity used to calculate effective absorption
optical depth ratios; otherwise known @gatios (see Inoue 1987; Parol et al., 1991;
Giraud et al., 1997; and Heidinger and Pavolon®)92. For a given pair of spectral
emissivities (A1) ande(Ay)):

In[1- ()] _ zus( )

Ao =] 1)

(Eq. 3)

Notice that Equation 3 can simply be interpretedthes ratio of effective absorption
optical depth 1) at two different wavelengths. The word “effeefiis used since the
cloud emissivity depends upon the effective cloadhgerature. The effective cloud
temperature is most often different from the thedymamic cloud top temperature since
the cloud emission originates from a layer in tleaid. The depth of this layer depends
upon the cloud transmission profile, which is gaflgrunknown. One must also
consider that the effects of cloud scattering arglicit in the cloud emissivity
calculation since the actual observed radiance lvélinfluenced by cloud scattering to
some degree. In other words, no attempt is madeparate the effects and absorption
and scattering. At wavelengths in the 10 toub3 range, the effects of cloud scattering
for upwelling radiation are quite small and usuahegligible. But at infrared
wavelengths in the 8 — 10m range, the cloud reflectance can make a 1 — 3%
contribution to the top of atmosphere radiance §€ur2005). Thus, it is best to think of
satellite-derived effective cloud emissivity asaaiometric parameter, which, in most
cases, is proportional to the fraction of radiationident on the cloud base that is
absorbed by the cloud. See Cox (1976) for an pthdexplanation of effective cloud
emissivity.

An appealing quality offops IS that it can be interpreted in terms of thegnscatter
properties, which can be computed for a given claaposition and particle
distribution. Following Van de Hulst (1980) andréleet al. (1991), a spectral ratio of
scaled extinction coefficients can be calculatesnfthe single scatter properties (single
scatter albedo, asymmetry parameter, and extinctiogs section), as follows.
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_ [1.0- a(A)g(4)]Gex(A)

A= 1 0= gAY

(Eq. 4)

In Equation 4Bineo IS the spectral ratio of scaled extinction coéffits, w is the single
scatter albedo, g is the asymmetry parameter,cands the extinction cross section for
an assumed particle distribution. At wavelengththe 8 — 15um range, where multiple
scattering effects are smafii,eo Captures the essence of the cloudy radiativesfiean
such that,

Ians: ,&heo (Eq 5)

Equation 4, which was first shown to be accuratedioservation in the 10 — 12m
“window” by Parol et al. (1991), only depends upba single scatter properties. It does
not depend upon the observed radiances, cloud theigbloud optical depth. By using
[3-ratios as opposed to brightness temperature difées, we are not only accounting for
the non-cloud contribution to the radiances, we as® providing a means to tie the
observations back to theoretical size distributioi$is framework clearly has practical
and theoretical advantages over traditional brigbsntemperature differences. Parol et
al. (1991) first showed that Equation 5 is a gopgraximation. Pavolonis (2010a) also
showed that Equation 5 is a good approximationutgnout the 10 - 13m window.
Faster computers and improvements in the efficiearay accuracy of clear sky radiative
transfer modeling have allowed for more detailegl@sation of thef3 data space and
computation off3-ratios on a global scale. As such, Pavolonis @2)land Pavolonis
(2010b) showed thapB-ratios offer improved sensitivity to cloud phaseative to
brightness temperature differences for the samensigair.

3.4.1.2Cloud Phase Differences if8-Space

The 8.5, 11pm channel pair (ABI Channels 11 and 14) contains mhost direct
information on cloud phase. From this channel,@@-ratio was constructed such that
the 11um channel is placed in the denominator of Equat®aad 4. Hereafter, thisis
referred to a$(8.5/13um). The single scatter property relationship (Egua4) can be
used to establish a theoretical relationshipf@.5/13um) as a function of cloud phase
and cloud particle size. Figure 3 shows f{8.5/1Jum), given by the single scatter
properties (see Equation 4), for liquid water atglas a function of the effective particle
radius. The single scatter properties of liquidenapheres were calculated using Mie
theory. The ice single scatter properties wereridkom the Yang et al. (2005) database,
assuming a plate habit. Our analysis of the Ydral.€2005) database indicates that the
sensitivity to particle habit is small compared thee sensitivity to composition and
particle size, so only a single ice habit is shdamthe sake of clarity. From this figure,
one can see that liquid water and ice clouds camlisénguished over most of the
effective particle radius range. Unlike brightndssnperature differences, thege
relationships are only a function of the cloud rofdrysical properties.
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An analogoug3-ratio can be constructed from the 11,8 (ABI Channels 14 and 15)
single scatter properties. THfsratio, hereaftef3(12/13um), is shown as a function of
the effective particle radius in Figure 4. Cleartiis -ratio contains little to no
information on cloud phasef(12/13um), however, is sensitive to particle size. This
sensitivity will be exploited in the ABI cloud phasype algorithm to identify opaque
clouds. For opaque clouds, the i+ brightness temperature is generally a good proxy
for the thermodynamic cloud top temperature, wischseful information when inferring
cloud phase. For instance, clouds with a cloudtéopperature greater than 273 K, the
melting point of water at typical atmospheric ptess, cannot contain ice at cloud top.
The methodology used to identify opaque clouds fg{&®2/13um) will be explained in
detail in a later section.

B [8.5, 11um] Particle Size Dependence
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Figure 3: The 8.5/11um scaled extinction ratio (3(8.5/13um)) is shown as a function
of the effective particle radius for liquid water pheres (red) and ice plates (blue).
Thesef3-ratios were derived from the single scatter propeties.
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Figure 4: The 12/11um scaled extinction ratio 3(12/11um)) is shown as a function
of the effective particle radius for liquid water pheres (red) and ice plates (blue).
Thesef3-ratios were derived from the single scatter propeties.

3.4.2 Mathematical Description

These subsections describe in detail how the A@drdhm is implemented. Firstly, a
description of how measured radiances are convéstad emissivity based data space is
given. The use of spatial information is explaineext, followed by a detailed
description of recipe (based on the spectral adiadpingredients”) used to determine
cloud type and phase.

3.4.2.1Converting the Measured Radiances to Emissivitiesra [3-Ratios

As shown in Section 3.4.1.1, effective cloud emisgiis dependent on the position of
the cloud within the vertical column (see Equatidn

Given the measured radiances at 7.4, 8.5, 11, apanl(ABI channels 10, 11, 14, and
15) and estimates of the clear sky radiance, dkatransmittance, and the temperature
profile, Equations 2 and 3 are used to comfufier the following spectral pairs: (8.5, 11
pum), (12, 11um), and (7.4, 1Jum). Given these spectral pairs, thelth emissivity is
always placed in the denominator of Equation 3.redfter, thes@'s are referred to as
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B(8.5/13um), B(12/13um), and(7.4/11um), respectively. The only missing piece of
information is the effective cloud vertical levelhich is needed in computing the cloud
emissivity. The effective cloud vertical leveltige level where the temperature profile is
equal to the extinction weighted cloud temperatuis. shown in Pavolonis (2010a) and
Pavolonis (2010b), the sensitivity Bfto the effective cloud vertical level is often dima
when “window” channel pairs are used. As such, @loucrophysical information can be
gleaned even by assuming a constant effective cleutcal level. The retrieval of the
actual effective cloud vertical level is unnecegdar this application and beyond the
scope of this algorithm. In addition, the cloudapl must also be known to properly
constrain the cloud microphysics in a formal retaieof the cloud vertical level. That is
why the cloud phase/type algorithm must work in thlesence of cloud height
information (e.g. the cloud height retrieval depend the cloud phase). To mitigate this
limitation in the ABI cloud phase/type algorithnpuf different cloud vertical level
formulations are applied to Equation 2. These rapsions are given the following
names.

Single layer tropopause assumption
Multilayered tropopause assumption
Single layer opaque cloud assumption
Multilayered opaque cloud assumption

PwnhE

The aim of applying these four assumptions is tobprthe data space for cloud
microphysical information such that cloud type t@naccurately inferred for non-opaque
and opaque clouds, under single and multilayeregdsi conditions.

3.4.2.1.1 Single Layer Tropopause Assumption

The first formulation assumes a constant effectileud level consistent with the
thermodynamic tropopause given by Numerical Weadediction (NWP) data (see the
AIADD Document for more information). Equations 6&g specifically show how this
assumption is applied to Equations 2 and 3 forctiennel pairs used in the cloud type
algorithm. In these equationsopdA) is the spectral cloud emissivity computed using
the single layer tropopause assumption, BehdA1/A2) represents th@ calculated from
this type of cloud emissivity. whpo iS the temperature of the tropopauses.pfA) and
tropdA) are the clear sky atmospheric radiance and trdiegioe, vertically integrated
from the tropopause to the top of the atmosphegpeactively (the calculation of the
clear sky radiance and transmittance are desciibegtail in the AIADD Document).
All other terms were defined previously. This fadation is primarily used to determine
the cloud type/phase of single layer optically thiouds.

Robs(7.4lum) - Rclr(74/,1m)
[B(74/Jm, Ttropo)ttropo(7.4lum) + Rtropo(7.4lum)] - Rclr(74/,1m)

Exope 7.440M) = (Eq. 6a)
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Robsy(8.54am) — Rair (8.54m)
[B(8.5Mn,Ttropo)ttropo(8.5#”]) + Rtropo(8.5/,1rn)] - Rclr(85/ﬁﬂ)

Robs(l ],Um) - Rclr(l ],Um) (Eq 6C)
[ B(l Zl,um, Ttropo) ttropo(l Zl,um) + Rtropo(l Zl,um)] - Rclr(l Zl,um)

Roby(12£0m) — Rair(124am)
[ B(l Zﬂrn, Ttropo) ttropo(l 2,Urn) + Rtropo(l Zﬂrn)] - Rcl r (1 2,Urn)

IN[1- &we(8.51m)]

Exon(8.5UM) = (Eq. 6b)

Exope(L10aM) =

Exop(1240M) = (Eg. 6d)

,851ropo(8.5/1¥1rn) = |n[1—,g,opo(1]/jm)] (Eq. 6e)
_ In[1- &a(120m)]
,Bstropo(lZ/llurn) = |n[1—5mp0(1],um)] (Eq 6f)
Buoopo( 7.4 /13m) = IN[1— Eon(7.4Lm)] (Eq. 6g)

IN[1 - &oe(11Lam)]

3.4.2.1.2 Multilayered Tropopause Assumption

Similar to the first formulation, the second clouettical level formulation assumes that
the cloud vertical level is the tropopause levavdg by NWP). Unlike the first
formulation, this one includes an additional twigt this formulation, the clear sky top-
of-atmosphere radiance is replaced by the top+obsphere radiance originating from a
black (e.g. emissivity = 1.0 at all wavelengthspvated surface. The elevated black
surface is used to roughly approximate a blackbzmoyd in the lower troposphere. The
black surface is placed at the 0.8 sigma level tereain following coordinate system.
The ability to detect multilayered clouds with exfed measurements is predicated on the
lower cloud layer being colder than the surface #redupper cloud layer being colder
than the lower cloud layer (Pavolonis and Heidin@®04). The 0.8 sigma level was
chosen as a compromise of these two factors. Tésspre level (e of this black
surface is given by Equation 7. In Equationo77 0.8, RuraceiS the pressure of the
lowest level in the NWP atmospheric pressure mpfind B, is the pressure at the
highest level in the NWP atmospheric pressure leroflfhe sigma coordinate system is
commonly used in dynamical models. The purpogaisfformulation is to help identify
multilayered cloud systems and determine the clzhase of the highest cloud layer in a
multilayered cloud system. Equations 8a — 8g $ipatly show how this assumption is
applied to Equations 2 and 3 for the channel paesl in the cloud phase/type algorithm.
In these equationsgmwopdA) iS the spectral cloud emissivity computed usiihgs t
formulation, andBmropo (A1/A2) represents thgd calculated from this type of cloud
emissivity. Tack iS the temperature at the pressure levigledP RoacA) and tiacdA) are
the clear sky atmospheric radiance and transmétarertically integrated from the level
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where the atmospheric pressure is equal ga«Pto the top of the atmosphere,
respectively. The RcdA) and tiacdA) terms are simply pulled from pre-calculated
profiles of clear sky atmospheric radiance and sim@ttance using the profile level
returned by a standard generic binary search mutthen the atmospheric pressure
profile is searched fory,Rc (€.9. no interpolation is performed). The deiwatof the

pre-calculated clear sky atmospheric radiance eartsinittance profiles is described in

detail in the AIADD Document. All other terms img&ation 81 — 8g were previously
defined.

Pbiack = (Pwrface - Ptoa)U + Ptoa (Eq 7)

gmropo( 7. 4ﬂm) =

Robs(7.44m) —[ B(7.4L0m, Toiack) tolack( 7 .44m) + Roiack( 7.44am)]

[B(?.4/Jrn,Ttrop0)ttrop0(7.4ﬂrn) + eropo(7.4/,1rn)] —[B(7.4ﬂrn,Tblack)thack(7.4/Jrn) + Rblack(7.4lurn)]
(Eq. 8a)

Enmeono( 8.50M) =

Robs(8.5m) — [ B(8.50m, Toiack) thiack(8.54m) + Rulack(8.51m)]

[B(8.5[ﬂn,Ttropo)ttropo(8.5,llm) + Rtropo(8.5,urn)] —[B(8.5,LIm,Tblack)thack(8.5[ﬂT1) + Rblack(8.5ﬂm)]
(Eq. 8b)

Emrop L 1M =
Robs(114am) — [ B(L 14m, Toiack) toiack(1 14m) + Roiack(11am)]

[ B(l :I,Urn, Ttropo) ttropo(l ],Urn) + Rtropo(l ],Urn)] - [ B(l ],Urn, Tbl ack) thi ack(l :I,Urn) + Rbl ack(l ],Urn)]
(EqQ. 8c)

Emnop(1204M) =

Robs(12¢mm) — [ B(1 24, Thiack) thiack(12£M) + Rbiack(124m)]
[ B(l 2[1”1, Ttropo) ttropo(l 2,(1”1) + Rtropo(l 2,(1”1)] - [ B(l Zﬂm, Tbl ack) i ack(l M) + Rbl ack(l 2,(1”1)]

(Eq. 8d)

Brirono(8.5/11m) = '&[;:i(zm)]] (Eq. 8e)
A28 = = ) €

oo 7.4 113 = AT El T4 g0

In[l - EtrOpo(l ],Um)]
3.4.2.1.3 Single Layer Opaque Assumption
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This formulation uses the opaque cloud assumptiscudsed in Pavolonis (2010a). In

this case, the effective cloud vertical level isetato be the level where either the 8.5, 11,
or 12 um cloud emissivity is equal to 0.98. The Tuh channel is not used in this

formulation. This formulation is used to determthe cloud phase of optically thin and

thick clouds and infer information on cloud opacityhe process for implementing this

formulation is as follows.

1. For a given channel (8.5, 11, and|r), Equation 2 is rearranged to solve for the
black cloud radiance term,&A), that is needed to yield a cloud emissivity of
0.98. Equation 9 shows this rearrangement. Is #gsumption, the cloud
emissivity,e(A), in Equation 9 is set to 0.98.

Roo(A) + Rar(A)[&(A) -1]
@)

Rua(A) = B(A, Tet)tac(A) + Rac(A) (Eg. 10)

Rad(A) = (Eq. 9) where

2. For a given channel, the¢RA) calculated in Step 1 is compared to a pre-
calculated vertical profile of R(A) for the same channel (see the AIADD
Document). The profile of &(A) is used to determine the weight and anchor
points needed to linearly interpolate the profifeRaq(A) to the value calculated
using Equation 9 with the assumption th@t) = 0.98. Equation 11 shows how
the interpolation weight, Vi(0.98), is determined.

Raid(A,0.98) — Rad(A,Z)
Rud(A,Z2) — Rad(A,Z4)

W (1,0.98)= (Eq. 11)

In Equation 11, By(A, 0.98) is the value calculated using Equation thtie
assumption thag(A\) = 0.98. Rg4(A,Zy) and Ri(A,Z,) are the black cloud
radiances within the vertical profile that boungyR,0.98), with Ri4(A,Z1) being
the black cloud radiance at the highest (e.g. &sttfirom the ground) bounding
level (Z). Z; and % are the vertical array indices corresponding te th
interpolation anchor points.

3. Steps 1 and 2 are performed for the 8.5, 11, anduh2channels. The
interpolation weights and anchor points associatigh each channel are used to
determine which R4(A,0.98) occurs at the highest (e.g. furthest froenglound)
vertical level.

4. Once it is determined for which channelsR,0.98) occurs at the highest vertical
level, the interpolation weight and anchor points that channel are used to
interpolate the By(A) of the other two channels to that same levele Tighest
level is chosen to prevent the cloud emissivityaimy of the channels from
becoming too large (e.g. > 1.0). Thus, the clomissivity is fixed at 0.98 for the
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channel where an emissivity of 0.98 occurs at tighest vertical level. This
channel is referred to as the reference channet ifiterpolation of By(A) for the
non-reference channels is performed according toatiton 12. Note that by
interpolating R4()), for the non-reference channels, to the levelratige Rig(\)
of the reference channel gives an emissivity etul98, allows the emissivty of
the non-reference channels to deviate from 0.98caRthat cloud microphysical
information is related to the spectral variationctdud emissivity. In Equation
12, Rud_ind{A) is the upwelling black cloud radiance interpatatasing the
reference weight [W\e,0.98)] and reference anchor pointsdRer,Zref;) and
Rad(Arer,Zref)] that give a cloud emissivity of 0.98 at the refece channel. Zref
and Zref are the vertical array indices of the referencerpolation anchor
points.

Rad_int(A) = Raia(A, Zref 1) + W (Arer,0.98)[ Ruia(A, Zref 2) — Raa(A, Zref )] (Eq. 12)

5. Finally, the 8.5, 11, and 1gm channel cloud emissivities are computed using
Equations 13a — 13c.3(8.5/13um) and3(12/13um) are also computed using
Equations 13d and 13e. In these equatiGRs.aquéA) is the spectral cloud
emissivity computed using the single layer opaqleuct assumption, and
BsopaquéA1/A2) represents th@ calculated from this type of cloud emissivity. If
this formulation is implemented correctlgsopaquéA) at the reference channel
should be equal to 0.98.

Robs(8.5,Um) - ch(85,um)

B ) = e ey (E9 139
oL 14M) = %Iifiiz%ﬁ'gzﬁm (Eg. 13b)
ot S

Loveaue8.5/13um) = 'Ir;[[ll__‘g:fgm)]] (Eq. 13d)
Popoa(12/1§m) = ML= EalL ] g 5

IN[L = Eopmae( 1 1M)]

3.4.2.1.4 Multilayered Opaque Cloud Assumption

This assumption is implemented in exactly the samaaner as the “Single Layer Opaque
Cloud Assumption” except the top-of-atmosphere rcidy radiance is replaced by the
top-of-atmosphere radiance originating from a blatkvated surface. Just as in the
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“Multilayered Tropopause Assumption,” the blackfaae is placed at the 0.8 sigma level
in a terrain following coordinate system. The Blatevated surface is explained in detail
in Section 3.4.2.1.2. As explained in a later isectthe “Multilayered Opaque Cloud
Assumption” is used to detect multilayered cloudtegns. In this formulation, the 8.5,
11, and 12um channel cloud emissivities are computed usingakgus 14a — 14c (the
7.4 um channel is not used in this formulatiorf}(8.5/13um) andp(12/11um) are also
computed using Equations 14d and 14e. In thesetieg8aEmopaqué)) IS the spectral
cloud emissivity computed using the multilayeredagye cloud assumption, and
BmopaquéA1/A2) represents th@ calculated from this type of cloud emissivity.

Robs(8.54m) —[ B(8.54m, Toiack) toiack(8.5£1m) + Rolack(8.54m)]
Raid _ inter8.50m) —[ B(8.50mm, Toiack) toiack(8.5amM) + Ruiack(8.51m)]

Robs(1 144m) —[ B(L 144m, Toiack) toiack(1 1¢am) + Rolack(114am)]
Ruid _ interg(1 14am) —[ B(1 14m, Toiack) toiack(1 1am) + Rolack(1 14m)]

Robs(120m) — [ B(120m, Toiack) toiack(1 244mM) + Rolack(1244M)]
Roid _ interd 1 20am) — [ B(1 24, Tolack) toiack(1 24aM) + Roiack(124am)]

&npaque(8.5/lrn) = (Eq 14a)

Eropad L 1aM) =

(Eq. 14b)

Enmeae{120m) =

(Eq. 14c)
IN[1— Eromad(8.501mM)]
IN[1— Enpeal(11M)]

IN[1— Eopaaue( 1 204M)]
IN[1 — Eopeaue 1 1paM)

Bnopaque(8.5 /1 Z]um) =

(Eq. 14d)

Bnopaque(lZ/lJLm) = (Eq 14e)

3.4.2.20paque Cloud Temperature

The opaque cloud temperature is defined as theareanpe at the vertical level where the
cloud emissivity for a given channel is equal toear-opaque value (0.98 in this case).
The opaque cloud temperature is useful for detengithe atmospherically corrected
cloud-top temperature of opaque/near-opaque cloukis.addition, the opaque cloud
temperature derived from a window channel can bapewed to the opaque cloud
temperature derived from an absorption channeatfer information about cloud optical
depth. The ABI Cloud Type Algorithm computes thgaque cloud temperature for the
7.4 um (ABI channel 10) and 1um (ABI channel 14) channels. The process for
calculating the opaque cloud temperature is asvial

For a given channel (7.4 and jin), Equation 2 is rearranged to solve for the black
cloud radiance term,dg(A), that is needed to yield a cloud emissivity &8). Equation
9 shows this rearrangement. In this assumptienclibud emissivityg(A), in Equation 9
is set to 0.98. The vertical level returned bytamdard generic binary search routine is
used to locate the value ofyff\), computed using Equation 9, in the pre-computed
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vertical profile of Ri4(A). The vertical array index returned by the binsearch routine
is used to grab the opaque cloud temperature freniNWP temperature profile (e.g. no
interpolation is performed). As described in thlABD Document, Rg(A) and NWP
temperature need to be available at the same akhtieels. This procedure is applied
twice to separately determine the 74sn and 11lum opaque cloud temperatures,
Topaqué7.4um) and Tpaqué11m), respectively.

To determine the cloud type, the radiative pararsdtthe ingredients”) computed from
all of the formulations described in Sections 34.and 3.4.2.2 are used in a logical
decision tree (the “recipe”). Prior to describitige decision tree, the use of spatial
information in the cloud type/phase algorithm maesiexplained.

3.4.2.3Median Spatial Filter

The emissivity and3 calculations described in Section 3.4.2.1 cartjnas, be noisy,
especially near cloud edges, in areas of brokendsloand for very small cloud optical
depths. In order to minimize the occurrence oft“aad pepper” noise, a standard 3 x 3
median filter is applied to certain key variablesd,d11um), Bsropd8.5/13um),
Bsopaqué8.5/11um), Bswopd12/11um), andPsopaquél2/11um)). The median filter simply
replaces the value at each pixel with the medidnevaf a 3 x 3 pixel array centered on
that pixel. The generic median filter procedurdescribed in the AIADD Document.

3.4.2.4ldentifying a Pixel's Local Radiative Center

In regions where the radiative signal of a cloudrnsall, like cloud edges, the variofs
ratios are difficult to interpret since the clouddtion, which is assumed to be 1.0, may
be less than 1.0, or very small cloud optical deptlay produce a signal that cannot be
differentiated from noise. With the spectral imf@tion limited, a spatial metric is
needed to make a spatially and physically condistiaud type determination for these
types of pixels. To address this problem, the igradilter procedure, which is described
in detail in the AIADD Document, is used to detemmithe Local Radiative Center
(LRC) of each pixel valid pixel. A pixel is valid it has a valid Earth latitude and
longitude and has valid spectral data (based onLthe calibration flags). The
Estropd 11um) parameter described in Section 3.4.2.1.1 is ts@dmpute the LRC. The
gradient filter inputs (which are described in deta the AIADD Document) for this
application are listed in Table 4.

Gradient Minimum Valid Maximum Valid Gradient Apply Gradient Filter
Variable Value of Gradient | Value of Gradient | Stop Value | To

Variable Variable
Esropd(111m) 0.0 1.0 0.7 All pixels with a valid

Earth lat/lon and valid
spectral data for ABI

channels 10, 11, 14, and
15
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Table 4: Inputs used in calculation of Local Radiatre Center (LRC). The gradient
filter function used in the calculation is describd in the AIADD document.

The gradient filter allows one to consult the spdcinformation at an interior pixel
within the same cloud in order to avoid using thecsral information offered by pixels
with a very weak cloud radiative signal or sub-pigkudiness associated with cloud
edges. Figure 5 shows how this technique elimsat®malou$siopd 8.5/11um) values
at cloud edges. Overall, this use of spatial imation allows for a more spatially and
physically consistent product. This concept i® @&gplained in Pavolonis (2010b).

Cloud Beta Ratio Cloud Beta Ratio at LRC
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Beta 8.5/11 um [ ]
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Figure 5: The impact of the gradient filter is shom for the scene depicted by the
false color RGB image (top). TheBuopo(8.5/13um) at each pixel is shown in the
bottom, left panel and the bottom, right panel is lhe same as the bottom left, except
the Buopo(8.5/13um) for the LRC of each pixel is shown. Notice how amoalous
values near cloud edges are absent from the LRC irga.

3.4.2.5Use of Spaceborne Lidar and Near-Infrared Reflectace Data to
Determine Algorithm Thresholds
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The Cloud-Aerosol Lidar with Orthogonal PolarizatiCALIOP) on-board the Cloud-
Aerosol Lidar and Infrared Pathfinder Satellite &tation (CALIPSO) satellite is a
nadir pointing dual wavelength depolarization lidaCALIPSO is in an afternoon sun-
synchronous low earth orbit. Thus, it can be dlose-located in space and time with
the Spinning Enhanced Visible and Infrared Ima&\(IRI) at certain times of the day.
SEVIRI has 7.4, 8.5, 11, and {n channels that are similar to the ABI and CALIGP i
capable of accurately measuring cloud boundariethenvertical and horizontal. The
vertical cloud boundaries can be combined withaaded NWP temperature profiles to
provide a good estimate of cloud top temperatutdchvcan be used to infer cloud top
phase for certain temperature ranges. The CALI©Rdcphase product is not used at
this time because the current version is not ateuwtae to the complexities of multiple
scattering and oriented ice crystals (Hu et al920 The next version of the CALIOP
cloud phase product should address some of thdgsedeies (Hu et al., 2009). The
CALIOP cloud boundaries can also be used to cakewdaquality estimate of the true
cloud emissivity, as in Heidinger and PavolonisO@0 In developing the ABI cloud
type/phase algorithm, CALIOP and SEVIRI co-locatiomere used extensively to help
define thresholds, verify physical concepts, aniilage the algorithm. In addition, near
infrared reflectance data (available during the)dayhich are not used in the cloud
type/phase algorithm, were used to adjust threshold the near-infrared, ice is more
absorbing than liquid water, thus, ice will gengralave a smaller reflectance than liquid
water (Pavolonis et al., 2005).

3.4.2.6Cloud Phase/Type Determination

As stated earlier, the cloud phase is determinenh fthe cloud type output (the cloud
phase product is a subset of the more detailedddyppe categories). The cloud type
decision tree is composed of several small compsrentests), each aimed at extracting
specific information related to cloud type. Thegalthm first determines the result of
each test and stores that information. Theredfierresults of the tests are examined in a
specific order to determine the cloud type. THe¥ang sections will describe each test
and the logic used to determine the cloud type filmartest results. Please note that all of
the inputs needed by the cloud type decision iresduding mathematical symbols) have
been defined in previous sections. As a reminither overall algorithm processing flow
chart is shown in Figure 1.

3.4.2.6.1 Low Surface Emissivity (LSE) Test

Purpose: Determine if certain downstream tests may be meggtimpacted by low
surface emissivity.

Inputs:
* 8.5um (ABI channel 11) surface emissivitgsf(8.5um)]
L4 sstrop((llp.m)

Logic:

36



If (est(8.94m) < LSE_Threshold_AND &syopd11um) < LSE_Threshold_2)
Output = TRUE (a low surface emissivity is pra¥en

Else
Output = FALSE

Thresholds and rational:

Offline radiative transfer model simulations indeathat once the 8.pim surface
emissivity decreases to about 0.85, the opaqued cdasumption described in Section
3.4.2.1.3 is no longer effective for determiningud phase or cloud opacity, unless the
Esropd 11HM) exceeds a certain threshold. The thresholdsiresti by the LSE test are
listed in Table 5.

Sensor LSE Threshold 1 LSE Threshold 2
Met-8 SEVIRI 0.85 0.50
Met-9 SEVIRI 0.85 0.50
Terra MODIS 0.85 0.50
Aqua MODIS 0.85 0.50
GOES-R ABI 0.85 0.50

Table 5: The thresholds used by the Low Surface Emsivity (LSE) Test as a
function of sensor.

3.4.2.6.2 A12/111m) Opaque Cloud (BOC) Test

Purpose: Determine if a cloud is opaque/nearly opaque usimgtheory described in
Pavolonis (2010a).

Inputs:
*  Esropd 11um)
o Bsopaqué].z,l]“m)
Logic:
If (Esropd11tm) > BOC_Threshold_AND Bsopaquél2/13um) < BOC_Threshold_2)
Output = TRUE (cloud is nearly opaque)
Else

Output = FALSE

Thresholds and rational:
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The cloud type/phase algorithm does not need spe@fues of the actual cloud optical
depth or emissivity. Only a flag indicating if tobkoud likely has an 1fum cloud optical
depth greater than about 2.0 (see definition afictitype categories) is needed. In order
to determine if a pixel has a high probability @ntaining an opaque or near-opaque
upper-most cloud layeBsopaquél2/13um) (see Equation 13e) is examined as in Pavolonis
(2010a). If the cloud has a large emissivity (a¢ treference channel), then the
Bsopaquél2/11um) should fall well within the expected theoreticahge given by the
single scatter properties. If the cloud has arsseivity (at the reference channel) much
smaller than 0.98Bsopaquél2/11um) should be greatly influenced by the spectral
variability in surface emissivity and clear sky gass transmittance, and thus, may not
fall within the expected theoretical range. Thss because the upwelling top-of-
atmosphere radiance from an elevated (e.g. abevsuttiace) blackbody surface, and the
atmosphere above, converges to the clear sky r&iana higher (colder) atmospheric
level for channels that have a small surface emtgsand/or higher peaking weighting
function.

The Bsopaquél2/11um) threshold was determined objectively using SB\AR] CALIOP
time/space co-locations, where the goal is to iflerdlouds that have an 1fum
emissivity greater than 0.85 (roughly equivalentato 11 pum optical depth of 2.0).
CALIOP cloud boundaries were used to compute a"tdl4um cloud emissivity. In
other words, Equation 2 can be evaluated usingCElIOP cloud boundaries and an
NWP temperature profile to estimate the effectileud level, which is assumed to lie
midway between the CALIOP cloud top and cloud butt@Heidinger and Pavolonis,
2009). Figure 6 shows Peirce-Hanssen-Kuipers skoke metrics as a function of the
Bsopaquél2/11um) threshold used to distinguish between clouds vait 11pm cloud
optical depth of less than and greater than 2.0tot&l of about 8000 SEVIRI/CALIOP
match-ups were used in this analysis. This objeahnalysis indicates that a threshold of
1.19 is optimal (clouds with Bsopaquél2/11um) < 1.19 are considered to have anubi
optical depth greater than 2.0). The thresholesl ly the BOC test are listed in Table 6.
Overall, these results prove that opaque/near-apagouds can be identified with
respectable skill using this approach.
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Identifying Optically Thick Clouds
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Figure 6: Peirce-Hanssen-Kuipers skill score metrig are shown as a function of the
Bsopaqu{12/11um) threshold used to distinguish between clouds wita 114m cloud
optical depth of less than and greater than 2.0. lie probability of false alarm (POF)
is shown in blue, the probability of detection (POD is shown in red, and the skill
score is depicted by the black solid line. Th@sopaqu{12/13um) threshold that
maximizes the skill score is depicted by the dashddack line. This analysis is based
on over 8000 SEVIRI/CALIOP match-ups.

Sensor BOC Threshold 1 BOC Threshold 2
Met-8 SEVIRI 0.05 1.19
Met-9 SEVIRI 0.05 1.19
Terra MODIS 0.05 1.17
Aqua MODIS 0.05 1.17
GOES-R ABI 0.05 1.19

Table 6: The thresholds used by th@(12/11um) Opaque Cloud (BOC) Test as a
function of sensor.

3.4.2.6.3 Opaque Cloud Temperature Difference (OCTD) Test

Purpose: Determine if a cloud is opaque/nearly opaque usimegdifference between
Topaqué7.4m) and Tpaqué11um), which were described in Section 3.4.2.2.

Inputs:
*  Topaqu€7.4um)
* Topaquéllum)
* Absolute value of the gpaqu{7.4um) - Topaqué11um) difference [Fpaquédiff)]

39



Logic:

If (Topagué?.4um) > OCTD_Threshold_JAND Topaguéllum) > OCTD_Threshold_2
AND Topaquédiff) < OCTD_Threshold_3)

Output = TRUE (cloud is nearly opaque)
Else
Output = FALSE

Thresholds and rational:

This test is used to supplement the BOC Test. pHysical basis is straightforward. If
the absolute difference between the opaque clowpdeature derived from the 7pn
channel and the opaque cloud temperature derivad fine 11um channel is small, the
cloud approximates a blackbody and is considerdoetopaque/nearly opaque. Given
that the 7.4um channel has a clear sky weighting function thedilgs in the middle
troposphere and the clear sky weighting functiorthef 11um channel peaks near the
surface, only the presence of an opaque/nearly ugpatpud can cause the absolute
difference between the opaque cloud temperaturé® temall. Figure 7 shows Peirce-
Hanssen-Kuipers skill score metrics as a functibthe Topaquédiff) threshold used to
distinguish between clouds with a fufir cloud optical depth of less than and greater than
2.0. A total of about 8000 SEVIRI/CALIOP match-upsre used in this analysis. This
objective analysis indicates that a threshold 5fktis optimal (clouds with aghaquédiff)

< 4.5 K are considered to have anpit optical depth greater than 2.0). The thresholds
used by the OCTD test are listed in Table 7.

Identifying Optically Thick Clouds
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Figure 7: Peirce-Hanssen-Kuipers skill score metrig are shown as a function of the
absolute difference in the 7.4um — 11 pum opaque cloud temperature (hpaquddiff))
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threshold used to distinguish between clouds with 414m cloud optical depth of
less than and greater than 2.0. The probability ofalse alarm (POF) is shown in
blue, the probability of detection (POD) is shownn red, and the skill score is
depicted by the black solid line. The d,aquddiff) threshold that maximizes the skill
score is depicted by the dashed black line. Thisnalysis is based on over 8000
SEVIRI/CALIOP match-ups.

Sensor OCTD_Threshold_1f OCTD_Threshold 2| OCTD_Threshold_3
[K] [K] [K]

Met-8 SEVIRI 170 170 4.5

Met-9 SEVIRI 170 170 4.5

Terra MODIS 170 170 4.5

Aqua MODIS 170 170 4.5

GOES-R ABI 170 170 4.5

Table 7: The thresholds used by the Opaque Cloud Teperature Difference
(OCTD) Test as a function of sensor.

3.4.2.6.4 Overall Opague Cloud (OOC) Test

Purpose: Combine the output from the Low Surface EmissiVigst (LSE)3(12/11um)
Opaque Cloud (BOC) Test, and the Opaque Cloud Teatye Difference (OCTD) Test
to determine if a cloud is truly opaque/nearly apaq

Inputs:
* Result of LSE Test
* Result of BOC Test
* Result of OCTD Test

Logic:
If (LSE Test = TRUE)
Output = OCTD Test
Else
Output = BOC Test

Thresholds and rational:
The BOC test is generally more skillful that the TiCtest, except over barren low

emissivity surfaces. Thus, the output of the B@€1 ts used, except over low emissivity
surfaces.
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3.4.2.6.5 Water Vapor Multilayered Detection (WVMD) Test

Purpose: Detect multilayered cloud systems, where the teglodoud layer is semi-
transparent to infrared radiation.

Inputs:

i sstrop((7.4\um)

o 8mtropo(]-]-l-“‘n)

*  Bmropd 7.4/13um)

*  Bstropd12/13um)

*  Bmtropd12/1um)

*  Bmopaquél2/1Ium)

*  Bsopaqué8.5/1um) at the pixel Local Radiative Center (LRC)
[Bsopaué8.5/13um)_LRC]

Logic:

If (Estropd 7.4um) > WVMD_ThreshIAND
Bmtr0p0(7.4/1jum) > WVMD_ThI’GShZA\ND
Brtropd 7-4/13um) < WVMD_Thresh3AND
Bstmp((lz/l]l.lm) < Bmtmpo(lzlljum) AND
8mtro,:;c(].:l.l.lm) > WVMD_Thresh4AND
smtropc(llum) <WVMD_Thresh5AND
Bmopaqué12/11um) > WVMD_Thresh6AND
Bmopaqué12/11um) < WVWMD_Thresh7AND
Bsopaqué8.5/11um)_LRC > WVMD_Thresh@\ND
Bsopaqué8.5/11um)_LRC < WVMD_Thresh9)

Output = TRUE (multilayered clouds are present)
Else
Output = FALSE

Thresholds and rational:

The multilayered cloud detection methodology isigiesd to detect semi-transparent
upper tropospheric ice clouds that overlap a loapaque/near-opaque cloud layer.
These will be referred to as “multilayered ice dstfrom this point forward. Previous
studies (e.g. Heidinger and Pavolonis, 2005) haesva that multilayered ice clouds are
a common occurrence. The presence of multipledclayers will impact downstream
retrievals of cloud macro and microphysical propstt so it is import to identify
multilayered cloud systems prior to performing thestrievals. The multilayered cloud
detection technique exploits differences in atmesigh weighting functions and
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microphysical relationships to infer the presentemaltilayered clouds. The 74dm
channel (ABI Channel 10) atmospheric weighting tiorcgenerally peaks in the mid to
upper troposphere (the exact peak depends on ttez wagpor profile), while the 1fim
channel (ABI Channel 14) weighting function peaksthe lower troposphere near the
surface.

When a semi-transparent high cloud overlaps anumiagar-opaque lower tropospheric
cloud, the 7.44m channel will have little sensitivity to the emas from the lower
tropopsheric cloud (unless the atmosphere is very dhile the 11gm channel will be
sensitive to emission from both cloud layers. Thtiee 11pm cloud emissivity
calculated using the “Single Layer Tropopause Agdion” (see Section 3.4.2.1.1)
would be much larger than the 7ufia emissivity calculated using the same assumptions.
If the 7.4pum and 11gm cloud emissivities are computed for the same ilayéred
cloud scenario using the “Multilayered Tropopaussumption” (see Section 3.4.2.1.2),
the following will be result: €myopd11UmM) < Esyopd11Um) and Empopd 7.4um) =
Estropd 7.4um). The sigma levelo( = 0.8) of the lower opaque cloud layer used in the
“Multilayered Tropopause Assumption” was chosenhstiat it was placed well below
the peak of the 7.4m channel weighting function. Given this physidadsis,
Bmwropd 7-4/13um) is a fairly good indicator of multilayered icéoeds, especially when
supplemented with a few additional pieces of infation.

Additional spectral information is used to help ifyethat a multilayered ice cloud is
possible. Additional pieces of information are ded because, in reality, the T
channel weighting function varies as a functionathospheric temperature and water
vapor and the height and opacity of the lower cléaygker will vary, which leads to
ambiguity. Constraints Ofmuopd 11UmM) andBmepaquél2/11um) are applied in order to be
more certain that the uppermost cloud layer is gegmisparent. Further constraints are
applied to the value dBsopaqué8.5/11um) at the pixel Local Radiative Center (LRC) to
help reduce false detects due to certain singlerlayid-level clouds. All of the
thresholds for the WVMD test are shown in Table 8.

Figure 8 shows the normalized distribution [&fropd7.4/13um) for single layer and
multilayered “definite ice clouds.” CALIOP was wuk® identify single layer clouds with
a cloud top temperature of 233 K or less and naykited cloud systems where the cloud
top temperature of the highest cloud layer is 238rkess. Hence the term “definite ice
clouds.” A Bmwopd7.4/13um) threshold of 0.9 is used to distinguish singigel ice
clouds from multilayered ice clouds (multilayeredei clouds have a 0.0 <
Bmtropd 7-4/13um) < 0.9). Some of the overlap between singlerlay® multilayered ice
clouds shown in Figure 8 is due to errors in the {O® vertical feature mask. Further,
the saturation optical depth (e.g. optical deptivlaith transmission approaches zero) of
the CALIOP is also slightly smaller than the peagtn depth of infrared radiation,
which causes additional overlap between the digiobs.
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Figure 8: The normalized distribution of Brmiropo(7.4/13um) is shown for single layer
(black) and multilayered (red) definite ice clouds. CALIOP was used to identify
single layer clouds with a cloud top temperature o233 K or less and multilayered
cloud systems where the cloud top temperature of ¢hhighest cloud layer is 233 K or
less. The threshold used to distinguish between gie and multilayered ice cloud
systems is shown in blue.

Sensor | WWMD_ | WwMD_ | WMD_ | WWMD_ | WWMD_ | WWMD_ | WYMD_ | WYMD_ | WVMD
Threshl Thresh2 Thresh3 Thresh4 Thresh5 Thresh6 Thresh7 Thresh8 Thresh9

Met-8 0.02 0.10 0.90 0.00 0.60 1.19 2.30 0.40 1.10

SEVIRI

Met-9 0.02 0.10 0.90 0.00 0.60 1.19 2.30 0.40 1.10

SEVIRI

Terra 0.02 0.10 0.90 0.00 0.60 1.19 2.30 0.40 0.95

MODIS

Aqua 0.02 0.10 0.90 0.00 0.60 1.19 2.30 0.40 0.95

MODIS

GOES- | 0.02 0.10 0.90 0.00 0.60 1.19 2.30 0.40 1.10

R ABI

Table 8: The thresholds used by the Water Vapor Muilayered Detection (WVMD)
Test as a function of sensor.

3.4.2.6.6 Infrared Window Multilayered Detection (IWMD) Test

Purpose: Detect multilayered cloud systems, where the teglodoud layer is semi-

transparent to infrared radiation.
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*  Emropd11um)

*  Bstropd12/11um)

*  Bmtropd12/11um)

*  Bmopaquél2/11um)

*  Bstropd8.5/13um)

*  Bmropd8.5/11um)

¢ Bmopaqué8.5/1]|.lm)

*  Bsopaqué8.5/11um) at the pixel Local Radiative Center (LRC)
[Bsopaqué8.5/1jum)_LRC]

¢ Bmtropcflz/lllim) - Bstropc(lZ/ljl-lm) [Bdiﬁ(lZ/ljl.lm)]

Logic:
PART | (Only 2 different thresholds are used)

If ((Bsopaqué8.5/13um)_LRC > IWMD_ThreshJAND
Bsopaqué8.5/11um)_LRC < IWMD_Thresh2PR
(Bmopaqué8.5/13um) > IWMD_ThreshlAND
Bmopaqué8.5/11um) < IWMD_Thresh2)OR
(Bmtropd8.5/13um) > IWMD_ThreshIAND
Bmtropd8.5/11um) < IWMD_Thresh2))

Ice_signature = TRUE (the highest cloud laydikily composed of ice)
Else

Ice_signature = FALSE

PART Il (depends on results of PART )

If (Bstropd12/11um) > IWMD_Thresh3AND
Bstropd 12/11um) < IWMD_Thresh4AND
Emtropd 11um) > IWMD_Thresh5AND
Emtropd 11umM) < IWMD_Thresh6AND
Bair(12/13um) > IWMD_Thresh7AND
Bmopaqué12/11um) > IWMD_Thresh8AND
Bmopaqué12/11um) < IWMD_Thresh@ND
Ice_signature = TRUE)

Output = TRUE (multilayered clouds are present)

Else
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Output = FALSE

Thresholds and rational:

The IWMD test is designed to detect multilayeresl ¢touds that cannot be detected with
the WVMD test due to low signal-to-noise in the @ channel. When optically thin
ice clouds overlap an optically thick lower clowayér composed of liquid water, the
single layer cloud assumptions will often result walues of Bsyopd12/11um),
Bstropd8.5/13um), andBsopaqué8.5/11um) that are representative of the lower cloud layer
The multilayered assumption will result in valuéBauopd 12/13um), Brmtropd 8.5/13um),
andBmopaqué8.5/11um) that are representative of the optically thim edoud. In contrast,
when a single layer cloud is present, both thelsifayer and multilayered assumptions
will be representative of the phase of the sindmud layer. The thresholds for
implementing this test can be found in Table 9.esehthresholds were derived from a
combination of CALIPSO and manual analysis.

Sensor | IWMD_ | IWMD_ IWMD_ IWMD_ IWMD_ IWMD_ IWMD_ IWMD_ IWMD_
Threshl Thresh2 Thresh3 Thresh4 Thresh5 Thresh6 Thresh7 Thresh8 Thresh9

Met-8 0.40 1.10 0.85 0.98 0.00 0.20 0.03 1.19 2.30

SEVIRI

Met-9 0.40 1.10 0.85 0.98 0.00 0.20 0.03 1.19 2.30

SEVIRI

Terra 0.40 0.95 0.85 0.98 0.00 0.20 0.03 1.19 2.30

MODIS

Agqua 0.40 0.95 0.85 0.98 0.00 0.20 0.03 1.19 2.30

MODIS

GOES- | 0.40 1.10 0.85 0.98 0.00 0.20 0.03 1.19 2.30

R ABI

Table 9: The thresholds used by the Infrared WindowMultilayered Detection
(IWMD) Test as a function of sensor.

3.4.2.6.7 Overall Multilayered Cloud (OMC) Test

Purpose: Combine the results from the Water Vapor Multileege Detection (WVMD)
Test and the Infrared Window Multilayered DetectigWMD) Test to determine if a
multilayered cloud system is present.

Inputs:
* WVMD Test Result
* IWMD Test Result
Logic:
If (WVMD Test = TRUEOR IWMD Test = TRUE)

Output = TRUE (multilayered clouds are present)
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Else
Output = FALSE

Thresholds and rational:
The combination of the WVMD and IWMD tests prod@eore accurate representation
of ice topped multilayered cloud systems.

3.4.2.6.8 Homogeneous Freezing (HF) Test

Purpose: Identify clouds that, based on their ik opaque cloud temperature, very
likely have glaciated tops.

Inputs:
*  Topaquéllum)

Logic:

If (Topagué11um) > 170.0 KAND Topaqué11um) < 238.0 K)
Output = TRUE (an ice cloud was detected)

Else
Output = FALSE

Thresholds and rational:

Clouds are assumed to have a glaciated top if theni brightness temperature is less
than or equal to 233 K (-40). This is the typical temperature at which sntigilid
droplets will freeze spontaneously (Rogers and Y&89). In addition, Korolev et al.
(2003) found that for in-cloud temperatures in 283 — 238 K range, ice is by far the
dominant phase, so a threshold of 238 K is used.

3.4.2.6.9 Bopaque(8.5/11m) and Water Vapor | ce Cloud (BOWVIC) Test

Purpose: Utilize the cloud phase information offered B{8.5/11um) (see Figure 3),
with the “opaque cloud assumption” (see Section23143) to identify ice clouds of
varying optical depth.

Inputs:

i Topaqué7.4um)
Topaqué7.4m) at the pixel Local Radiative Center (LRC)Jdyu&7.4um)_LRC]

*  Bsopaqué8.5/11um)
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Bsopaqué8.5/11um) at the pixel LRC[sopaqué8.5/11um)_LRC]
*  Bswropd12/13um)

Logic:

It is important to note that the thresholds syn#eliin the logic below are a function of
Topaqué7.4m) or Topaqué7.4um)_LRC.

If Bsopaqué8.5/114m) > BOWVIC_Thresh1(Jaqué7.44m)) AND
Bsopaqu8.5/11um) < BOWVIC_Thresh2(Jaqué7.4um)) AND
Bsopaquk8.5/13um)_LRC > BOWVIC_Thresh3(Faqué7.41m) LRC)AND
Bsopaqu8.5/13um)_LRC < BOWVIC_Thresh4(Faqué7.41m) LRC)AND
Bstropd 12/11um) > BOWVIC_Thresh5(Jaqué7.41m)) AND
Baropd 12/13um) < BOWVIC_Thresh6 (Faqud7.41m)))

Output = TRUE (an ice cloud was detected)
Else
Output = FALSE

Thresholds and rational:

CALIOP vertical cloud boundaries co-located with\V3ElI measurements were used to
show the relationship betwe@3opaqué8.5/11um) (see Section 3.4.2.1.3), and cloud top
temperature as a function of the Twh opaque cloud temperature (see Section 3.4.2.2).
In this analysis, CALIOP-derived cloud top temperas (Tig) are divided into five bins

or categories. They are:

Teaa > 273 K (warm liquid water)

263 K < Tgg < 273 K (warm mid-level)

243 K < Tyg < 263 K (intermediate mid-level)
233 K < Tyg < 243 K (cold mid-level)

Tea <233 K (iCE)

arwpdpPRE

The first and fifth bins, defined by the meltingdahomogeneous freezing points of
water, provide fairly unambiguous information oowd phase. The middle three bins do
not provide unambiguous cloud phase information-silu observations of mid-level
clouds in the mid-latitudes indicate that cloudsated above the melting level (273 K)
are often composed of both ice and liquid wateg. (€orolev et al., 2003). Interestingly
enough, these mixed phase clouds are almost ale@yposed of liquid water at the
cloud top, with most of the ice being found neas thoud base (Carey et al., 2008).
Thus, cloud phase identification from satellite iaades is greatly influenced by the
penetration depth of the radiation into the clowttich is wavelength dependent (e.g.
does the radiometer sense both the liquid wateriee®®). The ABI cloud type/phase
algorithm utilizes infrared radiation, which hasraall penetration depth relative to near-
infrared and visible radiation. In addition, theatj of the algorithm is to identify the
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cloud top phase. Given the observational evidence and rtredl penetration depth of
infrared radiation, most clouds that fall into theddle cloud-top temperature bins should
be classified as supercooled liquid water or mipbdse, depending on the penetration
depth. Further, Korolev et al. (2003) found thiateamperatures below 238.0 K, the ice
phase is dominant. As such, most clouds thatrfadlthe cold mid-level category should
be composed primarily of ice. These physical cpteavere taken into account when
choosing thresholds.

The cumulative distribution function (CDF) @opaqué8.5/13um) for the 5 CALIOP-
derived cloud top temperature bins is shown forffer@nt bins of 7.44m opaque cloud
temperature in Figure 9. The Tuh opaque cloud temperature,gdqué7.4um)) provides
an additional piece of information. The smallee th4um opaque cloud temperature,
the greater the likelihood of ice. As can be setmyds that fall into the warm liquid
water category (warmer than melting point of wats be differentiated from definite
ice clouds (colder than homogeneous freezing paiiit) a high degree of skill. Clouds
in the warm mid-level category also generally haeey little overlap with definite ice
clouds. In the two lowest (coldest)qpdqué7.4um) bins (see Figure 9), the
Bsopaqué8.5/11um) thresholds were chosen such that most of thereasons would be
classified as ice. This decision was largely basedhe analysis of independent near-
infrared reflectance data. For the final thregaql{7.4um) bins, Bsopaqué8.5/11um)
thresholds were chosen such that intermediate eviel-clouds would be classified as ice
about 50% of the time.

In order to make this test more robust, a few &mudl constraints are applied. As
discussed earlier, th&opaqué8.5/11um) value near cloud edges may be suspect, so the
Bsopaqué8.5/11um) value at the pixel Local Radiative Center (LR€)lso checked for
conformance to thBsepaqué8.5/13um) threshold values. In addition, a gross checkhen
Bstropd12/11um) value is performed when the 7pn opaque cloud temperature is
undefined, like in Panel E of Figure 9. All of ttieesholds used in this test can be found
in Table 10 through Table 15. Given that fig,aqué8.5/11um) threshold is dependent
on sensor andofaqué?.44m), each threshold “function” is stored in it's ovable.
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Figure 9: The cumulative distribution function (CDF) of Bsopaqud8.5/11um) for 5

CALIOP-derived cloud top temperature bins is shownfor 5 different bins of 7.4um

opaque cloud temperature (Bpagud7.4um)). In panel A, 233 K < Typaqud 7.4pm) <

243 K. In panel B, 243 K < TBpaqud7.4um) < 253 K. In panel C, 253 K <
Topaqud7-4um) < 263 K. In panel D, Tpaqud7.4um) > 263 K. Finally in panel E,
Topaqud 7.4um) is undefined because the cloud is well below theeak of the 7.4um

weighting function or the cloud is too optically thn to be differentiated from the 7.4
pm clear sky signal.

Sensor | Topaqud7-4um) | 180 K< 233 K< 243 K< 253 K< Topagud 7-4um)
is invalid Topaqud 7-44M) | Topaqud 7-4UM) | Topaqud7-4HM) | Topaqud7.4um) | 2263 K
<233K <243 K <253 K <263 K

Met-8 0.10 0.10 0.10 0.10 0.10 0.10
SEVIRI

Met-9 0.10 0.10 0.10 0.10 0.10 0.10
SEVIRI

Terra 0.10 0.10 0.10 0.10 0.10 0.10
MODIS

Agqua 0.10 0.10 0.10 0.10 0.10 0.10
MODIS
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GOES-R
ABI

0.10

0.10

0.10

0.10

0.10

0.10

Table 10: “BOWVIC_Threshl” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.4um opaque
cloud temperature (Topaqud(7-44m)).

Sensor | Topaqud7-4um) | 180 K< 233Ks 243 K< 253 K< T opaqud 7-4am)

is invalid Topaqud 7-44M) | Topaqud 7-4UM) | Topaqud7-4HM) | Topaqud7.4um) | 2263 K

< 233K <243 K <253 K < 263 K

Met-8 0.98 1.10 1.05 1.02 1.00 1.00
SEVIRI
Met-9 0.98 1.10 1.05 1.02 1.00 1.00
SEVIRI
Terra 0.75 1.10 1.05 0.87 0.85 0.80
MODIS
Agqua 0.75 1.10 1.05 0.87 0.85 0.80
MODIS
GOES-R 0.98 1.10 1.05 1.02 1.00 1.00
ABI

Table 11: “BOWVIC_Thresh2” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.41m opaque
cloud temperature (Topaqud(7-4Um)).

Sensor | Topaqud7-4um) | 180 K< 233 K< 243 K< 253 K< Topagud 7-4um)
is invalid Topaqud 7-4um) | Topaqud7-44m) | Topaqud7-44m) | Topagud 7-4um) | 2263 K
<233K <243K <253K <263K

Met-8 0.10 -10000.0 -10000.0 -10000.0 0.10 0.10
SEVIRI

Met-9 0.10 -10000.0 -10000.0 -10000.0 0.10 0.10
SEVIRI

Terra 0.10 -10000.0 -10000.0 -10000.0 0.10 0.10
MODIS

Aqua 0.10 -10000.0 -10000.0 -10000.0 0.10 0.10
MODIS

GOES-R 0.10 -10000.0 -10000.0 -10000.0 0.10 0.10
ABI

Table 12: “BOWVIC_Thresh3” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.4um opaque
cloud temperature (Topaqud(7.4Um)).

Sensor Topaqud 7-4um) | 180 K< 233 K< 243 K< 253 K< T opaqud 7-4um)
is invalid Topaqud 7-44M) | Topaqud 7-4UM) | Topaqud7-4HM) | Topaqud7.4um) | 2263 K
< 233K <243 K <253 K < 263 K

Met-8 0.98 10000.0 10000.0 10000.0 1.00 1.00
SEVIRI

Met-9 0.98 10000.0 10000.0 10000.0 1.00 1.00
SEVIRI

Terra 0.7¢ 10000.( 10000.( 10000.( 0.8& 0.8(
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MODIS

Aqua 0.75 10000.0 10000.0 10000.0 0.85 0.80
MODIS

GOES-R 0.98 10000.0 10000.0 10000.0 1.00 1.00
ABI

Table 13: “BOWVIC_Thresh4” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.41m opaque
cloud temperature (Topaqud(7-44m)).

Sensor | Topaqud7-4um) | 180 K< 233 K< 243 K< 253 K< Topagud 7-4um)

is invalid Topaqud 7-44M) | Topaqud 7-4UM) | Topaqud7-4HM) | Topaqud7.4um) | 2263 K
<233K <243 K <253K <263 K

Met-8 0.99 -10000.0 -10000.0 -10000.0 -10000.0 -10000.¢

SEVIRI

Met-9 0.99 -10000.0 -10000.0 -10000.0 -10000.0 -10000.¢

SEVIRI

Terra 0.95 -10000.0 -10000.0 -10000.0 -10000.0 -10000.¢

MODIS

Agqua 0.95 -10000.0 -10000.0 -10000.0 -10000.0 -10000.¢

MODIS

GOES-R 0.99 -10000.0 -10000.0 -10000.0 -10000.0 -10000.¢

ABI

Table 14: “BOWVIC_Thresh5” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.4um opaque
cloud temperature (Topaqud(7-4Um)).

Sensor | Topaqud7.4um) | 180 K< 233Ks 243 K< 253 K< T opaqud 7-4am)

is invalid Topaqud 7-44M) | Topaqud 7-4UM) | Topaqud7-4HM) | Topaqud7.4um) | 2263 K
<233K <243 K <253 K <263 K

Met-8 0.99 10000.0 10000.0 10000.0 10000.0 10000.0

SEVIRI

Met-9 0.99 10000.0 10000.0 10000.0 10000.0 10000.0

SEVIRI

Terra 0.95 10000.0 10000.0 10000.0 10000.0 10000.0

MODIS

Agqua 0.95 10000.0 10000.0 10000.0 10000.0 10000.0

MODIS

GOES-R 0.99 10000.0 10000.0 10000.0 10000.0 10000.0

ABI

Table 15: “BOWVIC_Thresh6” threshold values used inthe Bsopaqud8.5/13um) and
Water Vapor Ice Cloud (BOWVIC) Test as a function d sensor and 7.4um opaque
cloud temperature (Topaqud7.44m)).

3.4.2.6.10
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Purpose: Utilize the cloud phase information offered B{8.5/13um) (see Figure 3),
with the “opaque cloud assumption” (see Section23143), and the Local Radiative
Center (LRC) concept to identify optically thin ickouds.

Inputs:
*  Topaqué7.-4um) at the pixel Local Radiative Center (LRC){&ué7.4um)_LRC]
*  Bsopaqué8.5/11um) at the pixel LRC[Jsopaqué8.5/11um)_LRC]
b Bstrop((lzll:ll.lm)

Logic:

It is important to note that the first two thregt®Isymbolized in the logic below are a
function of Topaqué7.4um)_LRC.

If Bsopaqué8.5/1um)_LRC > BOWVIC_Thresh1(dhaqué7.4um)_LRC)AND
Bsopaqué8.5/11um)_LRC < BOWVIC_Thresh2(haqué7-4um)_LRC)AND
Bstropd12/13um) > BOWVIC-LRC_Thresh&AND
Bstropd12/11um) < BOWVIC-LRC_Thresh4)

Output = TRUE (an ice cloud was detected)
Else
Output = FALSE

Thresholds and rational:

This test is a slight variant on thH&,paqué8.5/11um) and Water Vapor Ice Cloud
(BOWVIC) Test (see Section 3.4.2.6.9). In thisswen of the test, only the value of
Bsopaqué8.5/11um) at the pixel Local Radiative Center (LRC) is mwaed, and different
Bstropd 12/11um) thresholds are applied. TBepaqué8.5/11um) thresholds can be found
in Table 10 and Table 11. THiwopd12/13um) thresholds can be found in Table 16.
This test is motivated by the desire to detect asynthin cirrus clouds as possible.

Sensor BOWVIC-LRC Thresh3 | BOWVIC-LRC Thresh4
Met-8 SEVIRI 0.95 1.50
Met-9 SEVIRI 0.95 1.50
Terra-MODIS 0.92 1.45
Aqua-MODIS 0.92 1.45
GOES-R ABI 0.95 1.50

Table 16: The third and fourth thresholds used by e Bsopaqud8.5/11um) and Water
Vapor Ice Cloud LRC-only (BOWVIC-LRC) Test as a function of sensor.

342611  Biopaque(8.5/11m) Opaque I ce Cloud (BOIC) Test
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Purpose: Utilize the cloud phase information offered B{8.5/11um) (see Figure 3),
with the “opaque cloud assumption” (see Sectior23143) to identify opaque mid-level
glaciated clouds.

Inputs:
* Results from the OCTD Test (see Section 3.4.2.6.3)
*  Topaquéllum)
*  Bopaqué8.5/11um)
*  Bopaqu&8.5/11um) at the pixel Local Radiative Center (LRC)
[Bopaqué8.5/13um)_LRC]

Logic:

If (OCTD Test = TRUEAND
Topaqué11pum) < 273.16 KAND
Bopaqué8.5/13um) > BOIC_Thresh]AND
Bopaqué8.5/13um) < BOIC_ThreshAND
Bopaqué8.5/13um)_LRC > BOIC_ThreshaND
Bopaqué8.5/13um)_LRC < BOIC_Thresh4)

Output = TRUE (an ice cloud was detected)
Else
Output = FALSE

Thresholds and rational:

This test is a simple complement to Bgpaqué8.5/11um) and Water Vapor Ice Cloud
(BOWVIC) Test designed to make sure that opaqueleviel glaciated clouds do not get
missed. Since this test is designed to detectieviel opaque glaciated clouds, thepit
opaque cloud temperature must be less than thenm@oint of water (273.16 K). The
Bsopaqué8.5/11um) thresholds were chosen based on the manualsahalf/independent
near-infrared reflectance data. The threshold$isiesl in Table 17.

Sensor BOIC Threshl BOIC Thresh2 BOIC Thresh3 BOhtesh4
Met-8 SEVIRI 0.40 1.10 0.40 1.12
Met-9 SEVIRI 0.40 1.10 0.40 1.12
Terra MODIS 0.40 0.95 0.40 0.97
Aqua MODIS 0.40 0.95 0.40 0.97
GOES-R ABI 0.40 1.10 0.40 1.12

Table 17: The thresholds used by thBsopaqud8.5/13um) Opaque Ice Cloud (BOIC)
Test as a function of sensor.
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342612  Byopo(8.5/114m) and Water Vapor |ce Cloud (BTWVIC) Test

Purpose: Utilize the cloud phase information offered B{8.5/13um) (see Figure 3),
with the “top of troposphere assumption” (see $ac8.4.2.1.1), to identify optically thin
ice clouds over low emissivity surfaces.

Inputs:
* Result of Low Surface Emissivity (LSE) Test
*  Topagué7.4um)
*  Bstropd8.5/13um)
*  PBsopaquél2/11um)

Logic:

It is important to note that the first two thregk®Isymbolized in the logic below are a
function of Topagué7.4um).

If (LSE Test = TRUEAND
Bstropd 8.5/13um) > BTWVIC_Thresh1($aqué7.44um)) AND
Bstropd8.5/13um) < BTWVIC_Thresh2(3aqué7-44m)) AND
Bsopaquél2/13um) > BTWVIC_Thresh3AND
Bsopaquél2/11um) < BTWVIC_Thresh4)

Output = TRUE (an ice cloud was detected)
Else
Output = FALSE

Thresholds and rational:

Comparisons to CALIOP have shown tHiatpaqué8.5/13um) is a more robust cloud
phase metric thafsiopd8.5/11um), except over low emissivity surfaces. That isyw
this test is only applied over low emissivity suda. Over very low emissivity surfaces,
the effective cloud level needs to be reasonablgurate; otherwise the cloud
microphysical information offered b(8.5/13um) will be minimal (Pavolonis, 2010a).
For optically thin ice clouds in the upper troposm) the “opaque cloud assumption”
generally results in an effective cloud level tisatnuch lower than the actual cloud level.
In order to accurately identify thin cirrus cloudser low emissivity surfaces like the
Sahara Desert, the “top of troposphere assumpisoméeded. Table 18 through Table 20
list the thresholds required by this test. Thesholds were determined through analysis
of CALIOP data and manual analysis of multi-spdciraagery. The cumulative
distribution function (CDF) of3syopd8.5/13um) for the 5 CALIOP-derived cloud top
temperature bins is shown for 3 different bins ¢f Im opaque cloud temperature in
Figure 10. Figure 10 is analogous to Figure 9. FAgire 10 shows, very conservative
Bsropd8.5/13um) thresholds were chosen to prevent false icedctietects. In addition,
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we found that the valuBsyopd8.5/13um) tend to be lower over low emissivity surfaces,
which influenced our choice of threshold values.
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Figure 10: The cumulative distribution function (CDF) of Bsiropo(8.5/11um) for 5
CALIOP-derived cloud top temperature bins is shownfor 3 different bins of 7.4um
opaque cloud temperature (Gpaqud7-4um)). In panel A, 233 K < Topaqud 7.4um) <
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243 K.

In panel B, 243 K < Tpaqud7.4um) < 253 K.
Topaque(7-4p.m) <263 K.

In panel C, 253 K <

Sensor | Topaqud 7-4um) | 233 K< 243 K< 253 K< T opaqud 7-44m)
is<233Kor | Topaqud7-44m) | Topaqud7-44mM) | Topaqud 7-44m) | 2263 K
is invalid <243 K < 253 K <263 K
Met-8 10000.! 0.4C 0.4C 0.4C 10000.(
SEVIRI
Met-9 10000.! 0.4C 0.4C 0.4C 10000.(
SEVIRI
Terra 10000.! 0.4C 0.4C 0.4C 10000.(
MODIS
Agua 10000.! 0.4C 0.4C 0.4C 10000.(
MODIS
GOE% 10000.! 0.4C 0.4C 0.4C 10000.(
R ABI

Table 18: “BTWVIC_Thresh1” threshold values used inthe Bsiopo(8.5/13um) and
Water Vapor Ice Cloud (BTWVIC) Test as a function d sensor and 7.41m opaque
cloud temperature (Topaqud(7-44m)).

Senso | Topaqud 7-4um) | 233 K< 243 K< 253 K< T opaqud( 7-4um)
is <233 Kor | Topaqud7-44M) | Topaqud7-4UM) | Topaqud 7-4um) | =263 K
is invalid <243 K <253 K <263 K
Met-8 -10000.( 0.9¢ 0.9t 0.9 -10000.(
SEVIRI
Met-9 -10000.( 0.9¢ 0.9t 0.9C -10000.(
SEVIRI
Terra -10000.( 0.9z 0.9C 0.8t -10000.(
MODIS
Agqua -10000.( 0.9z 0.9C 0.8t -10000.(
MODIS
GOE¢- -10000.( 0.9¢ 0.9t 0.9C -10000.(
R ABI

Table 19: “BTWVIC_Thresh2” threshold values used inthe Bsiopo(8.5/13um) and
Water Vapor Ice Cloud (BTWVIC) Test as a function d sensor and 7.4um opaque
cloud temperature (Topaqud(7.4Um)).

Sensor BTWVIC Thresh3 BTWVIC Thresh4
Met-8 SEVIRI 1.00 2.00
Met-9 SEVIRI 1.00 2.00
Terra MODIS 0.98 2.00
Agua MODIS 0.98 2.00
GOES-R ABI 1.00 2.00
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Table 20: The “BTWVIC_Thresh3” and ” BTWVIC_Thresh4 ” thresholds used by
the Bstropo(8.5/11um) Water Vapor Ice Cloud (BTWVIC) Test as a functian of
Sensor.

3.4.2.6.13 Overall Ice Cloud (OIC) Test

Purpose: To combine the results from the Homogeneous Fngez(HF),
Bsopaqué8.5/11um) and Water Vapor Ice Cloud (BOWVIMsopaqué8.5/13um) and Water
Vapor Ice Cloud LRC-only (BOWVIC-LRC)Bsopaqué8.5/11um) Opaque Ice Cloud
(BOIC), andBstopd8.5/11um) and Water Vapor Ice Cloud (BTWVIC) Tests to deti@e
if an ice phase or glaciated cloud is present.

Input:
* HF Test Results (see Section 3.4.2.6.8)
» BOWVIC Test Results (see Section 3.4.2.6.9)
« BOWVIC-LRC Test Results (see Section 3.4.2.6.10)
* BOIC Test Results (see Section 3.4.2.6.11)
« BTWVIC Test Results (see Section 3.4.2.6.12)

Logic:
If (HF Test = TRUEOR
BOWVIC Test = TRUEDR
BOWVIC-LRC = TRUEOR
BOIC = TRUEOR
BTWVIC = TRUE)
Output = TRUE (an ice cloud was detected)
Else
Output = FALSE
Thresholds and rational:

If any if the previous ice cloud tests were posit(lfRUE), then an ice cloud is assumed
to be present.

34.26.14  Sub-classify Ice Cloud (SCIC) Test

Purpose: Given an ice cloud, determine if it belongs in Heni-transparent cloud type
category or the opaque cloud category.
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Input:
* Results of Overall Opaque Cloud (OOC) Test (se¢i@e8.4.2.6.4)
L4 sstrop((llp.m)

Logic:

If (Estropd11m) < SCIC_ThreshOR
(OOC Test = TRUBND égyopd 11um) < SCIC_Thresh2))

Output = TRUE (the cloud is semi-transparent)
Else
Output = FALSE

Thresholds and rational:

This test simply utilizes previously establishedormation on whether or not an ice
cloud has an 1jwn optical depth of approximately 2.0 or less. l®@§opd11um)
thresholds are also included to decrease the ddassolassification. Thesyepd11Um)
thresholds can be found in Table 21.

Sensor SCIC_Threshl SCIC_Thresh2
Met-8 SEVIRI 0.40 0.85
Met-9 SEVIRI 0.40 0.85
Terra-MODIS 0.40 0.85
Aqua-MODIS 0.40 0.85
GOES-R ABI 0.40 0.85

Table 21: The thresholds used by the Sub-classifge Cloud (SCIC) Test as a
function of sensor.

34.26.15 Mixed Phase (MP) Test

Purpose: Utilize the cloud phase information offered B{8.5/13um) (see Figure 3),
with the “opaque cloud assumption” (see Section23143) to identify optically thick
clouds that are potentially mixed phase near ctopd

Inputs:
e Topaquéllum)
*  Topaquéllm) at the pixel Local Radiative Center (LRC)jdué11um)_LRC]
*  Bsopaqué8.5/13um)
*  Bsopaqué8.5/11um) at the pixel LRC[Jsopaqué8.5/11um)_LRC]
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Logic:

It is important to note that the thresholds syn#aliin the logic below are a function of
Topaquélll.lm) or TgpaQu£1].l-lm)_LRC.

If Bsopaqué8-5/11um) > MP_Thresh1(Faqué11um)) AND
Bsopaqu8.5/13um) < MP_Thresh2(Faqué11m)) AND
Bsopaqu8.5/13um)_LRC > MP_Thresh3(faqué111m) LRC)AND
Bsopaqu8.5/13um)_LRC < MP_Thresh4(faqué11m)_LRC)

Output = TRUE (the cloud is potentially mixed pba
Else
Output = FALSE

Thresholds and rational:

Other than a small number of aircraft data sets; few of which can be co-located with
proxy GOES-R ABI data, unambiguous information ba phase of hydrometeors that
are colder than the melting point of water or warrttean the homogeneous freezing
temperature of water is unavailable. As suBfyaqué8.5/11um) CDF'’s, like those
constructed to determine the thresholds used if8dkequ£8.5/11um) and Water Vapor
Ice Cloud (BOWVIC) Test (see Section 3.4.2.6.9)revesed to develop thresholds to
identify mixed phase clouds. Since mixed phasaddamay be present at altitudes that
are below the 7.4im weighting function, th@sopaqué8.5/11um) thresholds are expressed
as a function of the 1im opaque cloud temperature instead of theumdopaque cloud
temperature. The CDF OBsopaqué8.5/13um) for the 5 CALIOP-derived cloud top
temperature bins is shown for 4 different bins af dm opaque cloud temperature
(Topaquél1um)) in Figure 11. The thresholds were chosen shahabout 50% of the
warm mid-level clouds in the 263 K <phquél1um) < 273 K bin are classified as mixed
phase (see Figure 11, Panel D) and{gaqué8.5/11um) threshold is increased by 0.05
increments moving to lower oJaqué11um) bins. This choice is primarily based on
limited aircraft measurements (Cober et al., 2000h)e actual threshold values are listed
in Table 22 — Table 25.
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Figure 11: The cumulative distribution function (CDF) of Bsopaqud8.5/11um) for 5
CALIOP-derived cloud top temperature bins is shownfor 4 different bins of 11 um
opaque cloud temperature (Tpaqud11um)). In panel A, 233 K < Topaqud11um) < 243
K. In panel B, 243 K < Topaqud11um) < 253 K. In panel C, 253 K < Tpaqud 11um) <
263 K. In panel D, 263 K < Fpaqud11um) < 273 K.

Senso 233 Ks 243 K< 253 K< 263 K<
lopaque(llum) <243 ;opaque(llum) < 253 lopaque(llum) < 263 ;opaque(llum) <273

Met-8 0.40 0.40 0.40 0.40

SEVIRI

Met-9 0.40 0.40 0.40 0.40

SEVIRI

Terra 0.40 0.40 0.40 0.40

MODIS

Aqua 0.40 0.40 0.40 0.40

MODIS

GOES-R 0.40 0.40 0.40 0.40

ABI
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Table 22: “MP_Thresh1” threshold values used in theMlixed Phase (MP) Test as a
function of sensor and 1jum opaque cloud temperature (Bpagud 11Hm)).

Sensor 233 K< 243 K< 253 K< 263 K<
-Izopaque(lmm) <243 Lopaque(lj-l-lm) <253 -Izopaque(lmm) <263 Lopaque(lj-l-lm) <273

Met-8 1.40 1.35 1.30 1.25

SEVIRI

Met-9 1.40 1.35 1.30 1.25

SEVIRI

Terra 1.25 1.20 1.15 1.10

MODIS

Aqua 1.25 1.20 1.15 1.10

MODIS

GOES-R 1.40 1.35 1.30 1.25

ABI

Table 23: “MP_Thresh2” threshold values used in théVlixed Phase (MP) Test as a
function of sensor and 1Jjum opaque cloud temperature (Tpagud 114m)).

Sensor | 233K< 243 K< 253 K< 263 K<
Lopaque(llum) <243 'IP;Opaque(llum) <253 '}Eopaque(llum) <263 'IP;Opaque(llum) <273

Met-8 0.40 0.40 0.40 0.40

SEVIRI

Met-9 0.40 0.40 0.40 0.40

SEVIRI

Terra 0.40 0.40 0.40 0.40

MODIS

Aqua 0.40 0.40 0.40 0.40

MODIS

GOES-R 0.40 0.40 0.40 0.40

ABI

Table 24: “MP_Thresh3” threshold values used in théVlixed Phase (MP) Test as a
function of sensor and 1jum opaque cloud temperature (Tpagud114m)).

Sensor 233 K< 243 K< 253 K< 263 K<
Lopaque(llum) <243 ;opaque(llum) <253 -}Eopaque(llum) < 263 ;opaque(llum) <273

Met-8 1.40 1.35 1.30 1.25
SEVIRI

Met-9 1.40 1.35 1.30 1.25
SEVIRI

Terra 1.25 1.20 1.15 1.10
MODIS

Aqua 1.25 1.20 1.15 1.10
MODIS
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GOES-R 1.40 1.35 1.30 1.25
ABI

Table 25: “MP_Thresh4” threshold values used in theVlixed Phase (MP) Test as a
function of sensor and 1Jjum opaque cloud temperature (Tpagud 114m)).

34.26.16  Supercooled Liquid Water (SLW) Test

Purpose: Determine if a cloud is potentially composed giexwcooled liquid water.

Inputs:
i Topaquéllum)

Logic:
If (Topaguél1um) < 273.16 KAND Topaquél1um) > 170.0 K)

Output = TRUE (the cloud is potentially composédupercooled liquid water)
Else

Output = FALSE

Thresholds and rational:
The 11pm opaque cloud temperatureqgduéllm)) is used to determine if a liquid
water phase cloud is at a temperature lower thamiting point of water (273.16 K).

34.26.17 Determining Cloud Type from Test Results

Once the results from all of the individual tesescribed in Section 3.4.2.6.1 through
Section 3.4.2.6.16 have been compiled, the clope tg determined using a simple
decision tree, which is shown in Figure 12. Theiglen tree requires the results from
the Overall Multilayered Cloud (OMC) Test (Secti8r.2.6.7), the Overall Ice Cloud
(OIC) Test (Section 3.4.2.6.13), the Sub-classifg ICloud (SCIC) Test (Section
3.4.2.6.14), the Mixed Phase (MP) Test (Section23%415), and the Supercooled Liquid
Water (SLW) Test (Section 3.4.2.6.16).
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Overall Multilayered| TRUE
Cloud (OMC) Test

» Multilayered lce

FALSE

¥

Overall Ice Cloud (OIC)[TRUE | Sub-classify lce [FALSE
]

Test | Cloud (SCIC) Test DRLCHY Ihekice
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Optically Thin lce

Mixed Phase (MP) Test R Mixed Phase
FALSE
¥
Supercooled Liquid TRUE .| Supercooled Liquid
Water (SLW) Test Water
FALSE

L

Cloud Type
Decision Tree

Warm Liquid Water

Figure 12: A flow chart of the decision tree usedo determine cloud type using the
results of several logical tests described in Seoti 3.4.2.6.1 through Section
3.4.2.6.16 is shown.
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3.4.2.7Noise Filtering

In order to remove any visual artifacts associatéth the use of the LRC technique

described in Section 3.4.2.4, the cloud type prbdsicun through a standard median
filter. The median filter simply replaces the valat each pixel with the median value of
a 3 x 3 pixel array centered on that pixel. FigiBshows that the median filter is
effective at removing spatial artifacts without @gting the scientific integrity of the

product. Care is exercised so that pixels thaevilagged as cloudy before the median
filter retain a valid cloud type after the filtegnwhile pre-median filter clear pixels

remained tagged as such after the filtering. heowords, the finished cloud type and
cloud phase product are always consistent withctbed mask. The generic median
filter procedure is described in detail in the AIRDocument.
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Figure 13: The impacts of the median filter are shan. Unfiltered cloud type output
is shown on the top and filtered cloud type outpubn the bottom. Note how the
median filter removes artifacts near the edge of th different cloud categories
indicated by different colors.

3.4.2.8Determining Cloud Phase from Cloud Type

The cloud phase categories are derived directlyn ftbe cloud type categories. The
category conversion rules are shown in Table 26.

Table 26: Correspondence between cloud phase andet type categories.

Cloud Phase Category Corresponding Cloud Type Categies
Clear Clear
Liquid Water Phase Liquid Water
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Supercooled Water Phase

Supercooled Water

Mixed Phase

Mixed Phase

Ice Phase

Thick Ice, Thin Ice, and Multilayered Ice

174

3.4.3 Algorithm Output

3.4.3.1Product Output

The final output of this algorithm is an 8-categaitgud typing and a 5-category cloud
phase. In producing the CONUS Cloud Type produdiCGakm, all the cloud types (not
including clear) are summed up over a 5 by 5 pbtetk and the most common cloud
type is used for the result. If all the pixels ahear, then it is classified as clear. Where
the cloud type CONUS and Mesoscale products haerainute refresh, they should be

run once every 15 minutes.

provided in Table 27 and Table 28.

Table 27: A description of the cloud type output.

The output values aggtrgption of their meaning is

Category Description Value
Clear Confidently clear according to cloud mask 0
Spare Spare 1
Liquid Water Liquid water cloud with an opaque alou 2
temperature greater than 273 K
Supercooled Liquid Water |  Liquid water topped clavith an opaque cloud| 3
temperature less than 273 K
Mixed Phase High probability of containing liquicater and | 4
ice near cloud top
Optically Thick Ice High emissivity ice topped chisiwith an 5
infrared optical depth greater than 2.0
Optically Thin Ice Ice clouds which have an infidueptical depth | 6
of about 2.0 or less
Multilayered Ice Semi-transparent ice cloud oveplag a lower, | 7
opaque cloud layer
Cloud type could not be Unable to determine cloud phase due to bad | 8
determined input data
Table 28: A description of the cloud phase output.
Category Description Value
Clear Confidently clear according to cloud mask 0
Liquid Water Liquid water cloud with an opaque aou 1

temperature greater than 273 K
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Supercooled Liquid Water

temperature less than 273

Liquid water topped clauith an opaque cloud| 2

K

Mixed Phase High probability of containing liquicater and | 3
ice near cloud top
Ice All ice topped clouds 4

Cloud phase could not be
determined

Unable to determine cloud
input data

phase due to bad | 5

3.4.3.2Quality Flags (QF)

A complete and self-contained description of theESER ABI cloud type/phase quality
flag output is listed in Table 29.

Bit(s) QF Description Bit Interpretation
1 | Overall cloud phase/type product quality fla¢- | O = high quality
the overall quality will be set to “low quality” if | 1 = low quality
any of the more specific quality flags listed below

are set to “low quality”

2 | L1b quality flag — this will be set to “low quality”] 0 = high quality spectral
if any of the spectral data used in the algoritem|idata
of low quality, based on L1b calibration flags 1 = low quality spectral dat

3 Beta quality flag — this will be set to “low 0 = high quality beta
quality” if Bsropd12/11um), Bsopaquél2/11um), B- | calculation
stropd8.5/11um), or Bsopaqué8.5/13um) fall outside | 1 = low quality beta
of the 0.1 — 10.0 range calculation

4 | Ice cloud quality flag — this will be setto “low | 0 = ice cloud determinatior
quality” if the cloud phase was determined to be based on strong radiative
ice and th&syopd 11um) < 0.05 signal

1 = ice cloud determinatior
based on weak radiative
signal (low quality)

5 | Surface emissivity quality fla¢ — this will be set | 0 = surface emissivity does
to “low quality” if the result of the Low Surface | NOT significantly impact
Emissivity (LSE) Test is TRUE and the result of product quality
the Overall Opaque Cloud (OOC) Test is FALSE1 = surface emissivity

significantly impacts
product quality (low
quality)

6 | Local zenith angle quality flac — this will be set | O = local zenith angle does

to “low quality” if the cosine of the local zenith
angle is less than 0.15 (~82 degrees)

NOT significantly impact
product quality
1 = local zenith angle

significantly impacts
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product quality (low
quality)

Table 29: A complete description of the cloud typghase quality flag output is
shown.

3.4.3.3Product Quality Information (PQI)

A complete and self-contained description of theESER ABI cloud type/phase Product
Quality Information (PQI) output is listed in Tal86.

Bit(s) PQI Description Bit Interpretation
1 Pixel is earth geolocated, has valid spectral,dat O = FALSE
and is cloudy 1 =TRUE
2 Pixel has a valid Local Radiative Center (LRC)| 0 = FALSE
(e.g. valid LRC array indices are available for th& = TRUE
current pixel)
3 Result of Low Surface Emissivity (LSE) Test (Se@ = FALSE
Section 3.4.2.6.1) 1 =TRUE
4 Result 0fsopaquél2/13um) Opaque Cloud (BOG)0 = FALSE
Test (see Section 3.4.2.6.2) 1=TRUE
5 Result of Opaque Cloud Temperature Differenc® = FALSE
(OCTD) Test (see Section 3.4.2.6.3) 1 =TRUE
6 Result of Overall Opaque Cloud (OOC) Test (se@ = FALSE
Section 3.4.2.6.4) 1 =TRUE
7 Result of Water Vapor Multilayered Detection | 0 = FALSE
(WVMD) Test (see Section 3.4.2.6.5) 1 =TRUE
8 Result of Infrared Window Multilayered 0 = FALSE
Detection (IWMD) Tests (see Section 3.4.2.6.6) 1 = TRUE
9 Result of Overall Multilayered Cloud (OMC) Tesb = FALSE
(see Section 3.4.2.6.7) 1 =TRUE
10 | Result of Homogeneous Freezing (HF) Test (se@ = FALSE
Section 3.4.2.6.8) 1 =TRUE
11 | Result offsopaqué8.5/13um) and Water Vapor Ice| O = FALSE
Cloud (BOWVIC) Test (see Section 3.4.2.6.9) | 1 = TRUE
12 | Result 0f3sopaqué8.5/11um) and Water Vapor Ice| O = FALSE
Cloud LRC-only (BOWVIC-LRC) Test (see 1=TRUE
Section 3.4.2.6.10)
13 | Result offsopaqué8.5/13um) Opaque Ice Cloud | O = FALSE
(BOIC) Test (see Section 3.4.2.6.11) 1=TRUE
14 | Result off3syopd8.5/13um) and Water Vapor Ice | 0 = FALSE
Cloud (BTWVIC) Test (see Section 3.4.2.6.12)| 1 = TRUE
15 | Result of Overall Ice Cloud (OIC) Test (see 0 = FALSE
Section 3.4.2.6.13) 1 =TRUE
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16 | Result of Sub-classify Ice Cloud (SCIC) Tese(s® = FALSE
Section 3.4.2.6.14) 1 =TRUE

17 | Result of Mixed Phase (MP) Test (see Section| 0 = FALSE
3.4.2.6.15) 1 =TRUE

18 | Result of Supercooled Liquid Water (SLW) TestO = FALSE
(see Section 3.4.2.6.16) 1 =TRUE

19-22 | Pixel cloud type result prior to applying the See Table 27

median filter (see Section 3.4.2.7)

Table 30: A complete description of the cloud typghase Product Quality
Information (PQI) output is shown.

3.4.3.4Product Metadata

A complete and self-contained description of theEScR ABI cloud type/phase
metadata output is listed in Table 31.

Metadata Description

Number of cloud phase categories (5 categories)

Definition of clear cloud phase category

Definition of warm liquid water cloud phase categor

Definition of supercooled liquid water cloud phasgegory

Definition of mixed cloud phase category

Definition of ice cloud phase category

Percent of clear pixels

Percent of warm liquid water cloud pixels

Percent of supercooled liquid water cloud pixels

Percent of mixed phase cloud pixels

Percent of ice phase cloud pixels

Total number of cloudy pixels

Percent of pixels with each QF flag value

Table 31: A complete description of the cloud typ@hase metadata output is shown.

4 TEST DATA SETS AND OUTPUTS

4.1 Simulated/Proxy Input Data Sets

The data used to test the ABI Cloud Phase/Typeistsnsf Spinning Enhanced Visible
and Infrared Imager (SEVIRI) observations. Theaudiphase/type is validated using the
Cloud-Aerosol Lidar with Orthogonal Polarization AOOP) on-board the Cloud-
Aerosol Lidar and Infrared Pathfinder Satellite &ation (CALIPSO) satellite. Both

of these data sets are briefly described below
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4.1.1 SEVIRI Data

SEVIRI provides 11 spectral channels with a spaeablution of 3 km and provides
spatial coverage of the full disk with a temporasalution of 15 minutes. SEVIRI
provides the best source of data currently foirigsind developing the cloud phase/type.
The SEVIRI to ABI channel mapping is shown in TaB® Figure 14, shown below, is a
full-disk SEVIRI image from 12 UTC on November 20006. SEVIRI data are readily
available from the University of Wisconsin SpaceleSce and Engineering Center
(SSEC) Data Center.

SEVIRI SEVIRI SEVIRI ABI Band ABI ABI
Band Wavelength Central Number | Wavelength Central
Number | Range im) | Wavelength Range um) | Wavelength
(pm) (pm)
6 6.85 — 7.85 7.30 10 7.30 — 7.50 7.40
7 8.30—9.10 8.70 11 8.30 — 8.70 8.50
9 9.80-11.80 10.80 14 10.80 — 11,60 11.20
10 11.00 — 13.00 12.00 15 11.80 - 1280 12.30

Table 32: The SEVIRI bands used to test the ABI clad phase and type algorithm is
shown relative to the corresponding ABI bands.
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geocatl 1 Meteosat—8.2008328.1 20000, hdf

Figure 14: SEVIRI RGB image from 12 UTC on November 24, 2006.

4.1.1.1CALIOP Data

With the launch of the Cloud-Aerosol Lidar and &ard Pathfinder Satellite Observation
(CALIPSO) into the EOS A-train in April 2006, théibty to validate satellite-based
cloud and aerosol products increased significanilge Cloud-Aerosol Lidar with
Orthogonal Polarization (CALIOP) on-board the CABIP satellite is a dual wavelength
depolarization lidar. CALIPSO is in an afternoomnsynchronous low earth orbit.
Thus, it can be closely co-located in space and twith the SEVIRI at certain times of
the day. We will primarily use the CALIOP cloudyé product to validate the ABI
cloud phase and cloud type products. The CALIORica cloud boundaries can be
combined with co-located NWP temperature profieprovide a good estimate of cloud
top temperature, which can be used to infer cloym ghase for certain temperature
ranges. The CALIOP cloud phase product is not @detthis time because the current
version is not accurate due to the complexitiesnaftiple scattering and oriented ice
crystals (Hu et al., 2009). The next version sdaddress some of these deficiencies
(Hu et al., 2009). The CALIOP cloud boundaries atso be used to calculate a quality
estimate of the true cloud emissivity, as in Heggin and Pavolonis (2009). The
horizontal resolution of the CALIOP cloud layer @atsed in the validation is 1-km. An
example 1-km CALIOP cross section is showrFigure 15. All of the validation data
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sources and procedures, including CALIOP, are destrin detail the ABI Cloud
Products Validation Plan Document.

CALIPSO 532 nm Total Attenuated Backscatter (km™'sr™)

Height [km]
km™sr

—20.0 =173 —14.7 -120 -—9.4 =87 —4.0 =115 1.3 4.0 8.6 9.5 12.0 148 143
Latitude [degrees)

CALIPSO Cloud Mask

Helght [km]

—-Z00 —173 —14.7 —-120 -84 =67 —4.0 —1.4 1.3 4.0 6.6 9.5 12.0 148 17.3
Latitude [degrees)

Figure 15: lllustration of the CALIPSO data used inthis study. Top image shows a
2d backscatter profile. Bottom image shows the detted cloud layers overlaid onto
the backscatter image. Cloud layers are color magéa.

4.2 Output from Simulated/Proxy Inputs Data Sets

The ABI cloud phase/type was tested on many SE¥IRHisks. As an example, results
from November 25, 2005 at 12 UTC are shown beldwmore detailed zoomed in view
of a smaller region is also shown. Note that #®suiits match the phase indicated by the
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false color images well (magenta=ice and yellow=awnat the false color imagery). A
more quantitative validation is shown in the needt®on.

As shown at the Test Readiness Review (TRR), tndgphase and type output from the
online (Framework) and offline (Cloud AWG) proceggisystems match exactly. These
tests were conducted under different conditionaguthhe same input for both the online
and offline tests.

geocatL2 Heteosat-8.2005329.120000hdf

geocotL2. Meteosot—8.2005329.120000.hdf

Figure 16: Example results (using SEVIRI) from theABI cloud typing and cloud
phase algorithms for November 25, 2005. The topeft panel is a RGB false color
image and the top, right and bottom, left panels stw the cloud type and cloud
phase results, respectively.
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Figure 17: A more detailed look at the cloud type e@sults shown in Figure 16 for a
small region near the Ivory Coast of Africa.

4.2.1 Precisions and Accuracy Estimates

To estimate the precision and accuracy of the ABUG Phase/Type, comparisons to
CALIOP data from the NASA EOS A-train were perfoane CALIOP provides
unprecedented information on cloud and aerosoicatistructure and horizontal location
on a global scale. While CALIOP provides an unpdsnted view of clouds, especially
in regards to cloud location (both in the vertieald horizontal), it does not provide a
direct measurement of cloud phase. Cloud phasé bmusetrieved. As discussed in
Section 3.4.2.5, the current CALIOP cloud phas@pcbis not considered to be accurate
(Hu et al, 2009), and as such, is not suitablevadidating the ABI cloud phase/type
algorithm at this time. Thus, we decided to maifdgus on using the CALIOP cloud
boundaries along with NWP temperature profiles dentify clouds with a cloud top
temperature less than 233 K (definite ice clouds) @ouds with a cloud top temperature
(Te) greater than 273 K (definite liquid water cloud§undamental thermodynamic and
cloud physics theory dictates that liquid waterexceedingly unlikely at temperatures
less than 233 K and ice is not possible at tempersitgreater than 273 K. In addition,
Korolev et al. (2003) sampled a large number of-leietl clouds with aircraft probes
and found that for in-cloud temperatures in the 26873 K range, liquid water
dominated. Conversely, Korolev et al. (2003) dtaand that for in-cloud temperatures
in the 233 — 238 K range, ice is by far the dominphase. Given these in-situ
observations, the “definite” liquid water phase adefinite” ice phase categories derived
from CALIOP are expanded toqd = 268 K and Tiq < 238 K, respectively. At the
present, potentially mixed phase clouds (268 K.g ¥ 238 K) cannot be validated,
mainly because of a lack of truth data. As willd®wn, potentially mixed phase clouds
(when the mixed phase cloud is the highest cloydrjaare not as common as liquid
water or ice clouds. As such, even if large ereoesassumed, the cloud phase algorithm
will meet the accuracy specifications. Neverthgldégture “deep dive” validation efforts
will focus on validating potentially mixed phasewtls as CALIOP retrievals improve
and as combined CALIOP and CloudSat (spacebornalaladar) data products mature.
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4.2.2 Error Budget

The ABI Cloud Phase/Type was applied to SEVIRI thbempared to CALIOP using the
cloud top temperature classification discussethénprevious section.

4.2.2.1Cloud Phase Error Budget

Cloud phase validation results are shown in TaBlar3d Table 34. Note that the liquid
water and supercooled water categories are combéneck differences between the two
categories are solely a function of the measuregimlbrightness temperature. The
validation data set consists of 95,000 SEVIRI/CARI©®loudy match-ups, covering all
seasons. Potentially mixed phase clouds are mbuded in the total error estimate
shown in these tables. The impact of errors indlassification of potentially mixed
phase clouds will be discussed shortly. The stadishown in Table 33 includes all
clouds detected by the ABI cloud mask, many of Whiave an optical depth (at visible
wavelengths) < 1.0. According to the F&PS, theuaacy specifications (20% error for
cloud phase and 40% error for cloud type) only wpplclouds with an optical greater
than 1.0. As the cloud phase validation resul@wshwhen potentially mixed phase
clouds are not considered, the ABI Cloud Phase cdaifly meets the accuracy
specification (cloud phase specification: 20% ¢grmithout invoking the optical depth
gualifier. Note how the liquid water and ice pha&s¢egories each meet the accuracy
specification when considered alone. Table 34 shtve validation statistics when
clouds with an optical depth > 1.0 are filtered ¢based on the cloud emissivity
calculated using the CALIOP cloud boundaries) pergroduct accuracy qualifier.

Table 33: ABI cloud phase validation statisticanvithout invoking minimum cloud
optical depth qualifier are shown. The liquid wate and supercooled water
categories are combined since differences betweemettwo categories are solely a
function of the measured 1lam brightness temperature. Potentially mixed phase
clouds (268 K < T4 < 238 K) are counted in the total statistics.

Category CALIOP ABI Phase Percent Percent
Count Count Agree Disagree
Liquid Water/ 49,642 44,915 90.48% 9.52%
Supercooled Watey
Potentially Mixed 21,434 (not TBD TBD TBD
Phase counted in
total)
Ice Phase 45,607 38,693 84.84% 15.16%
Total 95,249 83,608 87.78% 12.22%
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Table 34: Same as Table 33, except the minimum cldwptical depth qualifier is

invoked.
Category CALIOP ABI Phase Percent Percent
Count Count Agree Disagree
Liquid Water/ 34,446 31,105 90.30% 9.70%
Supercooled Water
Potentially Mixed 13,087 (not TBD TBD TBD
Phase counted in
total)
Ice Phase 17,597 17,322 98.44% 1.56%
Total 52,043 48,427 93.05% 6.95%

The cloud phase errors shown in Table 33 and Tabldo not include clouds that have a
cloud top temperature {§) that is 268 K < Ty < 238 K because accurate validation of
potentially mixed phase clouds using CALIOP is possible at this time. In lieu of
validating these clouds, we calculated the maxirearor in classifying potentially mixed
phase clouds that can be tolerated while still mgehe accuracy specification overall.
Figure 18 shows the total cloud phase error asnatifin of the assumed error in
classifying potentially mixed phase clouds with amithout the minimum cloud optical
depth qualifier. Note in Table 33 and Table 34 tha potentially mixed phase category
is the least populated category. Because of ¥Big, large errors in the classification of
potentially mixed phase clouds can be tolerateurE 18 indicates that errors as large
as 54% and 72% can be toleratethout andwith the minimum cloud optical depth
qualifier, respectively. While we will strive talidate this category and achieve as much
skill as possible, this type of cloud does not poserious overall risk.

Impact of Peotentially Mixed Phase Clouds on Cloud Phaose
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Impact of Potentially Mixed Phase Clouds on Cloud FPhaose
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Figure 18: The total cloud phase error as a functio of the assumed error in
classifying potentially mixed phase clouds is showwhen the minimum cloud optical

depth qualifier is ignored (top) and when itis applied (bottom) with the solid black

line. The dashed red line is the allowed error frm the F&PS. The dashed blue line
is the actual accuracy achieved without including ptentially mixed phase clouds in
the validation analysis.

4.2.2.2Cloud Type Error Budget

The error budget analysis performed on the clouasehproduct was modified slightly
and applied to the cloud type product. The onlgnges made were to break the ice
phase category into 3 separate categories, optitiaitk ice, optically thin ice, and
multilayered ice. Single layered ice clouds withld 4m (0.65um) optical depth of 1.0
(2.0) or less are defined as optically thin clouddther single layer ice clouds are
classified as optically thick ice clouds. The tdfepum cloud optical depth is calculated
using CALIOP cloud boundaries as explained preWjousxr Section 3.4.2.5.
Multilayered ice cloud is defined as a semi-tramgptice cloud that overlaps a lower
cloud layer such that a clear sky layer separdiesrultiple cloud layers. Given these
definitions, the cloud type validation statistice ahown in Table 35 and Table 36,
without andwith the minimum cloud optical depth qualifier, respesly. The cloud
type product comfortably meets the F&PS accuracecifipation (cloud type
specification: 40% error) when potentially mixedaph clouds are excluded. The
maximum error in classifying potentially mixed phagouds that can be tolerated while
still meeting the cloud type accuracy specificatomerall is shown in Figure 1®ithout
andwith applying the minimum cloud optical depth qualifieks was determined for the
cloud phase product, errors in classifying potdigtiamixed phase clouds do not pose a
risk to the cloud type product, as the cloud typedpct will still meet the F&PS
accuracy specification even if the error in clagsg potentially mixed phase clouds is
100% (when the minimum cloud optical depth qualifseapplied).
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Table 35: ABI cloud type validation statistics without invoking minimum cloud

optical depth qualifier are shown. The liquid wate and supercooled water
categories are combined since differences betweedmettwo categories are solely a
function of the measured 1lam brightness temperature. Potentially mixed phase

clouds (268 K < Tyq < 238 K) are counted in the total statistics.

Category CALIOP ABI Phase Percent Percent
Count Count Agree Disagree
Liquid Water/ 49,642 44,915 90.48% 9.52%
Supercooled Wate
Potentially Mixed 21,434 (not TBD TBD TBD
Phase counted in
total)
Optically Thick Ice 5763 4975 86.33% 13.67%
Optically Thin Ice 15,689 9183 58.53% 41.47%
Multilayered Ice 24,155 9570 39.62% 60.38%
Total 95,249 68,643 72.07% 27.93%

Table 36: Same as Table 35, except the minimum cldwptical depth qualifier is

invoked.
Category CALIOP ABI Phase Percent Percent
Count Count Agree Disagree
Liquid Water/ 34,446 31,105 90.30% 9.70%
Supercooled Wate
Potentially Mixed 13,087 (not TBD TBD TBD
Phase counted in
total)
Optically Thick Ice 5752 4965 86.32% 13.68%
Optically Thin Ice 5482 2716 49.54% 50.46%
Multilayered Ice 6363 3612 56.77% 43.23%
Total 52,043 42,398 81.47% 18.53%

79




Impact of Patenticlly Mixed Phase Clouds on Cloud Type

40
E L
5 T | |
LlL_l 35 [ ........ ........ |
o Total Cloud Type Error E E
> || mm=m- Maximum Allowed Epeer| : i
] meaa- Water + lce Err : : i
o e —— T " S e SRR
o - : : : : .
R R mmmmmmEmmss == -
= - i
o — : . . : —
= : : : :

25 [ e s e e

0 20 40 60 80 100
Mixed Phase Error [%]
Impact of Potenticlly Mixed Phase Clouds on Cloud Type

40 - T T T T T T . T T T T T T . T T T -|
e L : : : : ]
lt‘ 35 ........ ........ .............. ......................... .........
5 B : : : : ]
b F g g N
o 30 [ — Totui Cloud Type Eerr e \_
& | m===- Maximurm Allowed Error _
- ] ===== Water + lce Error : : B
% 25 [ e e e ]
6 : . . . . :
5 [ z z z | .
46" ZO . ................ e \ ........................ P
- Fammm=- - wmmmmmm=. mmmmmaa- “mmmmea

15 L S . e ey : ]

0 20 40 60 80 100

Mixed Phase Error [%]
Figure 19: Same as Figure 18, except for cloud type

4.2.3 Validation Summary

The following points summarize the results of theud phase and type validation.

» According to the F&PS, the cloud phase product ncostectly classify 80% of
clouds with an optical depth (visible wavelengthicg depth) greater than 1.0.
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» According to the F&PS, the cloud type product memtrectly classify 60% of
clouds with an optical depth (visible wavelengttica depth) greater than 1.0.

* A small subset (relative to all other cloud clayseflsmid-level clouds termed,
“potentially mixed phase clouds,” was excluded fridma validation analysis due
to the lack of quality validation data.

» The validation analysis was performedth and without invoking the greater
than 1.0 cloud optical depth qualifier.

* The cloud phase product correctly classifies 93%l@fidswith the cloud optical
depth qualifier and 88% of clouaathout the cloud optical depth qualifier, both
of which are well within the F&PS accuracy spedéifion.

* The cloud type product correctly classifies 82%cloludswith the cloud optical
depth qualifier and 72% of clouaathout the cloud optical depth qualifier, both
of which are well within the F&PS accuracy spedifion.

» The analysis also indicates that the exclusiorpoténtially mixed phase clouds”
from the analysis will not prevent the cloud phagsd type products from meeting
the F&PS accuracy specifications, as very largererin classifying “potentially
mixed phase clouds” can be tolerated.

* Remaining validation efforts will focus on perfommgi a detailed analysis of
“potentially mixed phase clouds” through the depetent of multi-sensor “deep
dive” tools. Regardless of the results of thisépl@ive” analysis, the cloud phase
and type products meet the F&PS accuracy spedatficat

5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

Prior to converting cloud emissivity to optical depthe cloud emissivity must be
checked to ensure that it is greater than 0.0 esslthan 1.0 to prevent an illegal natural
logarithm operation.

5.2 Programming and Procedural Considerations

The ABI Cloud Phase/Type makes heavy use of clearadiative transfer calculations.
Our current system computes the clear-sky atmogpl@nsmittances at low spatial
resolution and with enough angular resolution tptage sub-grid variation path-length
changes. This step is critical, as performing refky atmospheric transmittance
calculations for each pixel requires extensive mgmand CPU time, but does not
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produce significantly better scientific results.helT AIADD Document describes this
procedure in detail.

NWP data is heavily utilized in the ABI cloud typbase algorithm. The algorithm can
tolerate the use NWP data for forecasts ranging 0do 24 hours.

The ABI Cloud Phase/Type algorithm can provide lesabsults out to a local zenith
angle of 80 degrees (the F&PS minimum requiremenb5 degrees). The cloud
phase/type algorithm is not applied to pixels tieate a local zenith angle greater than 80
degrees (the cloud phase and cloud type are getaan this case).

5.3 Quality Assessment and Diagnostics

It is recommended that clear sky radiance biasesregularly monitored and that the
validation exercises described earlier are appliedtinely.  Further, algorithm
performance issues are best diagnosed by exantmefiyratios used to make cloud type
decisions.

5.4 Exception Handling

Prior to use, the ABI Cloud Phase/Type checks t&ersure that each channel falls
within the expected measurement range and thatd vellear sky radiance and
transmittance profiles are available for each ckaniithe ABI Cloud Phase/Type is only
applied to a given pixel if all channels used ie #igorithm contain valid data (according
to the L1b calibration flags); otherwise the algum output is flagged as missing. The
science of the cloud phase/type algorithm doesloiv for a graceful degradation of the
products at this time. The algorithm, however, talerate the use NWP data for
forecasts ranging from 0 to 24 hours.

5.5 Algorithm Validation

Cloud phase/type products derived from spacebadae ¢r ground-based lidar and cloud
radar will serve as the main source of validatiatad During the GOES-R pre-launch
period, CALIOP will serve as the main source ofidation, as described earlier. During
the post-launch period, spaceborne lidar data fiteenEuropean Space Agency (ESA)
EarthCARE mission will be used in validation (pemglia successful and on-time
mission). In the absence of EarthCARE, the contlmnaof ground-based lidar and
millimeter cloud radar, such as those deployed hg tAtmospheric Radiation

Measurement (ARM) program, will be used for validat Please refer to the ABI Cloud
Products Validation Plan Document for extensiveorimfation on pre and post launch
validation plans.
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6 ASSUMPTIONS AND LIMITATIONS

The following sections describe the current lim@as and assumptions in the current
version of the ABI Cloud Phase/Type Algorithm.

6.1 Performance

The following assumptions have been made in deusjpopand estimating the
performance of the ABI Cloud Phase/Type. The foifg lists contain the current
assumptions and proposed mitigation strategies.

1. NWP data of comparable or superior quality to toerent 6 hourly GFS
forecasts are available. (Mitigation: Use longeige GFS forecasts or
switch to another NWP source — e.g. ECMWEF).

2. Top-of-atmosphere clear sky radiances are availfasle@ach pixel and 101
level profiles of clear sky atmospheric transmitanand radiance are
available at the NWP data horizontal resolutionitigdtion: Use reduced
spatial resolution top-of-atmosphere clear sky aaces. The profiles of
transmittance and radiance must be present ateaast,|the NWP spatial
resolution and 101 vertical levels).

3. All of the static ancillary data are available ke tpixel level. (Mitigation:
Reduce the spatial resolution of the surface tyaed mask and or coast
mask).

4. The processing system allows for processing ofipialscan lines at once for
application of important spatial analysis techngue (Mitigation: No
mitigation is possible).

5. All ABI channels required (see Table 3) by the alhon must be available.
(Mitigation: Develop a modified version of the atgbm. Graceful
degradation is not possible because there are t@ay rpossible channel
permutations.).

In addition, the clear sky radiance calculatiorss @tone to large errors, especially near
coastlines, in mountainous regions, snow/ice fegldes, and atmospheric frontal zones,
where the NWP surface temperature and atmosphesides are less accurate. The
impact of these errors on the cloud phase/typeratpen the cloud optical depth. For
optically thick clouds (infrared optical depth dicut 1.0 or greater), these errors have a
small impact on the calculation of the effectives@iption optical depth ratios since the
difference between the observed and black cloucmad approaches zero as the cloud
optical depth increases. This is not the cas@pically thin clouds, where inaccurate
NWP data can have serious impacts. The ACT algurititilizes the Local Radiative
Center (LRC) (see 3.4.2.4 for details) concept tmimmize these impacts, but
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improvements in NWP fields should lead to additlangprovements in the ABI Cloud
Phase/Type products.

6.2 Assumed Sensor Performance

We assume the sensor will meet its current spatifiocs. However, the ABI Cloud
Phase/Type will be dependent on the following unsental characteristics.

» Unknown spectral shifts in some channels will cabisses in the clear-sky RTM
calculations that may impact the performance of Al Cloud Phase/Type.
Clear sky radiance biases need to be monitoredghiaut ABI's lifetime.

6.3 Pre-Planned Product Improvements

We expect in the coming years to focus on the ¥ahg improvements.

6.3.1 Incorporation of solar channels

Channels that are sensitive to reflected solaratexti are very useful for providing
additional information on cloud phase. Future wer®f the ABI Cloud Phase/Type may
include an enhanced daytime version that utilires¢ channels.

6.3.2 Use of 10.4am channel

The 10.4um channel is new to the world of satellite imageksrge variations in cloud
emissivity occur in the 10 — 38 spectral range. With the 1Qun channel additional
cloud emissivity relationships can be exploitedi@ermining cloud phase and type. We
expect to incorporate this channel into the ABIuWgidPhase/Type to improve our cloud
phase determination. We expect the GOES-R Riski®igh projects to demonstrate its
use before implementation into the operational rétigm.

6.3.3 Use of additional water vapor channels

Stronger absorbing water vapor channels (ABI chisn®@nd 9) can be used to improve
the multilayered cloud detection. Future versiohthe algorithm may incorporate these
channels.
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Appendix 1: Common Ancillary Data Sets

1. NWP_GFS

a. Data description

Description: NCEP GFS model data in grib format — 1 x 1 degree
(360x181), 26 levels
Filename gfs.tHHz.pgrbfhh

Where,

HH — Forecast time in hour: 00, 06, 12, 18

hh — Previous hours used to make forecast: 00®&3)9
Origin: NCEP
Size 26MB
Static/Dynamic. Dynamic

b. Interpolation description

There are three interpolations are installed:
NWP forecast interpolation from different forecasttime:

Load two NWP grib files which are for two differefiarecast time and
interpolate to the satellite time using linear rptdation with time
difference.

Suppose:
T1, T2 are NWP forecast time, T is satellite otaagon time, and
T1<T<T2. Yisany NWP field. Then field Y atsllite observation
time T is:

Y(T) = Y(T1) *W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1)=1-(T-T1)/(T2-T1)

W(T2) = (T-T1) / (T2-T1)

NWP forecast spatial interpolation from NWP forecas grid points.
This interpolation generates the NWP forecast fortie satellite pixel
from the NWP forecast grid dataset.

87



Theclosest point is used for each satellite pixel:

1) Given NWP forecast grid of large size than satetjitid
2) In Latitude / Longitude space, use the ancillaraddosest to
the satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level$01 pressure
levels

For vertical profile interpolation, linear interdion with Log
pressure is used:

Suppose:

y is temperature or water vapor at 26 levels, dkiilyis temperature
or water vapor at 101 levels. p is any pressurel leetween p(i) and
p(i-1), with p(i-1) < p <p(i). y(i) and y(i-1) ang at pressure level p(i)
and p(i-1). Then y101 at pressure p level is:

y101(p) = y(i-1) + log( p[i] / p[i-1] ) * ('y[i] -y[i-1]) / log (
p0i] / pli-1] )

2. SFC_EMISS_SEEBOR

a. Data description

Description: Surface emissivity at 5km resolution

Filename global_emiss_intABI_YYYYDDD.nc
Where, YYYYDDD = year plus Julian day

Origin: UW Baseline Fit, Seeman and Borbas (2006).

Size 693 MB x 12

Static/Dynamic. Dynamic

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitelg

2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.
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3. LRC

a. Datadescription

Description: Local Radiative Center Calculation
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic. N/A

b. Interpolation description

It should be first noted that the original desc¢dptof the local radiative
center calculation was done by Michael Pavolon@&A/NESDIS) in
section 3.4.2.2 of 80% GOES-R Cloud Type Algorithheoretical Basis
Document. This description takes several parte@friginal text as well
as two of the figures from the original text in erdo illustrate the
gradient filter. In addition, the analysis perfoar®y Michael Pavolonis
(NOAA/NESDIS) regarding the number of steps talealso shown in
the LRC description. This description gives an wiew and description
of how to calculate the local radatitive centere Buthors would like to
recognize the effort that was done by Michael Pavislin the
development of this algorithm.

The local radiative center (LRC) is used in vari@BES-R AWG
algorithms as a measure of where the radiativeecénit a given cloud is
located, allowing for the algorithm to look at thygectral information at an
interior pixel within the same cloud while avoiditige spectral
information offered by pixels with a very weak atbradiative signal. A
generalized definition of the LRC is that, for &e pixel, it is the pixel
location, in the direction of the gradient vecigppn which the gradient
reverses or when the input value is greater thagoal to the gradient
stop value is found, whichever occurs first.

Overall, this use of spatial information allows gomore spatially and
physically consistent product. This concept i® @&sgplained in Pavolonis
(2010).

The gradient vector points from low to high pixefghe input, such that
the vector is perpendicular to isolines of the ingalue. This concept is
best illustrated with a figure. Figure 1, whiclofs Isyopd11/m), is the
actual gradient vector field, thinned for the sakelarity. As can be
seen, the vectors in this image point from clougeetdwards the optically
thicker interior of the cloud. This allows onedmnsult the spectral
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information at an interior pixel within the samewtl in order to avoid
using the spectral information offered by pixelshna very weak cloud
radiative signal.

Grodient Filter /RGE

Cloud Emissivity [ ]

0.0 0.2 o3 o5 07 g 10

Figure 20: The gradient vector with respect to clod emissivity at the
top of the troposphere is shown overlaid on a falseolor RGB image
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(top) and the actual cloud emissivity image itseffoottom). The tail of
the arrow indicates the reference pixel location.

While the above was a generalized description @igttadient filter, we
next describe the method for calculating the LR @radient vector).

The LRC subroutine (also known as the gradierdgriluses the following
inputs

1. The value on which the gradient is being calculated
(Grad_Input)

The number of elements in the current segment
The number of lines in the current segment

LRC Mask for the current segment

The minimum allowed input value (Min_Grad)

The maximum allowed input value (Max_Grid)

The gradient stop value (Grad_Stop)

Nooak~wd

The input values to the LRC routine are typicalther the 11im
troposphere emissivity, syopd 11/m), the nadir corrected 1Im
troposphere emissivitgsiopo, nagi{114m) or the 11Im brightness
temperature. A full list of the input values forchalgorithm is listed in
Table 1. The output for the LRC algorithm is asdois:

1. Array of element indices of the LRCs for the cutreegment
2. Array of line indices of the LRCs for the currergsnent

The first thing that is done for a given segmendath is the computation
of the yes/no (1/0) LRC Mask. This mask simplyesavhat pixels the
LRC will be computed for. For each algorithm, thedikiition for the LRC
mask criteria is defined in table 1.

The LRC routine loops over every line and elemealulating the LRC
for each pixel individually. For all valid pixelhe LRC algorithm
initially uses information from the surrounding &gls (i.e a 3x3 box
centered on the given pixel) to determine the timacf the gradient
vector. The number of pixels used is the samedch algorithm. The
validity of a given reference pixel (& is determined by the following
criteria

1. Does the pixel have a value greater than the mimrallowed
value (Min_Grad)?

2. Does the pixel have a value less than the maximlowed input
value (Max_Value)?

3. Is LRC mask is set to “Yes"?
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If any of the above statements are false, the LR@ighm will simply
skip over that particular pixel. However, if alk#e statements are true,
then the pixel is considered valid and the algarithill proceed to the
next step.

The next step in the gradient filter is the detaation of the initial
direction of the gradient. Initially, the gradigest value (Gs), which is a
local variable, set to a large number (99999) &eddirection is set to
missing. The gradient (fg) between the reference pixel{fpand the
neighboring pixel is calculated. This differenceigy calculated if the
neighboring pixel is greater than or equal to Minagband less than or
equal to Max_Grad. For each direction, {ff3s less than (&, then G
is set to Gir. Gyirr IS calculated for each of the 8 surrounding pixaisl
the direction that has the smallestGs selected as the direction to look
for the local radiative center. If the directiorsest to missing, then the
LRC routine moves to the next pixel in the segme&his can only occur if
all the surrounding pixels are either smaller tlaad_Min or greater than
Grad_Max.

The directions of the gradient are specified infdll®wing manner:

Table 37. Definition of the directions used in thgradient filter.

Direction # Y direction X direction
1 Elem-1 Line+0
2 Elem-1 Line + 1
3 Elem+ 0 Line + 1
4 Elem+ 1 Line + 1
5 Elem +1 Line + 0
6 Elem +1 Line -1
7 Elem+ 0 Line -1
8 Elem-1 Line -1

One the direction of the gradient has been estadlisthe gradient filter
then looks out in the direction for one of six i conditions:

The test pixel is less than or equal to Min_Grad

The test pixel is greater than or equal to Max_Grad

The test pixel is greater than or equal to the stpe (Grad_Stop)
The test pixel is less than the reference pixel.

The gradient filter has reached the maximum nurobsteps to
look out

6. The test pixel is at the edge of the segment

Al S

Table 2 shows how the gradient determines theptest. For example, for
pixel 30,30 of a given segment, if the gradienédiion is #3, then the
gradient filter tests along (30, 30+n), where this current step being
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tested. Once one of these conditions is met, tieediement number is
stored as the LRC for the given reference pixelgi@ally, the maximum
number of steps that could be taken was set toH&@ever, a study done
by Michael Pavolonis (NOAA/NESDIS) showed that #werage number
of steps that are needed to find the LRC is less tr equal to 30, as can
be seen in figure 2.

4. CRTM

a. Datadescription

Description: Community radiative transfer model
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic. N/A

b. Interpolation description

A double linear interpolation is applied in theargolation of the
transmissitance and radiance profile, as well dkersurface emissivity,
from four nearest neighbor NWP grid points to theeBite observation
point. There is no curvature effect. The weighttheffour points are
defined by the Latitude / Longitude difference betw neighbor NWP
grid points and the satellite observation poinhe Tveight is defined with
subroutine ValueToGrid_Coord:

NWP forecast data is in a regular grid.

Suppose:
Latitude and Longitude of the four points are:

(Latl, Lonl), (Latl, Lon2), (Lat2, Lonl), (Lat2, bd)
Satellite observation point is:

(Lat, Lon)

Define
alLat = (Lat — Latl) / (Lat2 — Latl)
alon = (Lon — Lonl) / (Lon2 — Lon1)

Then the weights at four points are:
wll = alat * aLon
w12 = alat* (1 —aLon)
w21 = (1 — alLat) * aLon
w22 = (1-aLat) * (1 — aLon)
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Also define variable at the four points are:
all, al2, a21, a22

Then the corresponding interpolated result at atelbservation point
(Lat, Lon) should be:

a(Lat, Lon) = (al1*wll + al2*wl2 + a21*w21 + a22%) / u
Where,

u=wll +wil2¥1 + w22

c. CRTM calling procedure in the AIT framework

The NWP GFS pressure, temperature, moisture anteqaofiles start on
101 pressure levels.

They are converted to 100 layers in subroutine
Compute_Layer_Properties. The layer temperatunedsat two levels is
simply the average of the temperature on the twelse
layer_temperature(i) = (level_temperature(i) + letemperature(i+1))/2
While pressure, moisture and ozone are assumedggdmnential with
height.

hp = (log(p1)-log(p2))/(z1-z2)

p = p1* exp(z*hp)

Where p is layer pressure, moisture or ozone. peptesent level
pressure, moisture or ozone. z is the height ofatyer.

CRTM needs to be initialized before calling. ThEsione in subroutine
Initialize_ OPTRAN. In this call, you tell CRTM whicsatellite you will
run the model. The sensor name is passed througtida call
CRTM_Init. The sensor hame is used to constriestdnsor specific
SpcCoeff and TauCoeff filenames containing the s&aey coefficient
data, i.e. seviri_m08.SpcCoeff.bin and seviri_ m@8Joeff.bin. The
sensor names have to match the coefficient fileasanyou will allocate
the output array, which is RTSolution, for the ninbf channels of the
satellite and the number of profiles. You alsodle memory for the
CRTM Options, Atmosphere and RTSoluiton structtitere we allocate
the second RTSolution array for the second CRTMtoatalculate
derivatives for SST algorithm.

Before you call CRTM forward model, load the 109@dapressure,
temperature, Moisture and ozone profiles and tHelé@el pressure
profile into the Atmosphere Structure. Set thesufot the two absorbers
(H20 and O3) to be MASS_MIXING_RATIO_UNITS and
VOLUME_MIXING_RATIO_UNITS respectively. Set the
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Water_Coverage in Surface structure to be 100%dardo get surface
emissivity over water. Land surface emissivity vod using SEEBOR.
Also set other variables in Surface data strucsuweh as wind
speed/direction and surface temperature. Use NWRBce temperature
for land and coastline, and OISST sea surface teahpe for water. Set
Sensor_Zenith_Angle and Source_Zenith_Angle in Geonstructure.
Call CRTM_Forward with normal NWP profiles to flR'TSolution, then
call CRTM_Forward again with moisture profile mplted by 1.05 to fill
RTSolution_SST. The subroutine for this step id CAPTRAN.

After calling CRTM forward model, loop through eagirannel to
calculate transmittance from each level to Top whdsphere (TOA).
What you get from RTSolution is layer optical defthget transmittance
Trans_Atm_CIr(1) = 1.0

Do Level = 2, TotalLevels
Layer_OD = RTSolution(ChnCounter, 1)%Layer_QCaiti Depth(Level
-1)
Layer_OD = Layer OD/
COS(CRTM%Grid%RTM(LonIndex,Latindex) &
%d(Virtual_ZenAngle_Ind#SatZenAng * DTOR)
Trans_Atm_Clr(Level) = EXP(-1 * Layer_OD) &
* Trans_Atm_Clr(Level - 1)
ENDDO
DTOR is degree to radius PI/180.
Radiance and cloud profiles are calculated in CIRRadiance_Prof
SUBROUTINE Clear_Radiance_Prof(Chnindex, TempPFaf)Prof,
RadProf, &
CloudProf)
B1 = Planck_Rad_Fast(Chnindex, TempProf(1))
RadProf(1) = 0.0_SINGLE
CloudProf(1) = B1*TauProf(1)

DO Levelindex=2, NumLevels
B2 = Planck_Rad_Fast(Chnindex, TempProf(Ledslk))
dtrn = -(TauProf(Levelindex) - TauProf(Levelkdl))
RadProf(Levellndex) = RadProf(Levellndex-1) +
(B1+B2)/2.0_SINGLE * dtrn

CloudProf(Levellndex) = RadProf(Levellndex) +
B2*TauProf(Levellndex)

B1=B2
END DO
Transmittance, radiance and cloud profiles areutatied for both normal
CRTM structure and thé"2CRTM structure for SST.
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Call Clear_Radiance_TOA to get TOA clear-sky radeaand brightness
temperature.
SUBROUTINE Clear_Radiance_TOA(Option, Chnindex, Riaal
TauAtm, SfcTemp, &
SfcEmiss, Rad®rrTemp_Clr, Rad_Down)
IF(Option == 1) THEN
IF(PRESENT(Rad_Down))THEN
RadClr = RadAtm + (SfcEmiss * Planck_Rad_&ishindex,
SfcTemp) &
+ (1. - SfcEmiss) * Rad_Down) * TauAtm
ELSE
RadClIr = RadAtm + SfcEmiss * Planck_Rad_Fast(ndex,
SfcTemp) &
* TauAtm
ENDIF

CALL Planck_Temp(Chnindex, RadClr, BrTemp_Clr)

ELSE

RadClr = 0.0

BrTemp_ClIr=0.0
ENDIF
In this subroutine, Rad_Down is optional, dependingf you want to
have a reflection part from downward radiance wy@n calculate the
clear-sky radiance. Notice that clear-sky radiaamoe brightness
temperature on NWP grid only calculated for nor@RITM structure not
the SST CRTM structure.

Also save the downward radiances from RTSolutiahRfSolution_SST
to CRTM_RadDown and CRTM_RadDown_SST. Save CRTMutated
surface emissivity to CRTM_SfcEmiss. The abovestp done in
subroutine CRTM_OPTRAN
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