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ABSTRACT

This document describes the algorithm for GOES-RI ABoud Height Algorithm
(ACHA). The ACHA generates the cloud-top heightud-top temperature, cloud-top
pressure and cloud layer products. The ACHA usésinfrared observations in order to
provide products that are consistent for day, nagitt terminator conditions. The ACHA
uses analytical model of infrared radiative trangfidbedded into an optimal estimation
retrieval methodology. Cloud-top pressure and aitmp height are derived the cloud-
top temperature product and the atmospheric teryserarofile provided by Numerical
Weather Prediction (NWP) data. Cloud layer is \deti solely from the cloud-top
pressure product.

The ACHA uses the spectral information providediwy GOES-R ABI to derive cloud-
top height information simultaneously with cloudcnoiphysical information. Currently,
the ACHA employs the 11, 12 and 1318 observations. This information allows the
ACHA to avoid making assumptions on cloud microptysn the retrieval of cloud
height. As a consequence, ACHA also generatesnteemediate products of 1jdm
cloud emissivity and an 11/18n microphysical index.

This document will describe the required inputse tineoretical foundation of the
algorithms, the sources and magnitudes of the ®inwolved, practical considerations
for implementation, and the assumptions and limoitest associated with the product, as
well as provide a high level description of the gibgl basis for estimating height of tops
of clouds observed by the ABI. The results fromning the ACHA on SEVIRI, which
served as a proxy for ABI, validated against tha_ ¥ LIDAR as well as a comparison
to the MODIS Cloud height product are also shown.



INTRODUCTION

1.1 Purpose of This Document

The primary purpose of this ATBD is to establisidglines for producing the cloud-top
height, cloud-top temperature and cloud-top prestom the ABI flown on the GOES-
R series of NOAA geostationary meteorological $igéésl This document will describe
the required inputs, the theoretical foundatiothefalgorithms, the sources and
magnitudes of the errors involved, practical coasations for implementation, and the
assumptions and limitations associated with thelyety as well as provide a high level
description of the physical basis for estimatingghteof tops of clouds observed by the
ABI. Unless otherwise stated, the determinationlofid-top height always implies the
simultaneous determination of temperature and pressThe cloud-top height is made
available to all subsequent algorithms which regjiitowledge of the vertical extent of
the clouds. The cloud-top height also plays acaitiole in determining the cloud cover
and layers product.

1.2 Who Should Use This Document

The intended users of this document are thoseestien in understanding the physical
basis of the algorithms and how to use the outptltie algorithm to optimize the cloud
height output for a particular application. Thecdment also provides information
useful to anyone maintaining or modifying the angjialgorithm.

1.3 Inside Each Section
This document is broken down into the following maéections:

» System Overview provides relevant details of the ABI and providdsrief
description of the products generated by the algari

» Algorithm Description: provides a detailed description of the algorithm
including its physical basis, its input and itspouit

» Assumptions and Limitations provides an overview of the current limitatiorfs o
the approach and notes plans for overcoming thesetions with further
algorithm development.

1.4 Related Documents

This document currently does not relate to anyraleeument outside of the
specifications of the GOES-R F&PS and to the refegs given throughout.

1.5 Revision History

Version 2.0 of this document was created by Dr.r&ndHeidinger of NOAA/NESDIS
and its intent was to accompany the delivery ofvirsion 4 algorithm to the GOES-R
AWG AIT. This document was then revised followiing tdocument guidelines provided
by the GOES-R Algorithm Application Group (AWG) beé¢ the version 0.5 delivery.
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Version 1.0 of the document includes some new tefum the algorithm Ciritical
Design Review (CDR) and the Test Readiness Revi®R{, as well as the algorithm
80% readiness document.
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OBSERVING SYSTEM OVERVIEW
This section describes the products generatedeop@i Cloud Height Algorithm
(ACHA) and its associated sensor requirements.

1.6 Products Generated

The ACHA is responsible for estimation of vertieatent for all cloudy ABI pixels. In
terms of the F&PS, it is responsible directly foe ICloud-Top Pressure, Height and
Temperature products. The cloud height is alsd tsgenerate a cloud-layer flag which
classifies a cloud as being a high, middle or lewel cloud. This flag is used in
generating the cloud-cover layers product. The ACGekults are currently used in the
daytime and nighttime cloud optical and microphgbkaigorithms. In addition, cloud-
top pressure results from this algorithm are exqeetd be used in the Atmospheric
Motion Vector (AMV) algorithm.

In addition to the cloud height metrics (presseamfterature/height), the ACHA also
provides an estimate of the fufn cloud emissivity and a microphysical parameier,
derived from multiple emissivities that are relategarticle size. These products, as
described later, are generated automatically byAtbA and are useful for evaluating
the ACHA'’s performance. The requirements for theH®Cfrom the F&PS version 2.2
are stated below in Table 1, with height, pressieraperature, layer from top to bottom
for each geographic coverage.

Table 1. Requirements from F&PS version 2.2.

Cloud Top Height Requirements

Cloud Top | C Cloud |10 5km |100- |500 mfor |60 min |60 266 |266 1500 m for
Height Top km 300 clouds min sec |sec clouds with
km with emissivity >
emissivity 0.8
>0.8
Cloud Top | FD Cloud |10 5km |0-15|500m for |60 min |60 806 |806 1500 m for
Height Top km km clouds min | sec |sec clouds with
with emissivity >
emissivity 0.8
>0.8

12



Cloud Top Height Product Qualifiers




Cloud Top Pressure Requirements

Cloud Top |C Cloud 10km |5 km 100 — 50 mb for |60 min |60 min |536 536 150 mb for
Pressure Top 1000 clouds sec sec clouds with
mb with emissivity >
emissivity 0.8
>0.8

Cloud Top |FD Cloud 10km |5 km 100 — 50 mb for |60 min |60 min | 806 806 150 mb for

Pressure Top 1000 clouds sec sec clouds with
mb with emissivity >
emissivity 0.8
>0.8

Cloud Top Pressure Product Qualifiers

Cloud Top Pressure [ GOES-R |C Day and | Quantitative | Clear conditions [ Over specified geographic
night out to at associated with | area
least 62 threshold
degrees accuracy
LZA and
qualitative
at larger
LZA
Cloud Top Pressure | GOES-R | FD Day and | Quantitative | Clear conditions [ Over specified geographic
night out to at associated with |area
least 62 threshold
degrees accuracy
LZA and
qualitative
at larger
LZA

14



Cloud Top Temperature Requirements

Cloud Top FD AtCloud [2km |1km [180- |3 Kfor 15 min [15 min [806 sec | 806 sec |5 K for clouds
Temperature Tops 300 K | clouds with with emissivity
emissivity >0.8
>0.8
Cloud Top M AtCloud [2km |[1km |180- |[3Kfor 5 min 266 sec 5 K for clouds
Temperature Tops 300 K | clouds with with emissivity
emissivity >0.8
>0.8

Cloud Top Temperature Product Qualifiers

degrees LZA
and qualitative
at larger LZA

optical depth >1.
Clear conditions
down to cloud
top associated
with threshold
accuracy

Cloud Top Temperature | GOES-R |FD Day and | Quantitative out| In presence of [ Over specified geographi
night to at least 65 clouds with area
degrees LZA | optical depth >1.
and qualitative | Clear conditions
at larger LZA | down to cloud
top associated
with threshold
accuracy
Cloud Top Temperature [ GOES-R |M Day and | Quantitative out| In presence of [ Over specified geographi
night to atleast 65 | clouds with area

15



Cloud Layers/Heights Requirements

Cloud Layers/Heights Product Qualifiers

16



Cloud
Layers/
Heights
&Thickness

Cloud
Layers/
Heights
&Thickness

GOES-

GOES-

FD

Day and
night

Day and
night

Quantitative
out to at
least 62
degrees LZA
and
qualitative at
larger LZA

Quantitative
out to at
least 62
degrees LZA
and
qualitative at
larger LZA

In presence of clouds
with optical depth >1.
Clear conditions
down to cloud top
associated with
threshold accuracy

In presence of clouds
with optical depth >1.
Clear conditions
down to cloud top
associated with
threshold accuracy

Over
specified
geographic
area

Over
specified
geographic
area

Furthermore, the GOES-R Series Ground SegmentRP@&f#gct Functional and
Performance Specification (F&PS) qualifies thespirements for cloudy regions with

emissivities greater than 0.8 .

1.7

Instrument Characteristics

The ACHA will operate on each pixel determined éodoudy or probably cloud by the
ABI Cloud Mask (ACM). . Table 2 summarizes thereat channels used by the ACHA.

Table 2. Channel numbers and wavel engths for the ABI Cloud Height Algorithm (ACHA)

Channel Number Wavel ength (um) Used in ACHA

1 0.47

2 0.64

3 0.86

4 1.38

5 1.61

6 2.26

7 3.9

8 6.15

9 7.0

10 7.4

11 8.5

12 9.7

13 10.35

14 11.2 v
15 12.3 v

17
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In general, the ACHA relies on the infrared obs&ore to avoid discontinuities
associated with the transition from day to nighE A performance is sensitive to
imagery artifacts or instrument noise. Most impot is our ability to accurately model
the clear-sky values of the infrared absorptiomdeds. The ability to perform the
physical retrievals outlined in this document regsiian accurate forward model, accurate
ancillary data and well-characterized spectral@asp functions.

18



ALGORITHM DESCRIPTION

1.8 Algorithm Overview

The ACHA serves a critical role in the GOES-R ABbgessing system. It provides a
fundamental cloud property but also provides infation needed by other cloud and
non-cloud algorithms. As such, latency was a laaecern in developing the ACHA.
The current version of the ACHA algorithm drawstba following heritage algorithms:

* The CLAVR-x split-window cloud height from NESDI&nd
* The MODIS CQ cloud height algorithm developed by the UW/CIMSS.

The ACHA derives the following ABI cloud productsted in the F&PS:
* Cloud-top temperature,
* Cloud-top pressure,
» Cloud-top height, and
» Cloud cover layer.

All of these products are derived at the pixel ldgeall cloudy pixels.

In addition, the ACHA derives the following prodschat are not included in F&PS:
* Quality flags,
e Cloud 11um emissivity, and
» Cloud microphysical index3].

Section 3.4 describes the full set of outputs ftbhenACHA algorithm.

1.9 Processing Outline

The processing outline of the ACHA is summarize&igure 1. The current ACHA is
implemented with the NOAA/NESDIS/STAR GOES-R AlTopessing framework
(FRAMEWORK). FRAMEWORK routines are used to pravial of the observations
and ancillary data. The ACHA is designed to rursegments of data where a segment is
comprised of multiple scan lines.

19
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1.10Algorithm Input

This section describes the input needed to prabes&CHA. In its current

configuration, the ACHA runs on segments comprise2l00 scan lines. While this is the
ideal number of scan-lines per segment the ACHArélgm should be run on, the
algorithm does benefit from running on larger nundfescan-lines. The ACHA must be
run on arrays of pixels because spatial uniforroftthe observations is necessary to the
algorithm. In addition, the final algorithm desigill include separate loops over those
pixels in the segment determined to be local radiatenters (LRC), those pixels
determined by the cloud typing algorithm to be Brgyer clouds and those pixels
determined to multi-layer clouds. The calculatidrthe LRC, which is done by the
gradient filter, is described in the AIADD. Thdléwing sections describe the actual
input needed to run the ACHA.

1.10.1Primary Sensor Data

The list below contains the primary sensor data liyethe ACHA. By primary sensor
data, we mean information that is derived solatyrfithe ABI observations and
geolocation information.

» Calibrated radiances for channels 14.

» Calibrated brightness temperatures for channeld3.4nd 16.
» Cosine of local zenith angle

* Local zenith angle

» Space mask
» Bad pixel mask for channels 14, 15, and 16

1.10.2Ancillary Data
The following lists the ancillary data requiredrtm the ACHA. A more detailed

description is provided in the AIADD. By ancilladata, we mean data that require
information not included in the ABI observationsgaolocation data.

» Surface elevation

» Surface Type

» NWP level associated with the surface

*  NWP level associated with the tropopause

*  NWP tropopause temperature

» Profiles of height, pressure and temperature fromhe NWP
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* Inversion level profile from NWP

» Surface temperature and pressure from NWP
* Local Zenith Angle bin

* NWP Line and element indices

» Clear-sky transmission, and radiance profiles for bannels 14, 15 and 16
from the RTM

» Blackbody radiance profiles for channels 14, 15 anii6 from the RTM

* Clear-sky estimates of channel 14, 15 and 16 radie@s from the RTM

1.10.3Derived Data

The following lists and briefly describes the détat are required by the ACHA that is
provided by other algorithms.

* Cloud Mask
A cloud mask is required to determine which pixais cloudy and which are not,
which in turn determines which pixels are proces3éds information is provided
by the ABI Cloud Mask (ACM) algorithm. Details omet ACM are provided in
the ACM ATBD.

* Cloud Type/Phase
A cloud type and phase are required to determiniehwahpriori information for
the forward model are used. It is assumed that thatlcloud type and phase are
inputs to the ACHA algorithm. These products a@vjated by the ABI Cloud
Type/Phase Algorithm. Information on the ABI Clolgpe/Phase is provided in
the ABI Type/Phase ATBD.

* Local Radiative Centers

Given a derived channel 14 top of troposphere enitigsesiopd 11Um), the local
radiative center (LRC) is defined as the pixel tamg in the direction of the
gradient vector, upon which the gradient reverseshen an emissivity value
(€stropd 11um)) greater than or equal to 0.75 is found, whieleccurs first. The
gradient filter routine is required as an inputie ACHA. The method to
compute the gradient function is described in Rawvel(2009) and in the
AIADD. The required inputs to the gradient filteea

0  Esopd11um),

0 The line and element size of the segment beingegsad,

0 A binary mask for the segment of pixels that haoe-missing

Estropd 11um) for the segment,

22



0 The minimum and maximum valid emissivity value®(@nd 1.0
respectively), and
0 The maximunmesyopd 11um) value to be considered (0.75).

The outputs from the gradient filter are the limel &lement of the LRC. A further
description of how the LRC is calculated can bentbin the AIADD.

» Derived channel 14 top of troposphere emissivity
The ACHA requires knowledge of the channel 14 ewiitysof a cloud assuming
that its top coincides with the tropopause. Thisudation is done by using the
measured channel 14 radiance, clear sky channaldldnce from the RTM,
space mask, latitude/longitude cell index fromKWP, tropopause index from
the NWP, local zenith angle bin index, and chardidelm blackbody radiance.

» Standard deviation of the channel 14 brightness teperature over a 3x3 pixel
array.

» Standard deviation of the channel 14 — channel 15ightness temperature
difference over a 3x3 pixel array.

» Standard deviation of the channel 14 — channel 1&ightness temperature
difference over a 3x3 pixel array.

1.11 Theoretical Description

As described below, the ACHA represents an inngeapproach that uses multiple IR
channels within algorithm that provides resultd #r@ consistent for all viewing
conditions. This approach combines multiple windihannel observations with a single
absorption channel observations to allow for egimneof cloud height without large
assumptions on cloud microphysics for the firsktiitom a geostationary imager. The
remainder of this section provides the physicaldfs the chosen approach.

1.11.1 Physics of the Problem

The ACHA uses the infrared observations from tiBs # extract the desired

information on cloud height. Infrared observati@ns impacted not only by the height of
the cloud, but also its emissivity and how the esmity varies with wavelength (a
behavior that is tied to cloud microphysics). tidiion, the emissions from the surface
and the atmosphere can also be major contributdtseetobserved signal. Lastly, clouds
often exhibit complex vertical structures that aiel the assumptions of the single layer
plane parallel models (leading to erroneous redtgv The job of the ACHA is to

exploit as much of the information provided by &l as possible with appropriate,
computationally efficient and accurate methodseowe the various cloud height
products.
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1.11.1.1Motivation for ACHA Channel Selection

The ACHA represents a merger of current operatiolwaid height algorithms run by
NESDIS on the Polar Orbiting Environmental Satel(POES) and GOES imagers. The
current GOES-NOP cloud height algorithm applies@l@ slicing method to the 11 and
13.3um observations. This method is referred to a<BgIRW approach. Cgslicing
was developed to estimate cloud-top pressures asutigple channels typically within
the 14um CQ, absorption band. For example, the MODIS MODO®algm (Menzel et
al., 2006) employs four Cands, and the GOES Sounder approach also enfplarys
bands. C@slicing benefits from the microphysical simplicfiyovided by the spectral
uniformity of the cloud emissivity across the 14 band. The GOES-NOP method
suffers from two weaknesses relative to the MOD@shwd. First, the assumption of
spectral uniformity of cloud emissivity is not \dhvhen applied to the 11 and 13u3
observations. Second, the 1818 channel does not provide sufficient atmospheric
opacity to provide the desired sensitivity to cldwght for optically thin high cloud
(i.e., cirrus). For optically thick clouds, G@licing methods rely simply on the juin
observation for estimating the cloud height.

In contrast to the C&IRW approach used for GOES-NOP, the method emgdloye
operationally for the POES imager (AVHRR) usesla-spndow approach based on the
11 and 12um observations. Unlike the 13.8n band, the 11 and 1#n bands are in
spectral windows and offer little sensitivity taad height for optically thin cirrus. As
described in Heidinger and Pavolonis (2009), tHe-sfndow approach does provide
accurate measurements of cloud emissivity angéstsal variation.

Unlike the GOES-NOP imager or the POES ImagerAtBeprovides the 13.3im CO,
channels coupled with multiple longwave IR winddid®.4, 11 and 1gm). The ABI
therefore provides an opportunity to combine thesgrity to cloud height offered by a
CO, channel with the sensitivity to cloud microphysaétered by window channels and
to improve upon the performance of the cloud hepgbtucts derived from the current
operational imagers.

To demonstrate the benefits of the ACHA ££plit-Window algorithm, the sensitivity to
cloud pressure offered by the channels used iA@idA was compared to other channel
sets using co-located MODIS and CALIPSO observatidhese results where taken
from Heidinger et al. (2010). Figure 2 shows adalslor image from AQUA/MODIS for
a cirrus scene observed on August 10, 2006 oventhan Ocean. The red line in
Figure 2 shows the location of the CALIPSO tradkis scene is characterized by a
predominantly single cirrus cloud of varying optittaickness with thicker regions on the
left-side of the figure. An image of the 532 nmIGRSO data for the trajectory shown
in Figure 2 is shown in Figure 3.
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AL LR € SRR, R
Figure 2 A false color image constructed from 11 32um BTD (Red), 4 — 1jum BTD (Green) and 11
um BT reversed (Blue). Data are taken from AQUA/MODS and CALIPSO/CALIOP on August 10,
2006 from 20:35 to 20:40 UTC. The red line is thEALIPSO track. In this color combination, cirrus
clouds appear white but as the optical thickness aneases, the ice clouds appear as light blue/cyan.
Low-level water clouds appear as dark blue, and midevel water clouds tend to have a red/orange
color.
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Figure 3 The 532 nm total backscatter from CALIOPalong the red line shown in Figure 2. The grey
line in the centre image is the Tropopause.

In the work of Heidinger et al. (2009), an analys&s applied to the above data to study
the impact on the cloud-top pressure solution spéeeed by various channel
combinations commonly used on operational imag€&he term solution space refers to
the vertical region in the atmospheric column wleeodoud can exist and match the
observations of the channels used in the algoritAsidescribed in Heidinger et al.
(2009) this analysis was accomplished specifidalyomputing the emissivity profiles
for each channel and determining the levels at vthie emissivities were all valid and
where the spectral variation of the emissivities wansistent with the chosen scattering
model. It is important to note that this analys&s not a comparison of algorithms, but a
study of the impact of the pixel spectral inforroaton the possible range of solutions.
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Figure 4 shows the resulting computation of tleeidttop pressure solution space
spanned by the ACHA C{5plit-Window algorithm (channels 14, 15 & 16). elgrey

area represents the region of the atmosphere weMODIS observations of those
channels were matched to within 0.5K. The bluatsaiepresent the cloud-top pressures
where the cloud matched the MODIS observation rdaskly. In contrast, Figure 5
shows the same computation when using the VIIR8dstop height algorithm’s channel
set. As described by Heidinger et al. (2009),lénge improvement in the sensitivity to
cloud top pressure seen in ACHA versus the VIIRf@@thm is due to the presence of
the CQ absorption channel. Because VIIRS offers onlyiRdow channels, its ability

to estimate the height of cirrus clouds with coefide is limited.
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Figure 4 Cloud-top pressure solution space providelly the ACHA channel set for the ice clouds
along the CALIPSO track for August 10, 2006 20:35 20:40 UTC. The grey lines represent the
solution space provided by the selected GOES-R ABhannels. The black symbols provide the
CALIOP cloud boundaries for the highest cloud layer The blue points represent the location of the
optimal cloud-top pressure solutions with this chanel set. For clarity, only every fifth optimal
cloud-top pressure solution is plotted.
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Figure 5 Same as Figure 4 computed for the VIIRS @nnel set (3.75, 8.5, 11 and 3#n). Red points
show the MODIS (MYDO6) results for reference.

1.11.1.2Radiative Transfer Equation
The radiative transfer equation (1) employed hegiven as

Robs = €cRac + tacec B(Tc) + Ror (1— ec) (Eq 1)

where Rysis the observed top-of-atmosphere radiangés The cloud temperature, B()
represents the Planck Function angl iR the clear-sky radiance (both measured at ghe to
of the atmosphere).Ris the above-cloud emission; is the above-cloud transmission
along the path from the satellite sensor to thactipixel. Finally, the cloud emissivity

is represented by.eAll quantities in Eq. 1 are a function of waveldmgt, and are
computed separately for each channel.

As described later, the 14m cloud emissivity is directly retrieved by the ABHThe
12 and 13.31m cloud emissivities are not retrieved but theyudiezed during the
retrieval process.

To account for the variation of with each channel, tHeparameter is evoked. For any
two-channel pair (1,2), the value @ftan be constructed using the following relatiopshi

Aﬁ:m@‘eﬁma_&)(qu)
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Using this relationship, the cloud emissivitiedatand 13 um can be derived from the
cloud emissivity value at jim as follows:

e:(121m) =1-[1-e: (L 1m)]? 4™ (Eq. 3)

& (L33um) =1-[1-eQYm)]” 1™ (Eq. 4)

For the remainder of this document, the value.oti# refer to the cloud emissivity at 11
pm andp will refer to thef3(11/13um) value unless stated otherwigis a convenient
parameter because it also provides a direct lirdddod microphysics which is discussed
in the next section.

While the above radiative transfer equation is $np that it assumes no scattering and
that the cloud can be treated as a single laydags allow for semi-analytic derivations
of the observations to the controlling parametees, (cloud temperature). This behavior
is critical because it allows for an efficient rettal without the need for large lookup
tables.

1.11.1.3Cloud Microphysical Assumptions

One of the strengths of the ACHA is that it allosisud microphysics to vary during the
retrieval process which should improve the clouigeestimates (Heidinger et al.,
2009). Cloud microphysics is included in theiestal through the spectral variation of
the3 parameters. The variation pfbetween different channel pairs is a function of
particle size and ice crystal habit. For exampkpol et al. (1991) showed thatan be
related to the scattering properties using thevalg relationship where is the single
scattering albedo, g is the asymmetry parameteognid the extinction coefficient:

_ [L0-a(A)g(A)]ge(A)

P 0= a1 g (1)1

(Eq. 5)

This relationship betweghand the scattering properties will allow the ACkA
estimate cloud particle size from the retriefdachlues.

While the scattering properties for water cloudswaell modeled by Mie theory, the
scattering properties of ice clouds are less certdib define a relationship between fhe
values for ice clouds, assumptions have to be rahdat the ice crystals. In the ACHA,
we use the ice scattering models provided by PsofeBing Yang at Texas A&M
University (Yang et al., 2005). In this database,models are separated by habits. To
pick a habitf3 values were computed using MODIS observation®cated with
CALIPSO. We then compared how the obseyedlues corresponded with those
computed from the scattering. The results indit#tat aggregates modeled the
observed data the best. The image below (Figusdd@ys this analysis which was
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generated for August 2006. For water clouds, stahtMie theory computed scattering
properties are used to predict fhealues and their relationship with each other.
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Figure 6 Comparison of the variation offf values for 11 and 13um against those for 12 and 8.am.

The cloud of points represents those computed usi@ALIPSO observations collocated with
MODIS. The lines represent predictions based on thYang et. al scattering database.
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Once the habit has been determined, the negdel@tionships can be computed. Figure
7 shows the computed variation of the 11 an@gh3 with the 11 and 11.gm 3 and
Figure 8 shows the variation of the 11 andub?[3 with particle size. These curves and
the regressions shown in Figure 7 and Figure 8ised directly in the optimal estimation
approach described in the next session.
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Figure 7 Computed variation and linear-fit of the11 and 13.3um 8 values to those computed using
11 and 12um. Bis a fundamental measure of the spectral variationf cloud emissivity, and this
curve is used in the forward model in the retrieval The data shown are for ice crystals with an
aggregate habit. For water clouds, Mie theory predits a = -0.217 and b = 1.250.
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Figure 8 Variation of the 11 and 12um B values as a function of the ice crystal radius. His relation
is used in the retrieval to produce an estimate afloud particle size from the final retrievedf3 values.

1.11.2Mathematical Description

The mathematical approach employed here is thenapgstimation approach described
by Rodgers (1976). The optimal estimation approgeltso often referred to as a
1DVAR approach. The benefits of this approachtlaaeit is flexible and allows for the
easy addition or subtraction of new observationgtieved parameters. Another benefit
of this approach is that it generates automatimeses of the retrieval errors. The
following description of the method employs the samtation as Rodgers (1976) but
provides only a brief review.

The optimal estimation (3) approach minimizes & @asction,®, given by
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¢=(x—%)" ST (x=x)+(y-F(x)"S(y- f(x)) (Eq.6)
wherex is a vector of retrieved parametexgjs a vector housing thepriori values ofx
(which also serve as a first guess to begin it@natio a convergent solutiowy)js the
vector of observations, aifids the forward model’'s estimates of the valueg ohder the
assumptions of state S, is the error covariance matrix corresponding touwalues of
Xa, andS, is the error covariance matrix for the forward mloahd measurements.
In each retrieval iteration, the state vectas incremented as follows:

X=SK'S[y-f(x)]+S™(x—x) (Eq.7)

whereK is the Jacobian or Kernel matrix (whose computaodescribed below) arf}
is the covariance error matrix ®fwhich is computed as

S=(S'+K'SK)™*. (Eq.8)

The retrieval iterations are conducted until tHéofeing criterion is met:
[> a5 sg (Eq. 9)

wherep is the number of elementsn
In ACHA, they andx vectors are defined as follows.

BT(11um)

y=| BTDA1-12um) | (Eq. 10)
BTD(11-13.3um)

T
x=| e@lm) | (Eq.11)
BA2/11m)

T._ap

%= ellum)_ap | (Eq.12)
BA2/1m)_ap
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The Kernel matrix contains the partial derivatieégach element dfx) to each element
of X. In Heidinger and Pavolonis (2009), the equatiefining all of the elements &f
except those that involve the 13.3 mm channel mengThe following relationships

repeat those in Heidinger and Pavolonis (2009)maodide the remaining terms used in
the ACHA.

JBT (L1um) JBT (L1m) JBT (L1m)
O de(l1um) IB (12 /11mm)
K =| BTDAL-1m)  BTDEI-12m)  BTDE1-12m) (Eq. 13)
O Ao (L12m) B2 /111m) '
ABTD(11-133um) MBTD@1-133um) JBTD (L1-133m)
O Je(L12m) B2 /111m)

The expressions required for the first columiKadre given by Egs. 14-16.

BT (L) :&amﬁmam)[ﬁawm)j(o’eawm)j‘l (Eq. 14)

e VAP ar

JBTD (L1-12um) _ 4BT Qum) _ & (2ml (lZ,um)(OB (L2¢m) j(oB (L24m)

-1
Eq. 15
Jrc Jrc Jrc JI- j ( q )

oBTD (L1-133um) _
OTeit

L, (Eq
BT L1m) _ B (1334m) | oB (L334m)
S o ga3ymy. azum| BLTM | BESIM |

16)

The expressions for the second columKafre given by Eqgs. 17-19.

BTLYM) [Roa

o’i?:(ll,ur‘n)J_l
—Rclr _— E . 17
ET A = [Ra 10 (u,um)l( L) (Eq. 17)

JBTD (11-12um) _
o (L1pm)

7581_ (L1gam) —[Rua
2, (L1m)

(L24m) - Rer (L20m)][ B (12/112am) (1 ec(]_m))ﬂ(lzllum)—l]( OB(la?ﬂm) )
(Eqg. 18)
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oBTD (L1-133um) _

2o Qm)
BT (L1zm) —[Rud ~ Rur _ £ 133/11m)-1 0B (1331m) -
BT ) —[Rea 0334 -~ Re Q3L 43301 )~ A 14m) ](ﬂ j

(Eq. 19)

Finally, the derivative of each forward model siatidn with respect t@(12/11um) is
given by the following equations:

JBT (L1um)

2y =0.0 (Eq. 20)
ABTD (L1-12um) _ R, _ _ ABU2m)\™
A - (R 124 - R (24m) I~ A 1um) - o 24 B2
(Eq. 21)
ABTD (11-133um) _
gpL2/11m)
Ry _ _ JdB (133/11um) \( 4B (133um) )™
[Rus (133m) ~ Ror (133 In1-e- (L m)][L eca3.3um)][ T j( 35um)
(Eq. 22)
The values o 53,,, are computed using the regression shown in Figureos

1112

water clouds, the same form of a regression shaviigure 6 is used except that the a-
coefficient is -0.217 and the b-coefficient is 025

1.11.2.1Estimation of Prior Values and their Uncertainty

The proper implementation of ACHA requires meanihgstimates oé priori values
housed ik, and their uncertainties housed3n S, is a two-dimensional matrix with
each dimension being the sizexgf For the ACHA, we assung is a diagonal matrix
with each element being the assumed variance df@ament ok, as illustrated below.

0-2Tciap 00 00
& = OO Uzét(llum)fap OO (Eq. 23)
00 OO Uzﬂ(lz/lym)_ap
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In the ACHA, we currently use tteepriori estimate ok, andS, given by Heidinger and
Pavolonis (2009). In this paper, CALIPSO-derivadlres of T, e, andp3 are derived,

and distributions are computed for the various @ltypes generated by the GOES-R
AWG cloud typing algorithm. The means and standiwlations of these distributions
are used for the values xf andS, for the non-opaque cloud types (cirrus and multi-
layer). For the opaque cloud types, @hriori values of T are provided by the jIm
brightness temperature. Ta@riori values off are taken from scattering theory and are
set to 1.1 for ice-phase clouds and 1.3 for wakersp clouds. The standard deviation of
[ is assumed to be 0.2 based on the distributiortemfinger and Pavolonis (2009).

1.11.2.2Estimation of Forward Model Uncertainty

This section describes the estimation of the elesnefi§, which contain the uncertainty
expressed as a variance of the forward model estimais was the case wifh, S is
assumed be a diagonal matrix. As our experientiettve ACHA grows, the
computation of the off-diagonal will be explored.

Assumed to be diagon&, can be expressed as follows:

o-zBT(ll/.lm) 0.0 0.0
S/ = 0.0 023TD(11— 124m) 0.0 (Eq 24)
0.0 0.0 o-zBTD(ll—13,3ym)

The variance terms are computed by summing up ttoegonents:
0-2 = o-zinsr +[1_ec(11l1m)]0-20|r +0-2haero (Eq 25)

The first componentfinsy) represents instrument noise and calibration uaiceies.

The second component represents uncertaintiescchysbe clear-sky radiative transfer
(Oclea)- OcleariS assumed to decrease linearly with increasind-or opaque clouds, the
uncertainties associated with clear-sky radiatisadfer are assumed to be negligible.
Due to the large variation in NWP biases on landi @ean, separate land and ocean
uncertainties are assumed. The third comporegtQ is the term that accounts for the
larger uncertainty of the forward model in regiafsarge spatial heterogeneity.
Currently, the ACHA uses the standard deviatiosawth element of computed over a
3x3 pixel array as the value ofcro Table 3 provides the current values used for the
instrumental and clear-sky terms in constructng

Table3: Thea priori(first guess) retrieval values used in the ACHA retrieval.

Cloud Type Te o(To) £ o(g) B o(B)
Fog BT(11um) 10K | 0.7 0.2 1.3 0.2
Water BT(11um) 10K | 0.9 0.2 1.3 0.2
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Supercooled| BT(11um) 10K | 0.9 0.2 1.3 0.2
Mixed BT(11um) 10K | 0.9 0.2 1.3 0.2
Thick Ice BT(11um) 10K | 0.9 0.2 1.1 0.2
Cirrus T(tropo)-15K | 20K | 0.6 0.4 1.1 0.2
Multi-layer | T(tropo)-15K | 20K | 0.6 0.4 1.1 0.2

1.11.2.3Estimation of Quality Flags and Errors

One of the benefits of the 1DVAR approach is tregdostic terms it generates
automatically. If the values &, S, andK are properly constructed, the valuesSpf
should provide an estimate of the uncertaintighefretrieved parameters, The
diagonal term o5, provides the uncertainty expressed as a varianeaah parameter.
While these estimates are useful, the current AGHA generates a 4-level quality flag.
The integer quality flags are determined by thatret values of the diagonal termsxf
andsS,. If the estimated uncertainty in a elemenk @ less than one third of the
prescribed uncertainty of the corresponding eleroéry, a parameter quality indicator,
which is not the product quality flag describedéttion 1.11.3.3, of 3 is assigned.
Similarly a parameter quality indicator of 2 isigegd for pixels where the estimated
uncertainty ok lies between one third and two thirds of the utzsety of the
corresponding element &f. Values with higher uncertainties are given apeater
quality indicator of 1. Retrievals that do nohgerge are given a parameter quality
indicator of 0. A description of the parameter gyahdicator is in section 1.11.3.2.

1.11.2.4Impact of Local Radiative Center Pixels

As discussed above, the first pass through theevetroccurs for those pixels determined
to be local radiative centers which physically espond to local maxima in cloud
opacity. The full pixel processing order is desedlbelow. The objective is to first apply
the retrieval to the more opaque pixels and tothiseénformation for the less opaque
pixels. Inthe ACHA, tha priori value ofT, for pixels that have local radiative centers
identified for them are assumed to be the valuds estimated for the local radiative
centers. The uncertainty of thgriori T values remain those given in Table 4.

Table4: Values of uncertainty for the forward model used in the ACHA retrieval.

Element off Oinstr Oclear (Ocean) Oclear (Land)
T(11um) 1.0 1.5 5.0
BTD(11 — 13um) 1.0 0.5 1.0
BTD(11 — 13um) 2.0 4.0 4.0

1.11.2.5Treatment of Multi-layer Clouds

For pixels determined to be multi-layer clouds, ltheer boundary condition is assumed
to be a lower cloud and not the surface of theneafith this assumption, the forward
model remains unchanged when treating multi-lajerds. As discussed by Heidinger
and Pavolonis (2009), the mean height of waterddailetermined from MODIS is 2 km
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above the surface. Therefore, for all multi-lageels, the lower boundary condition is
assumed to be an opaque cloud situated 2 km ahewaitface of the earth. The same
equations apply except that the clear-sky obsematare recomputed to reflect the
change in the lower boundary condition. It is aldor future versions of this algorithm
to dynamically compute the height/temperature eflthwer cloud layer in multi-layer
situations.

In the ACHA, information about the height of thersunding low clouds is used to
estimate the height of low clouds underneath higlards in detected multi-layer
situations. Figure 9 provides a visual aid forenstanding this process. In this
example, assume that the ABI pixel observed abaye Cloud #3 is correctly identified
as a multi-layer cloud by the ABI cloud typing aliglom. Also, assume that Low Clouds
#1 and #5 are correctly identified as low cloudd have successful cloud height
solutions from the ACHA. The ACHA uses the heigiibrmation for Low Clouds #1
and #5 to estimate the height of Low Cloud #3 iadtef assuming a fixed height of all
low clouds detected below high clouds. This corapai is accomplished by taking the
mean of all low cloud pressures that surround thiifayer cloud pixel within a&xN

box. Currently, the size of the baX)(is set to 5. This variable is a configurable
parameter (INTERP_LOWER_CLOUD_PIXEL_RADIUS). If taw cloud results are
found within theNxN box, a default value of the cloud pressure is uddds default

value is 200 hPa lower than the surface presstilge application of this logic requires
that the low cloud information be available befprecessing the multi-layer pixels. This
logic is described in the next section.

High Cloud

earth's surface

Figure 9 Schematic illustration of multi-layer clauds.

1.11.2.6Pixel Processing Order with the ACHA

As stated above, applying the multi-layer logic apglying local-radiative center logic
require that some pixels be processed before otherthis section, we describe this
logic. The pixel processing order in the ACHA ssfallows:
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Single-layer Radiative Centers,
Non-local radiative center water clouds,
Multi-layer clouds, and

All remaining unprocessed cloudy pixels.

PwonhE

Pixels that are single-layer radiative centershlmdone first since they rely on the
results of now other pixels. Pixels that are frgler water clouds can then be
processed because they would be influenced byixieésghat are single layers and
radiative centers. Single-layer ice pixels carr@processed yet since they may require
knowledge of the multi-layer results if their LRGnaputation points to a multi-layer
pixel. The next pixels that can be processed aenhiti-layer pixels. After this
computation, all remaining pixels can be processed.

1.11.2.7Computation of Cloud Height and Cloud Pressure

Once T is computed, the NWP temperature profiles are ts@uterpolate the values of
cloud-top pressurePand cloud-top height,.Z Two separate methods are applied
depending on whether the cloud is in an inversionod. An inversion is defined as a
region in the atmosphere where the temperatureasess with height. Figure 10
provides an illustration of an inversion. Wherl@ud temperature is found to reside
outside of an inversion, a simple linear interpolais used to estimate cloud-top
pressure and height. In the presence of inverstbesnonotonic relationship between
temperature and pressure/height disappears angla salue of cloud temperature can
correspond to multiple pressure or height valustsnospheric inversions are common at
low levels over the ocean. This issue plaguemfafired cloud height algorithms
including those employed by the MODIS and GOES deuteams.

The presence of low-level inversions is determibg@nalysis of the NWP temperature
profile. Currently, if any layer below 700 hPa a&@hPa above the surface is found to
be warmer than the layer below it, the clouds aseimed to reside in an inversion as
illustrated in Figure 10. In this case, the cltvaight is estimated by dividing the
difference between the cloud temperature and tHfactemperature by a predefined
lapse rate. Currently, the lapse rate is assumbd the dry adiabatic value of -9.8 K/
km. The vertical resolution of NWP profiles is rsifficient to use them directly in the
presence of inversions. This procedure is onlyiémented over water surfaces and for
water-phase clouds.

It is important to note that this issue requirastfer study. The Cloud Application Team

is working with the AMV team and other cloud rems@msing groups to determine an
optimal strategy when inversions are present.
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Altitude
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Temperature

Figure 10 lllustration of a cloud located in a terperature inversion. (Figure provided by Bob Holz of
UW/SSEC).

1.11.2.8Computation of Cloud Layer

Another function of the ACHA is to compute the alidayer for each cloudy pixel.
Currently, we classify each pixel into one of thiagers (high, middle and low-level).
Using the ISCCP definition, we classify clouds wibt < 440 hPa as being in the high
layer and clouds with Pc > 680 hPa as being lowlleClouds between 440 and 680 hPa
are classified as mid level. Subsequent processidgne to take the cloud layer
information and generate a cloud cover of eachrlaye

1.11.3Algorithm Output

1.11.3.10utput
The output of the ACHA provides the following ABbad products listed in the F&PS:
» Cloud-top temperature,
» Cloud-top pressure,
* Cloud-top height, and
» Cloud cover layer.

Product Cloud Top Temperature is derived at thelgevel for all cloudy pixels.

For products Cloud Top Pressure, Cloud Top Heigtt@oud Cover Layers that have a
10 km horizontal resolution, the good quality psxate averaged over a 5 by 5 pixel
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block to produce the 10 km resolution Full Disk &@NUS products. For the 4 km
mesoscale Cloud top Height and Cloud Cover Laykesgood quality pixels are
averaged over a 2 by 2 pixel block to produce then4esolution data. Where the
products have a 60 minute refresh, therefore theyld be run once an hour.

Example images of the above products are providé&kction 4.2.

1.11.3.2Intermediate data
The ACHA derives the following intermediate produttat are not included in F&PS,
but are used in other algorithms, such as the gth@wg motion vector (AMV)
algorithm:

» Error estimates,

e Cloud 11um emissivity, and

* Cloud microphysical index3].

» Parameter Quality Indicator
The Parameter Quality Indicator is a discretized mormalized version of the error
estimates. It is not a substitute for the prodwetlity flag (see below). A detailed
description of the parameter quality indicatorrieyided in section 1.11.2.3.

1.11.3.3Product Quality Flag

In addition to the algorithm output, a pixel lepebduct quality flag will be assigned.
The possible values are as follows:

Flag Value Description
0 Valid, good quality converged retrieval
1 Invalid pixel due to space view
2 Invalid pixel due to being outside of sensor #terange
3 Invalid earth pixel due to bad data (bad or misdihgm BT or

bad/missing clear sky 3im BT)

Invalid due to cloud mask being clear or probatbéar

Invalid due to missing cloud type

(o200 B3

Failed retrieval

1.11.3.4Processing Information Flag

In addition to the algorithm output and qualitygféa processing information, or how the
algorithm was processed, will be output for eactebpilf the bit is 0, then the answer was
no, and if the bit is 1, the answer is yes.

t Description

Cloud Height Attempted

Bias Correction Employed

Ice cloud retrieval

Local Radiative Center Processing Used

Multi-layer Retrieval

asrwNnRo®

Lower Cloud Interpolation used
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6 | Boundary Layer Inversion Assumed

1.11.3.5Metadata
In addition to the algorithm output, the followimgll be output to the file as metadata for
each file:
* Mean, Min, Max and standard deviation of cloud teqperature;
* Mean, Min, Max and standard deviation of cloud popssure;
* Mean, Min, Max and standard deviation of cloud hepght;
* Number of QA flag values ;
* For each QA flag value, the following informatienrequired:
Number of retrievals with the QA flag value,
Definition of QA flag,
Total number of detected cloud pixels, and

o]
o]
o]
o Terminator mark or determination.
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2 Test Datasets and Outputs

2.1 Simulated/Proxy Input Datasets

As described below, the data used to test the A@tdlude SEVIRI (imager on MSG)
observations collocated with CALIPSO data. DatafrAugust 2006 (summer),
February 2007 (winter), April 2007 (spring) and @mr 2007 (fall) were used to span
the entire SEVIRI domain and encompass a full rarigmnditions.

While SEVIRI does not operate over the GOES domaweshave felt more comfortable
using SEVIRI/CALIPSO data than simulated ABI dageta this point. The rest of this
section describes the proxy and validation datassgd in assessing the performance of
the ACHA. Table 5 shows the channel mapping betvtleemproxy dataset (SEVIRI) and
ABI:

Table 5. Channel numbers and wavel engths for the ABI (*- planned, but requires additional research from
the GOES-RRR program.)

ABI Channel Number SEVIRI Channel Number Wavelength (um)
10 6 7.4
13 n/a 10.35
14 9 11.2
15 10 12.3
16 11 13.3
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2.1.1 SEVIRI Data

SEVIRI provides 11 spectral channels with a spaéiablution of approximately 3 km

and a temporal resolution of 15 minutes. SEVIRMmes the best source of data
currently for testing and developing the ACHA. Tigaire shown below is a full-disk
SEVIRI image from 12 Z on August 10, 2006. Exdeptthe 1.38um channel, SEVIRI
provides an adequate source of proxy data fomgstnd developing the ACHA. Data
from August 2006 (summer), February 2007 (wint&pril 2007 (spring) and October
2007 (fall) were used to span the entire SEVIRI donand encompass a full range of
conditions. The SEVIRI data were provided by the /SBEC Data Center and processed
for the datasets specified in section 4.1.

Meteosat—a. 2006017 .1 20000 . hdf

Figure 11 Full disk 0.63, 0.86 and 1fum false color image from SEVIRI for 12 UTC on Januay 17,
2006.
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2.1.1.1 CALIPSO Data

With the launch of CALIPSO and CloudSat into theSMEOS A-Train in April 2006,
the ability to conduct global satellite cloud protiualidation increased significantly.
Currently, CALIPSO cloud layer results are beingdis validate the cloud height
product of the ACHA. The CALIPSO data used heeethe 1 km cloud layer results.

CALIPSO 532 nm Total Attenuated Backscatter (km™'sr™)

Helght [krn]

—20,0 —173 —14.7 -120 -—9.4 =87 —4.0 =15 1.3 4.0 8.6 9.5 12.0 14.8 14.3
Latitude [degrees)

CALIPSD Cloud Mask

Height [km]

—-Z00 —173 —14.7 —-120 -84 =67 —4.0 —1.4 1.3 4.0 6.6 9.5 12.0 148 17.3
Latitude [degrees)

Figure 12 lllustration of CALIPSO data used in this study. Top image shows a 2D backscatter
profile. Bottom image shows the detected cloud lays overlaid onto the backscatter image. Cloud
layers are colored magenta. (Image courtesy of Mietel Pavolonis, NOAA)

2.2 Output from Simulated/Proxy Inputs Datasets

The ACHA result was generated using the SEVIRI ffata the dataset specified in
section 4.1. During both the TRR and subsequett, tesmparisons between the online
and offline (Cloud AWG) output of the ACHA, wheretsame inputs were used, showed
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an exact match of the height, temperature and yresaitputs. These tests were
conducted under different conditions using the seapet for both the online and offline
tests. The figures shown below illustrate the ACtldud-top temperature, height,
pressure, cloud layer and cloud emissivity. Thesges correspond to 12 Z on January
17, 2006 and correspond to the false-color imaga/stabove. This day was chosen
since it was also used in a recent EUMETSAT SE\dRUd product comparison
workshop.

geccotlZ.Meteasat—8.200601 7.1 200060, hdf
o -&4 .-‘

Cloud—top Temperature (K
R
200, 220, 2440, 254, 280, S04,

Figure 13 Example ACHA output of cloud-top temperaure derived from SEVIRI proxy data for
January 17, 2006.
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100, 284, 4G4, G4, =20, 1000,

Figure 14 Example ACHA output of cloud-top pressue derived from SEVIRI proxy data for
January 17, 2006.
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geccotlZ.Meteasat—8.200601 7.1 200060, hdf
e

Cloud—top Height (m
o, 300, GO0, P00, 12000, 15000,

Figure 15 Example ACHA output of cloud-top heightderived from SEVIRI proxy data for January
17, 2006.
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geccotlZ. Meteosot—8.200601 7.1 20000 hdf

s

Cloud—top Layer Hed:Hig: Green:Mid, Blue:Low, Elack:Clear

I .
i 1 2 3

Figure 16 Example ACHA output of cloud-top layer @rived from SEVIRI proxy data for January
17, 2006.
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geccatlZ.Meteasat—8.200601 7.1 20000, hdf

Cloud 11 pm Emissivity
B 200

R 2.2 o4 0B 2.8 1.4

Figure 17 Example ACHA output of the 1jum cloud emissivity derived from SEVIRI proxy data for
January 17, 2006
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2.2.1 Precisions and Accuracy Estimates

To estimate the precision and accuracy of the ACEALIPSO data from NASA EOS
A-Train are used. This new data source providgsagedented information on a global
scale. While surface based sites provide similfarmation, the limited sampling they
offer requires years of analysis to generate theustnof collocated data provided by
CALIPSO in a short time period.

2.2.1.1 MODIS Analysis

The MODIS cloud height products (MYDO06) have proverme a useful and accurate
source of information to the cloud remote sensmmmunity. The MYDO6 cloud height
algorithm employs the longwave GGhannels in a C{xslicing approach to estimate the
cloud-top pressure and cloud effective cloud amoivhdre details on this algorithm are
available in the MODIS MYDO06 ATBD (Menzel et alQ@6). The MODIS MYDO06
ATBD quotes the cloud-top pressure accuracy tmbghly 50 mb, which is under the
GOES-R ABI specification of 100 mb.

Given the wide use of the MYDO6 product set, a carngon between the ACHA and
MYDOG6 is warranted. While the MYDO6 product seedgrovide the direct measure of
cloud height provided by CALIPSO, it does completrtee verification by providing
gualitative comparisons over a larger domain. Give availability of the longwave
CO, channels on MODIS, we expect MYDOG6 to provide sigqueesults especially for
semitransparent cirrus.

To compare the ACHA results to those from MODIS,amalyzed Aqua MODIS data

that were nearly coincident with SEVIRI observasiotWe currently use 3 MODIS
granules that provide 15 minutes of data. We tlmemnpare these results to SEVIRI data
that are closest in time. Our time threshold tsridinutes. Both datasets are remapped to
a constant projection with a spatial resolutio® @8 degrees.

An example of this comparison is shown in Figureltzhis figure, the top two panels
show the MODIS and SEVIRI 0.65 mm reflectance insag€he bottom left panel shows
the time difference between the MODIS and SEVIR&darhe bottom right image
shows the pixels used in this analysis. In additimthe time criteria, additional criteria
for inclusion were placed on the agreement betwee!SEVIRI and MODIS
observations.

In this analysis, only pixels where the Ith brightness temperatures agreed to within 4K
and the 0.65m reflectance values agreed to with 5% were u3éa rationale for these
criteria is that agreement of cloud products iy@Xpected for pixels which have rough
agreement in the observations. Any point thataheslor (blue, green or red) is one that
met the time and observation criteria. It is alseumed that cloud products should only
agree when the cloud detection and phase resulte.adhe green points in Figure 18

are those that met the additional criteria thahlmbdbud masks were set to cloudy. The
red pixels in Figure 18 show the subset of poindés$ &lso agreed on cloud phase. Note in
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Figure 18 that while the filtering applied heremdedically reduces the number of points
used in the analysis, the number of remaining pantilable for comparison still
numbers over 5000 for this scene which, providesjadte sampling of relative
performance of the ACHA algorithms compared toM@DIS algorithms.

MCDIS 0.65 micron Refl (%) SEVIR| ©.65 micron Refl (%)

0.0 16.0 32.0 48.0 4.0 &80.0 0.0 16.0 32.0 48.0 4.0 &80.0

Time Diff {min) Pixels in Agreement

-10.0 -5.0 -2.0 z.0 6.0 10.0 0.0 0.6 1.2 1.8 Z.4 3.0

Figure 18 Example images illustrating a comparisonf MODIS and SEVIRI data. Image at the top
right shows the MODIS 0.65um reflectance. Top left image shows the SEVIRI 05qum reflectance.
Bottom left image shows the time difference in mimes. Bottom right image shows the pixels used in
the analysis. Black colored regions were excluddzhsed on differences in the MODIS and SEVIRI
0.65um reflectance and 11um brightness temperature. Red, green and blue caked pixels were

used in the analysis.
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2.21.1.1 Comparison of Cloud-top Pressure

Figure 19 shows a comparison of the cloud-top presesults from those SEVIRI and
MODIS points that met all of the criteria descritszbve. No additional filtering on the
cloud top pressure values was applied. The resulisate that the MYDO06 cloud-top
pressures were on average 23.48 hPa lower intih@sphere than the ACHA results
with a standard deviation of 80 hPa. Although carmg two passive satellite
measurements cannot be thought of as validatierhitts and precision estimates of the
ACHA relative to MODIS indicate the AWG algorithrs performing well.

Bigs {y—x) = —23.48 Std Dev (y—x) = 7342  Correlotion = 0.34
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Figure 19 Comparison of cloud-top pressure for Jund 3, 2008 at 12:15 UTC over Western Europe
derived from the MODIS (MYDO06) products and from the Cloud Application Team’s baseline
approach applied to SEVIRI data. Bias (accuracy) ad the standard deviation (precision) of the
comparison are shown in the figure.
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2.2.1.1.2 Comparison of Cloud-top Temperature

An analogous comparison to that shown in Figuredr&structed for cloud-top
temperature is shown in Figure 20. As was the fasdoud-top pressure, the cloud-top
temperature comparison shows that the ACHA algorigipplied to SEVIRI is meeting
specification relative to MODIS for this scene.

Bigs {y—x) = —3.59 Std Dev (y—xy = 8.92 Correlation = 0.9
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E - i
% I - 10.3
2720
L 0.7
ZDD 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1
Z00 Z20 Z40 ZE0 Z80 a0 a.0

MODIS Cloud Ternperature [K]

Figure 20 Comparison of cloud-top temperature forJune 13, 2008 at 12:15 UTC over Western
Europe derived from the MODIS (MYDO06) products andfrom the Cloud Application Team’s
baseline approach applied to SEVIRI data. Bias (awracy) and the standard deviation (precision) of
the comparison are shown in the figure.
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2.2.1.2 CALIPSO Analysis

The CALIPSO/CALIOP data (hereafter referred to & [PSO) provide unique
information on the cloud vertical structure thah ¢ used to validate the ACHA.

For this analysis, a collocation tool has been e to determine the relevant
information provided by CALIPSO for each colloca®BVIRI pixel. This tool has been
applied to all SEVIRI data for the datasets spedifn section 4.1. For each SEVIRI
pixel that is collocated with CALIPSO data, thedaling information is available:

» Time difference between SEVIRI and CALIPSO,
* Number of cloud layers observed by CALIPSO,
» Cloud-top height of highest cloud layer, and

» Cloud-top temperature of highest cloud layer

In addition to the above information, the SEVIRIrh radiances and the computed
clear-sky radiances are used to estimate the @ousisivity assuming the cloud existed
at the height given by CALIPSO. The analysis dgp@nned data from August 2006
(summer), February 2007 (winter), April 2007 (sgjiand October 2007 (fall) over the
entire SEVIRI domain and encompassed the full rarig®nditions. The analysis shown
in this section proves the performance of the AQb&ed on the cloud height and cloud
emissivity as derived from CALIPSO. The heightdowmere set to a width of 1 km thick
and range from 0 to 20 km. The cloud emissivityshwere set to a width of 0.1 and
range from -0.2 and 1.2. Emissivities less thanffly the observed radiance was less
than the clear-sky radiance and emissivities grelass 1.0 imply that the observed
radiance was greater than the blackbody emissitreafALIPSO cloud temperature.
Only data that were called cloudy by the GOES-R Adaud mask (ACM) and by
CALIPSO were included in this analysis. Figure Bws the total number of pixels and
their distribution in Z-e; space for this analysis. Any cells that are qrey did not
have enough points for analysis.
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Figure 21 Distribution of points used in the vali@tion of the ACHA applied to SEVIRI data for data
observed during simultaneous SEVIRI and CALIPSO peiods over eight weeks from four seasons in
2006 and 2007.

2.2.1.2.1 Validation of Cloud Top Height

For each Z- e bin, the bias in the ACHA — CALIPSO results washpiled. In addition,
the standard deviation of the bias (ACHA — CALIPSi®gach bin was also computed.
In terms of accuracy and precision, the mean Bi#isd accuracy and standard deviation
of the bias is the precision. The resulting dittions of the mean of the bias and its
standard deviation are shown in Figures 21-22. H&RS specification for accuracy is
0.5 km for low-level clouds with.e> 0.5. While the accuracy is well below this \&afor
the stated cloudiness stratification, the precisibthe bias approaches this number.

This analysis indicates that the precision in clbedht for low-level clouds with.e>

0.5 is dominated by the handling of low-level temgpare inversions. This situation is a
problem for all infrared methods and coordinatidthihe GOES-R Winds Team is in
progress to optimize our performance for thesedsourhe other area of concern is the
standard deviation of the bias for optically thirmmes. Work is being done to improve in
this area as well and involves incorporating rackaibiases to improve our ability to
reproduce the cirrus observations and use of therwapor channels to increase the
sensitivity to cloud height for these clouds.
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Figure 22 Distribution of cloud-top height mean bia (accuracy) as a function of cloud height and
cloud emissivity as derived from CALIPSO data for i SEVIRI observations for four two-week
periods covering all seasons. Bias is defined as A@ — CALIPSO.
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Figure 23 Distribution of cloud-top height of thestandard deviation of the bias (precision) as a
function of cloud height and cloud emissivity as déved from CALIPSO data for all SEVIRI for four
two-week periods covering all seasons. Bias is defid as ACHA — CALIPSO.
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2.2.1.2.2 Validation of Cloud Top Temperature

The same analysis was applied to the verificatforlaud-top temperature. The resulting
mean (accuracy) and standard deviation (precigibtf)e bias results are shown in
Figures 24-25. As expected, ther@sults show the same pattern as theeZults. As

was the case with the cloud height analysis akitveeaccuracy of the cloud temperature
is very good and meets the F&PS accuracy requirenfnwith cloud height, the
precision of the cloud temperature results relav€ALIPSO is much worse than the
accuracy. The F&PS specification for accuracyctoud-top temperature is 1 K for
purely black-body cloud in a known atmosphere. &ohthe observed clouds ever meet
these restrictions, and therefore the verificatbthe cloud-top temperature F&PS
specification is impossible with real data or ret&di simulations.

Cloud Haight [km]

O .

R3] 0.2 0.4 (LB 0.8 1.0 1.2
Cloud Erniasivity []

Te bins mean [K]

—0.a7E —0.455 —0.340 -0.22% —0.183 00168 0134

Figure 24 Distribution of cloud-top temperature mean bias (accuracy as a function of cloud height
and cloud emissivity as derived from CALIPSO datadr all SEVIRI observations for four two-week
periods covering all seasons. Bias is defined a€BMA — CALIPSO.
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Figure 25 Distribution of cloud-top temperature ofthe standard deviation of the bias (precision) aa
function of cloud height and cloud emissivity as déved from CALIPSO data for all SEVIRI
observations for four two-week periods covering alkeasons. Bias is defined as ACHA — CALIPSO.

2.2.1.2.3 Validation of Cloud Top Pressure

The current suite of CALIPSO products does notudelpressure as a product. We are
modifying our tools to estimate cloud pressure fitbmncloud height products in the
CALIPSO product suite. However, the cloud-top pugs errors are highly correlated to
the cloud-top height errors shown above. The coismas to MODIS confirm this
correlation.

2.2.1.2.4 Validation of Cloud Layer

The cloud layer product has been defined as alflaigndicates where a cloud-top falls
into 3 discrete vertical layers in the atmosphérbese layers are defined as follows:

* Low: pressures between the surface and 680 hPa,
* Mid: pressures between 680 and 44 hPa, and
» High: pressures lower than 440 hPa.

These layers are the standard layers used in ntang product systems such as those

used in the International Satellite Cloud ClimaggldlSCCP). Cloud amounts in these
layers have often been used for verifying clouchpaaterization in NWP forecasts.
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As mentioned above, CALIPSO does not generatenaatd cloud-top pressure product
so direct validation of the cloud layer productngsCALIPSO is not possible. However,
CALIPSO does generate a product whereby the loerlesydefined as clouds with top
heights less than 3.25 km, the mid layer is defa&dlouds with tops between 3.25 and
6.5 km and the high layer is defined as cloud wotbs higher than 6.5 km. These height
layers roughly correspond to the pressure layezd tsdefine the ABI product.

Using the CALIPSO layer height definitions, a hetphased layer can be derived from
the ABI cloud-top heights. In addition, the CALI®S$loud-top heights of the highest
layer can be computed into height-based layer flafeen the CALIPSO and ABI
height-based cloud layer flags are compared, a P& of 91.4 % is computed. The
data used in this comparison are the 10-week ofIRENIns described above. This level
of agreement indicates the ABI cloud layer produetts its accuracy specification of
80%. At this time, there is no precision speciima placed on this product.
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2.2.2 Error Budget

Using the validation described above, the followtalgle provides our preliminary
estimate of an error budget. The “Bias Estimatlimn values most closely match our
interpretation of the F&PS accuracy specificatioms. match the F&PS, these numbers
were generated for low-level clouds with emissestgreater than 0.8. Cloud pressure
errors were estimated assuming 1000m = 100 hPawvigec good approximation at low
levels.

Table 6. Preiminary estimate of error budget for ACHA.

Cloud-top
Temperature 4K -0.22 K 5K 4.75 K
Cloud-top Height 500 m -0.0002 km 1.5km 0.94 km
Cloud-top 100 hPa -0.02 hPa 150 hPa 94 hPa

Pressure

As Table 6 shows, the ACHA meets the 100% F&PSirements for precision and
accuracy. It is important to identify the three mdrivers of the ACHA error budget.

1. Lack of Knowledge of Low-level Inversions. The current F&PS specifications
demand accurate performance of cloud height forlewel clouds. Even if the
instrument and retrievals are perfect and an atewgtaud-top temperature is
estimated, the unknown effects of inversions canltén cloud heights failing to
meet specification.

2. Characterization of Channel 16. Our ability to place cirrus properly is in large
part determined by our ability to model the obseovs within absorption bands
(ch16). If poor instrument characterization or mf@cture results in unknown
spectral response functions, the ability to perfarefl in the presence of cirrus
clouds is in jeopardy.

3. Multi-layer clouds. While the AWG cloud type algorithm does incladenulti-
layer detection, our knowledge of the propertiethat lower cloud is limited.

The Cloud Application Team will continue to be ihwed in developments that impact
the above error sources.
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3 PRACTICAL CONSIDERATIONS

3.1 Numerical Computation Considerations

The ACHA employs an optimal estimation approacher&fore, it requires inversions of
matrices that can, under severe scenarios, bedbommditioned. Currently, these
events are detected and treated as failed retsieval

3.2 Programming and Procedural Considerations

The ACHA makes heavy use of clear-sky RTM calcalai The current system
computes the clear-sky RTM at low spatial resoluaad with enough angular resolution
to capture sub-grid variation to path-length changghis approach is important for
latency consideration as the latency requirememidnot be met if the clear-sky RTM
were computed for each pixel.

3.3 Quality Assessment and Diagnostics

The optimal estimation framework provides automdiagnostic metrics and estimates
of the retrieval error. It is recommended thatdpé&mal estimation covariance matrices
be visualized and analyzed on a regular basiaddlition, the CALIPSO analysis
described above should be done regularly.

3.4 Exception Handling

The ACHA includes checking the validity of each chal before applying the
appropriate test. The ACHA also expects the memgssing FRAMEWORK to flag
any pixels with missing geolocation or viewing gextrg information.

The ACHA does check for conditions where the ACH¥rot be performed. These
conditions include saturated channels or missinlyiR@lues. In these cases, the
appropriate flag is set to indicate that no cleemperature, pressure and height are
produced for that pixel. In addition, a fill valigestored for the cloud temperature,
pressure and height at these pixels.

3.5 Algorithm Validation

It is recommended that the CALIPSO analysis desdrémrlier be adopted as the main
validation tool. If CALIPSO type observations a@ available, use of surface-based
lidars and radars, such as provided by the AtmaspRadiation Measurement (ARM)
program, is recommended.

4 ASSUMPTIONS AND LIMITATIONS

The following sections describe the current limdas and assumptions in the current
version of the ACHA.
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4.1 Performance

Assumptions have been made in developing and dstignhie performance of the
ACHA. The following list contains the current asgutions and proposed mitigation
strategies.

1. NWP data of comparable or superior quality to theent 6 hourly GFS forecasts
are available. (Use longer range GFS forecastsvitch to another NWP source
— ECMWEF.)

2. RTM calculations are available for each pixel. (Us#uced vertical or spatial
resolution in driving the RTM.)

3. All of the static ancillary data are availablela pixel level. (Reduce the spatial
resolution of the surface type, land/sea mask amdast mask.)

4. The processing system allows for processing ofiplalpixels at once for use of
spatial texture information. (No mitigation possipl

For a given pixel, should any channel not be al&lahe ACHA algorithm will not be
performed on that particular pixel.

4.2 Assumed Sensor Performance

It is assumed that the ABI sensor will meet itgent specifications. However, the
ACHA will be dependent on the following instrumentharacteristic:

» Unknown spectral shifts in some channels will céhiases in the clear-sky RTM
calculations that may impact the performance ofAG&A.

4.3 Pre-Planned Product Improvements

While development of the baseline ACHA continues,expect in the coming years to
focus on the issues noted below.

4.3.1 Optimization for Atmospheric Motion Vectors

The AMV team is critically dependant on the perfamoe of this algorithm. In addition,
the AMV team has a long heritage of making its amtarnal estimates of cloud-top
height. Therefore, it is important that the CATdakMV teams work together,
particularly on the issue of atmospheric inversions

4.3.2 Implementation of Channel Bias Corrections

The MYDO06 development team has found that biasections are critical for the proper
use of infrared channels for cloud height estinmatiQurrently, we utilize no bias
corrections in ACHA. In addition, we plan to irepient a mechanism to account for the
large surface biases in NWP data.
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4.3.3 Use of 10.4um Channel

The 10.4um channel is new to the world of satellite imagéefge expect to incorporate
this channel into the ACHA to improve our cloud roghysical retrievals. We expect
the GOES-R Risk Reduction projects to demonsttatese before implementation into
the operational algorithm.
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Appendix 1: Common Ancillary Data Sets

1. NWP_GFS

a. Data description

Description: NCEP GFS model data in grib format — 1 x 1 degree
(360x181), 26 levels
Filename gfs.tHHz.pgrbfhh

Where,

HH — Forecast time in hour: 00, 06, 12, 18

hh — Previous hours used to make forecast: 0M®&3)9
Origin: NCEP
Size 26MB
Static/Dynamic. Dynamic

b. Interpolation description

There are three interpolations are installed:
NWP forecast interpolation from different forecasttime:

Load two NWP grib files which are for two differefiarecast time and
interpolate to the satellite time using linear rptdation with time
difference.

Suppose:

T1, T2 are NWP forecast time, T is satellite oleaton time, and
T1<T<T2. Y isany NWP field. Then field Y atsllite observation
time Tis:

Y(T)=Y(T1) * W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1)=1-(T-T1)/(T2-T1)

W(T2) =(T-T1)/ (T2-T1)

NWP forecast spatial interpolation from NWP forecas grid points.
This interpolation generates the NWP forecast fortie satellite pixel
from the NWP forecast grid dataset.

Theclosest point is used for each satellite pixel:
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1) Given NWP forecast grid of large size than satetiitid
2) In Latitude / Longitude space, use the ancillaraddosest to
the satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level$01 pressure
levels

For vertical profile interpolation, linear interdion with Log
pressure is used:

Suppose:

y is temperature or water vapor at 26 levels, diilyis temperature
or water vapor at 101 levels. p is any pressurel leetween p(i) and
p(i-1), with p(i-1) < p <p(i). y(i) and y(i-1) ang at pressure level p(i)
and p(i-1). Then y101 at pressure p level is:

y101(p) = y(i-1) + log( p[i] / p[i-1] ) * ('y[i] -y[i-1]) / log (
p0i] / pli-1] )

2. SFC_ELEV_GLOBE_1KM

a. Data description

Description: Digital surface elevation at 1km resolution.
Filename GLOBE_1km_digelev.nc

Origin: NGDC

Size 1843.2 MB

Static/Dynamic. Static

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitelg

2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.
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3. SFC_TYPE_AVHRR_1KM

a. Data description

Description: Surface type mask based on AVHRR at 1km resolution
Filename gl-latlong-1km-landcover.nc

Origin : University of Maryland

Size 890 MB

Static/Dynamic. Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitélg
2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.

4. LRC

a. Datadescription

Description: Local Radiative Center Calculation
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic: N/A

b. Interpolation description

It should be first noted that the original descdptof the local radiative
center calculation was done by Michael Pavolon@AA/NESDIS) in
section 3.4.2.2 of 80% GOES-R Cloud Type Algorithheoretical Basis
Document. This description takes several parte@friginal text as well
as two of the figures from the original text in erdo illustrate the
gradient filter. In addition, the analysis perfoar®y Michael Pavolonis
(NOAA/NESDIS) regarding the number of steps talealso shown in
the LRC description. This description gives an wiew and description
of how to calculate the local radatitive centere Buthors would like to
recognize the effort that was done by Michael Pawislin the
development of this algorithm.
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The local radiative center (LRC) is used in vari@BES-R AWG
algorithms as a measure of where the radiativeecénit a given cloud is
located, allowing for the algorithm to look at thgectral information at an
interior pixel within the same cloud while avoiditige spectral
information offered by pixels with a very weak atbradiative signal. A
generalized definition of the LRC is that, for &e pixel, it is the pixel
location, in the direction of the gradient vectgppn which the gradient
reverses or when the input value is greater thaguoal to the gradient
stop value is found, whichever occurs first.

Overall, this use of spatial information allows gomore spatially and
physically consistent product. This concept i® @&sgplained in Pavolonis
(2010).

The gradient vector points from low to high pixefghe input, such that
the vector is perpendicular to isolines of the ingalue. This concept is
best illustrated with a figure. Figure 1, whictofs Isyopd1101m), is the
actual gradient vector field, thinned for the sakelarity. As can be
seen, the vectors in this image point from clougestdwards the optically
thicker interior of the cloud. This allows onedmnsult the spectral
information at an interior pixel within the samewtl in order to avoid
using the spectral information offered by pixelshna very weak cloud
radiative signal.
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Graodient Filter/RGB

Cloud Emissivity [ ]

0.0 0.2 o3 o5 07 g 10

Figure 26: The gradient vector with respect to clod emissivity at the
top of the troposphere is shown overlaid on a falseolor RGB image
(top) and the actual cloud emissivity image itselfoottom). The tail of
the arrow indicates the reference pixel location.
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While the above was a generalized description @fgttadient filter, we
next describe the method for calculating the LRt @radient vector).

The LRC subroutine (also known as the gradiergriluses the following
inputs

1. The value on which the gradient is being calculated
(Grad_Input)

The number of elements in the current segment
The number of lines in the current segment

LRC Mask for the current segment

The minimum allowed input value (Min_Grad)

The maximum allowed input value (Max_Grid)

The gradient stop value (Grad_Stop)

Nooah~wd

The input values to the LRC routine are typicaither the 111m
troposphere emissivity, swropd 110/m), the nadir corrected 11m
troposphere emissivitgsiopo, nagi{114m) or the 111m brightness
temperature. A full list of the input values forchalgorithm is listed in
Table 1. The output for the LRC algorithm is asdois:

1. Array of element indices of the LRCs for the cutreegment
2. Array of line indices of the LRCs for the curreegsent

The first thing that is done for a given segmendath is the computation
of the yes/no (1/0) LRC Mask. This mask simplyesavhat pixels the
LRC will be computed for. For each algorithm, thediiition for the LRC
mask criteria is defined in table 1.

The LRC routine loops over every line and elemealculating the LRC
for each pixel individually. For all valid pixelhe LRC algorithm
initially uses information from the surrounding &gls (i.e a 3x3 box
centered on the given pixel) to determine the timacf the gradient
vector. The number of pixels used is the samedch algorithm. The
validity of a given reference pixel (& is determined by the following
criteria

1. Does the pixel have a value greater than the mimrallowed
value (Min_Grad)?

2. Does the pixel have a value less than the maximlowed input
value (Max_Value)?

3. Is LRC mask is set to “Yes"?

If any of the above statements are false, the LR@ighm will simply
skip over that particular pixel. However, if alf#e statements are true,
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then the pixel is considered valid and the alganithkill proceed to the
next step.

The next step in the gradient filter is the detaation of the initial
direction of the gradient. Initially, the gradigest value (Gs), which is a
local variable, set to a large number (99999) &eddirection is set to
missing. The gradient (fg) between the reference pixel{fpand the
neighboring pixel is calculated. This differenceigy calculated if the
neighboring pixel is greater than or equal to Minagband less than or
equal to Max_Grad. For each direction, {ff3s less than &, then G
is set to Gir. Gyirr IS calculated for each of the 8 surrounding pixaisl
the direction that has the smallest@s selected as the direction to look
for the local radiative center. If the directiorsest to missing, then the
LRC routine moves to the next pixel in the segme&his can only occur if
all the surrounding pixels are either smaller taad_Min or greater than
Grad_Max.

The directions of the gradient are specified infdll®wing manner:

Table 1. Definition of the directions used in the adient filter.

Direction # Y direction X direction
1 Elem-1 Line+0
2 Elem-1 Line + 1
3 Elem+ 0 Line + 1
4 Elem+ 1 Line + 1
5 Elem +1 Line + 0
6 Elem +1 Line -1
7 Elem+ 0 Line -1
8 Elem-1 Line -1

One the direction of the gradient has been estadlisthe gradient filter
then looks out in the direction for one of six i conditions:

Al S

The test pixel is less than or equal to Min_Grad

The test pixel is greater than or equal to Max_Grad

The test pixel is greater than or equal to the stpe (Grad_Stop)
The test pixel is less than the reference pixel.

The gradient filter has reached the maximum nurobsteps to
look out

6. The test pixel is at the edge of the segment

Table 2 shows how the gradient determines theptest. For example, for
pixel 30,30 of a given segment, if the gradienédiion is #3, then the
gradient filter tests along (30, 30+n), where this current step being
tested. Once one of these conditions is met, tieediement number is
stored as the LRC for the given reference pixelgi@ally, the maximum
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number of steps that could be taken was set toH&@ever, a study done
by Michael Pavolonis (NOAA/NESDIS) showed that #werage number

of steps that are needed to find the LRC is less tr equal to 30, as can
be seen in figure 2.

5. CRTM

a. Datadescription

Description: Community radiative transfer model
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic: N/A

b. Interpolation description

A double linear interpolation is applied in theargolation of the
transmissitance and radiance profile, as well dkersurface emissivity,
from four nearest neighbor NWP grid points to theeBite observation
point. There is no curvature effect. The weightsheffour points are
defined by the Latitude / Longitude difference betw neighbor NWP
grid points and the satellite observation poinhe Tveight is defined with
subroutine ValueToGrid_Coord:

NWP forecast data is in a regular grid.

Suppose:
Latitude and Longitude of the four points are:

(Latl, Lonl), (Latl, Lon2), (Lat2, Lonl), (Lat2, bd)
Satellite observation point is:

(Lat, Lon)

Define
alLat = (Lat — Latl) / (Lat2 — Latl)
alon = (Lon — Lonl) / (Lon2 — Lon1)

Then the weights at four points are:
wll = alat * aLon
w12 = alat* (1 —aLon)
w21 = (1 — alLat) * aLon
w22 = (1-aLat) * (1 — aLon)

Also define variable at the four points are:
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all, al2, a21, a22

Then the corresponding interpolated result at lgatelbservation point
(Lat, Lon) should be:

a(Lat, Lon) = (al1*wll + al2*wl2 + a21*w21 + a22%) / u
Where,

u=wll +wil2¥P1 + w22

c. CRTM calling procedure in the AIT framework

The NWP GFS pressure, temperature, moisture anteqaofiles start on
101 pressure levels.

They are converted to 100 layers in subroutine
Compute_Layer_Properties. The layer temperatunedsat two levels is
simply the average of the temperature on the twelse
layer_temperature(i) = (level_temperature(i) + letemperature(i+1))/2
While pressure, moisture and ozone are assumedggdmnential with
height.

hp = (log(p1)-log(p2))/(z1-z2)

p = p1* exp(z*hp)

Where p is layer pressure, moisture or ozone. peptesent level
pressure, moisture or ozone. z is the height ofatyer.

CRTM needs to be initialized before calling. Tregbne in subroutine
Initialize_ OPTRAN. In this call, you tell CRTM whhicsatellite you will
run the model. The sensor name is passed througtida call
CRTM_Init. The sensor name is used to construesdnsor specific
SpcCoeff and TauCoeff filenames containing the sy coefficient
data, i.e. seviri_m08.SpcCoeff.bin and seviri_ m@8Joeff.bin. The
sensor names have to match the coefficient fileasanyou will allocate
the output array, which is RTSolution, for the ninbf channels of the
satellite and the number of profiles. You alsodle memory for the
CRTM Options, Atmosphere and RTSoluiton structtitere we allocate
the second RTSolution array for the second CRTMtoatalculate
derivatives for SST algorithm.

Before you call CRTM forward model, load the 109eapressure,
temperature, Moisture and ozone profiles and tHielé@el pressure
profile into the Atmosphere Structure. Set thesufot the two absorbers
(H20 and O3) to be MASS_MIXING_RATIO_UNITS and
VOLUME_MIXING_RATIO_UNITS respectively. Set the
Water_Coverage in Surface structure to be 100%dardo get surface
emissivity over water. Land surface emissivity vl using SEEBOR.
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Also set other variables in Surface data strucsueh as wind
speed/direction and surface temperature. Use NWRce temperature
for land and coastline, and OISST sea surface teahpe for water. Set
Sensor_Zenith_Angle and Source_Zenith_Angle in Ge#onstructure.
Call CRTM_Forward with normal NWP profiles to flR'TSolution, then
call CRTM_Forward again with moisture profile mplted by 1.05 to fill
RTSolution_SST. The subroutine for this step id CAPTRAN.

After calling CRTM forward model, loop through eagirannel to
calculate transmittance from each level to Top whdsphere (TOA).
What you get from RTSolution is layer optical defthget transmittance
Trans_Atm_CIr(1) = 1.0

Do Level = 2, TotalLevels
Layer_OD = RTSolution(ChnCounter, 1)%Layer_QCaiti Depth(Level
-1)
Layer_OD = Layer OD/
COS(CRTM%Grid%RTM(LonIndex,Latindex) &
%d(Virtual_ZenAngle_Ind#SatZenAng * DTOR)
Trans_Atm_Clr(Level) = EXP(-1 * Layer_OD) &
* Trans_Atm_Clr(Level - 1)
ENDDO
DTOR is degree to radius P1/180.
Radiance and cloud profiles are calculated in CIRRadiance_Prof
SUBROUTINE Clear_Radiance_Prof(Chnindex, TempPratjProf,
RadProf, &
CloudProf)
B1 = Planck_Rad_Fast(Chnindex, TempProf(1))
RadProf(1) = 0.0_SINGLE
CloudProf(1) = B1*TauProf(1)

DO Levellndex=2, NumLevels
B2 = Planck_Rad_Fast(Chnindex, TempProf(Ledslk))
dtrn = -(TauProf(Levellndex) - TauProf(Levelkdl))
RadProf(Levellndex) = RadProf(Levellndex-1) +
(B1+B2)/2.0_SINGLE * dtrn

CloudProf(Levellndex) = RadProf(Levellndex) +
B2*TauProf(Levellndex)

B1=B2
END DO
Transmittance, radiance and cloud profiles areutatied for both normal
CRTM structure and thd"2CRTM structure for SST.
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Call Clear_Radiance_TOA to get TOA clear-sky radeaand brightness
temperature.
SUBROUTINE Clear_Radiance_TOA(Option, Chnindex, Riaal
TauAtm, SfcTemp, &
SfcEmiss, Rad®@rrTemp_Clr, Rad_Down)
IF(Option == 1) THEN
IF(PRESENT(Rad_Down))THEN
RadClIr = RadAtm + (SfcEmiss * Planck_Rad_&ishindex,
SfcTemp) &
+ (1. - SfcEmiss) * Rad_Down) * TauAtm
ELSE
RadClr = RadAtm + SfcEmiss * Planck_Rad_Faist(ndex,
SfcTemp) &
* TauAtm
ENDIF

CALL Planck_Temp(Chnindex, RadClr, BrTemp_ClIr)

ELSE

RadClr=0.0

BrTemp_ClIr=0.0
ENDIF
In this subroutine, Rad_Down is optional, dependingf you want to
have a reflection part from downward radiance wy@n calculate the
clear-sky radiance. Notice that clear-sky radiaamoe brightness
temperature on NWP grid only calculated for nor@RITM structure not
the SST CRTM structure.

Also save the downward radiances from RTSolutiash RmSolution_SST
to CRTM_RadDown and CRTM_RadDown_SST. Save CRTMutated
surface emissivity to CRTM_SfcEmiss. The abovestp done in
subroutine CRTM_OPTRAN
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