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ABSTRACT

The volcanic ash algorithm theoretical basis doain{&TBD) provides a high level

description of the physical basis for the estinmatad cloud height and mass loading
(mass per unit area) of volcanic ash clouds obsgebyethe Advanced Baseline Imager
(ABI) flown on the GOES-R series of NOAA geostatoy meteorological satellites.
The generation of these baseline products reliehembility to determine which pixels
potentially contain volcanic ash, so the procediare determining if there is a high

confidence of a given pixel containing volcanic &shlso described.

Pixels that potentially contain volcanic ash areniified using a series of spectral and
spatial tests. The detection algorithm utilizesl ABannels 10 (7.4 um), 11 (8.m), 14
(11 pm), and 15 (12um). In lieu of brightness temperature differenceBective
absorption optical depth ratios are mainly usethespectral tests. Effective absorption
optical depth ratios allow for improved sensitivity cloud microphysics, especially for
optically thin clouds. An optimal estimation teadure is then applied to all pixels that
potentially contain ash in order to estimate thigliteand mass loading of ash clouds.
This retrieval technique utilizes ABI channels 14 im), 15 (12um), and 16 (13.3im).
While these are difficult products to validate, garisons to spaceborne lidar indicate
that this approach is meeting the accuracy reqnesn



1 INTRODUCTION

1.1 Purpose of This Document

The volcanic ash algorithm theoretical basis doain{&TBD) provides a high level

description of the physical basis for the estimmatad cloud height and mass loading
(mass per unit area) of volcanic ash clouds obsgebyethe Advanced Baseline Imager
(ABI) flown on the GOES-R series of NOAA geostatoy meteorological satellites.
The generation of these baseline products reliehembility to determine which pixels
potentially contain volcanic ash, so the procediare determining if there is a high

confidence of a given pixel containing volcanic &shlso described.

1.2 Who Should Use This Document

The intended users of this document are thoseestin in understanding the physical
basis of the algorithms and how to use the outpthis algorithm. This document also
provides information useful to anyone maintainingrmdifying the original algorithm.

1.3 Inside Each Section

This document is broken down into the followingimsections.

» System Overview Provides relevant details of the ABI and providedrief
description of the products generated by the algari

» Algorithm Description: Provides all the detailed description of the alfm
including its physical basis, its input and itspoutt

» Test Data Sets and OutputsProvides a detailed description of the data sstsl u
to develop and test the GOES-R ABI algorithm andcdbes the algorithm
output.

» Practical Considerations: Provides a description of algorithm programming an
quality control considerations.

» Assumptions and Limitations Provides an overview of the current limitatioris o
the approach and gives the plan for overcomingethigsitations with further
algorithm development.

1.4 Related Documents
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* GOES-R Functional & Performance Specification Doeatr(F&PS)
* GOES-R ABI Volcanic Ash Product Validation Plan Dawent
» Algorithm Interface and Ancillary Data DescriptihlADD) Document

1.5 Revision History

e 9/30/2008 - Version 0.1 of this document was cibdig Michael J Pavolonis
(NOAA/NESDIS/STAR) and Justin Sieglaff (Universitpf Wisconsin —
Madison). Version 0.1 represents the first drathes document.

* 6/30/2009 — Version 1.0 of this document was ceedg Michael J Pavolonis
(NOAA/NESDIS/STAR) and Justin Sieglaff (Universitpf Wisconsin —
Madison). In this revision, Version 0.1 was redise® meet 80% delivery
standards.

* 6/30/2010 — Version 2.0 of this document was ceede Michael J Pavolonis
(NOAA/NESDIS/STAR) and Justin Sieglaff (Universitpf Wisconsin —
Madison). In this revision, Version 1.0 was redis®® meet 100% delivery
standards.

* 9/15/2010 — Version 2.0 of this document was upmtiég Michael J Pavolonis
(NOAA/NESDIS/STAR) and Justin Sieglaff (Universitpf Wisconsin —
Madison). In this revision, Version 2.0 was redis® meet 100% delivery
standards.
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2 OBSERVING SYSTEM OVERVIEW

This section will describe the products generatgdhe ABI Volcanic Ash Algorithm
(ABI-VAA) and the requirements it places on thessEn

2.1 Products Generated

The ABI-VAA is responsible for producing an ash udoheight and ash cloud mass
loading (mass per unit area) for all ABI pixelsttipatentially contain volcanic ash. A
necessary intermediate product, which describesctiméidence of volcanic ash being
present for each pixel, is transferred into onthefquality flags.

The ABI volcanic ash products are intended to esaicanic ash clouds and to initialize
and validate ash dispersion models.

2.1.1 Product Requirements

The F&PS spatial, temporal, and accuracy requirésrfen the GOES-R volcanic ash
products are shown below in Table 1.

z ) T = ro HC ol
e| 25| ¢ s|z|5| z3| zsleszl|zalszike| z:
3 e 2 8 = = K=} a3 23 |33 |85 |28 BEa 38
) = o [ o, 5 S 3 2o o |3 2
< R B o - 5 = 2 [309 [Pa (g @ 5
- Q 3} ~0 T N T < O ~
h=2 ) ® < Z< ~ 7 5=
5 2| 2% 23 2 >
0 : e > & @ o
o S w @ @) c
3 8 =4 g 3
5 < 3 S 3
8 v ) 2
Volcanic Ash: | GOES-R | FD 3 km 2 1 0-50 2 15min | 15 430 | TB | 2.5
detection and (top km | km | tons/knt | tons/knt min | sec | D | tons/knf
height height)
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o @
Volcanic | GOES-R| FD Day and Quantitative out to at| Clear conditions down| Over volcanic ash cases
Ash: night least 60 degrees LZA to feature of interest
detection and qualitative associated with
and beyond threshold accuracy
heigh

Table 1: The GOES-R volcanic ash detection and héig requirements. The
Geographic Coverage definitions are: M=Mesoscale,£CONUS, and FD=Full Disk.

2.2 Instrument Characteristics

The ABI volcanic ash height and mass loading reslisvill be applied to each pixel that
potentially contains volcanic ash as determinedhsyash detection component of the
algorithm. Table 1 summarizes the current chanmsdsby the ABI-VAA.

Channel Number Wavelengthgm) Used in ABI-VAA

1 0.47

2 0.64

3 0.86

4 1.38

5 1.61

6 2.26

7 3.9

8 6.15

9 7.0

10 7.4 v
11 8.5 v
12 9.7

13 10.35

14 11.2 v
15 12.3 v
16 13.3 v

Table 2: Channel numbers and wavelengths for the ABI

The ABI-VAA relies on infrared radiances to avoidythight/terminator discontinuities.
Channel 16 provides the needed sensitivity to cleeight for optically thin mid and high

13



level ash clouds while channels 10, 11 and 14-bvige the needed sensitivity to cloud
microphysics (including composition).

The performance of the ABI-VAA is sensitive to aimyagery artifacts or instrument

noise. The ABI-VAA expects all observations to imethe form of navigated and

calibrated radiances and brightness temperatufdss is critical because the volcanic
ash mask compares the observed values to thoseafforward radiative transfer model.
The channel specifications are given in the F&PSi@e 3.4.2.1.4.0. We are assuming
the performance outlined in this section during @ewelopment efforts.

14



3 ALGORITHM DESCRIPTION

Below is a complete description of the algorithnthet current level of maturity (which
will improve with each revision).

3.1 Algorithm Overview

Given the importance of monitoring volcanic ash deration interests, health interests,
and climate, the ABI-VAA serves a critical roletile GOES-R ABI processing system.
Information pertaining to volcanic ash is neededaorery timely basis. As such, latency
was a large concern in the development of the ABAY Given advances made in fast
radiative transfer modeling, a state-of-the-artoathm can be implemented without
risking latency issues. The ash cloud height/maading retrieval utilizes the same
general retrieval procedure as the ABI cloud toglitealgorithm. Some of the details
within the retrieval procedure were modified to @oenodate volcanic ash clouds,
which, spectrally, behave quite a bit differentrihaeteorological clouds. Given any
type of cloud that produces a discernable signahéninfrared, the height/mass loading
retrieval will produce an answer. Thus, the agtion of the retrieval needs to be
restricted to pixels that potentially contain vaimaash clouds. To ensure that this is the
case, an ash detection algorithm is applied tpiaéls prior to performing the retrieval.
The ash detection simply determines the likelihtiad volcanic ash is present. Volcanic
ash detection is a very specialized applicationps® cannot expect the cloud mask to
provide this information. It is important to nateat the ash detection algorithm often
detects non-volcanic dust. The F&PS product siesiqualifier, “over volcanic ash
cases,” allows the detection algorithm to haveefalarms, like non-volcanic dust.

The ABI-VAA derives the following ABI cloud produgtisted in the F&PS.
* Ash cloud height [km]
« Ash mass loading [tons/Kin

Both of these products are derived at the pixetliéor all pixels that potentially contain
volcanic ash.

In addition, the ABI-VAA derives the following prodts that are not included in F&PS.
* Quality Flags (including the confidence of volcaagh being present in a given
pixel) (for ash detection and ash retrieval ald¢ponis) (defined in section 3.4.5)
* Product Quality Information (for ash detection aash retrieval algorithms)
(defined in section 3.4.5)
» Metadata (defined in section 3.4.5)

3.2 Processing Outline

15



As described earlier, the ash height and mass rigadetrieval requiresa priori
knowledge of which pixels contain volcanic ash.u3hprior to calling the ash retrieval
algorithm, an ash detection algorithm must be a&ppto determine which pixels likely
contain volcanic ash (based upon ash confindenc&jven this requirement, the
algorithm processing precedence is as follows: detiection routine --> ash retrieval
routine. Both ash routines require multiple scawed of ABI data due to the spatial
analysis that is applied within each. Completenda@de segments should consist of at
least the minimum number of scan lines requiredthy Gradient Filter, which is
described in detail in the Algorithm Interface afdcillary Data Description (AIADD)
Document. While overlap between adjacent scandegments is beneficial, scan line
overlap was not used in the development and vaidaof this algorithm. The
processing outline of the ash height and mass ngadétrieval is summarized in the
figure below.
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3.3 Algorithm Input

This section describes the input needed to pratesaBI-VAA. While the ABI-VAA
operates on a pixel-by-pixel basis, surroundingelsixare needed for spatial analysis.
Therefore, the ABI-VAA must have access to a graifppixels. In its current
configuration, we run the ABI-VAA on segments compd of 200 scan-lines. The
minimum scan line segment size required to implentes ABI-VAA is driven by the
minimum number of scan lines required to fully ia8él the gradient filter routine (see
AIADD Document for more details). The followingc®ns describe the actual input
needed to run the ABI-VAA.

3.3.1 Primary Sensor Data

The list below contains the primary sensor dataertly used by the ABI-VAA. By
primary sensor data, we mean information that isivdd solely from the ABI
observations and geolocation information.

» Calibrated radiances for ABI channels 10 (7.4 pid)(8.5 um), 14 (11 pum), 15
(12 pm), and 16 (13.3 pm).

» Calibrated brightness temperatures for ABI chanbél§l1 um), 15 (12 um), and
16 (13.3 pm).

* Local zenith angle

* L1b quality information from calibration for ABI @mnels 10, 11, 14, 15, and 16

» Space mask (is the pixel geolocated on the sudbtee Earth?)

3.3.2 Ancillary Data

The following data lists and briefly describes #reillary data required to run the ABI-
VAA. By ancillary data, we mean data that requirdermation not included in the ABI
observations or geolocation data.

* Land cover / Surface type
A global land cover classification collection crm@tby The University of
Maryland Department of Geography (Hansen et al.8198magery from the
AVHRR satellites acquired between 1981 and 1994ewesed to distinguish
fourteen land cover classes (http://glcf.umiacs.@ad/data/landcover/). This
product is available at 1 km pixel resolution. Ske AIADD Document for
additional information.

» Surface emissivity of ABI channels 14 and 15

* A global database of monthly mean infrared landasér emissivity is required
for ABI channels 14 and 15. The ABI-VAA utilizesirface emissivity derived
using the Moderate Resolution Imaging Spectroradiem(MODIS). Emissivity
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is available globally at ten generic wavelength$,(4.3, 5.0, 5.8, 7.6, 8.3, 9.3,
10.8, 12.1, and 14.3 microns) with 0.05 degreeialpasolution (Seemann et al.
2008). The ten wavelengths serve as anchor pwirttse linear interpolation to
any wavelength between 3.6 and 14.3 microns. Tbetmy emissivities have
been integrated over the ABI spectral responsetifume to match the ABI

channels. This data set and the procedure foitrgfigcand spatially mapping it
to the ABI are described in detail in Seemann et2808 and the AIADD

Document.

» Profiles of pressure and temperature
The calculation of cloud emissivity requires pregilof pressure and temperature
from a global Numerical Weather Prediction (NWP) dalo In addition,
knowledge of the location of the surface and treuse levels is required. While
six-hour forecasts were used in the developmenh@fABI-VAA, and, as such,
are recommended, any forecast in the 0 to 24 renger is acceptable. Details
concerning the NWP data can be found in the AIAD&ziment.

3.3.3 Radiative Transfer Models

The following lists and briefly describes the d#tat must be calculated by a radiative
transfer model or derived prior to running the ABA. See the AIADD Document for
a more detailed description.

» Black cloud radiance profiles for channels 10, 1114, 15 and 16
The ABI-VAA requires the radiance emitted upwardebglack body surface and
transmitted through a non-cloudy atmosphere, wétbegus absorption, to the top
of the atmosphere as a function of the atmospleva of the black surface. The
black cloud radiance is computed as a function WMgrid cells and viewing
angle (it is not computed at the pixel resoluticed, described in detail in the
AIADD Document.

» Top-of-atmosphere clear-sky radiance estimates ofhannels 10, 11, 14, 15
and 16
The ABI-VAA forward model requires knowledge of tihadiance ABI would
sense under clear-sky conditions at each pixel.

3.4 Theoretical Description

Important: These following sub-sections are divided into taag one describing the
volcanic ash detection methodology, and one desgilthe volcanic ash height and
mass loading retrieval. Some of the physical cptecelescribed in each part will
overlap. For the sake of clarity, each part congaa complete description, which results
in some redundancy.
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The volcanic ash detection methodology describedissection is based on the physical
concepts described in Pavolonis (2010a) and Pavsl@010b). The general volcanic
ash height and mass loading retrieval methodolagpdsed on the work of Heidinger
and Pavolonis (2009).

Both the volcanic ash detection and volcanic askisial property retrieval sections
have quality indicators associated with the algamt Most tests in subsequent sections
have their results stored in QF and PQI flags. Séhflags are described in detail in the
‘Algorithm Output’ (section 3.4.5) but are also idefd in the following subsections.

3.4.1 Physics of the Problem — Volcanic Ash Detection

The volcanic ash detection method utilizes ABI Giels 10, 11, 14, and 15. These
channels have an approximate central wavelength7.4f 8.5, 11, and 1Zum,
respectively. These central wavelengths will Herred to rather than the ABI channel
numbers throughout the “Theoretical DescriptionThe spectral sensitivity to cloud
composition is perhaps best understood by examitiegmaginary index of refraction,
m;, as a function of wavelength. The imaginary indéxrefraction is often directly
proportional to absorption/emission strength fogieen particle composition, in that
larger values are indicative of stronger absorptibradiation at a particular wavelength.
However, absorption due to photon tunneling, whecproportional to the real index of
refraction, can also contribute to the observedctsgle absorption under certain
circumstances (Mitchell, 2000), but for simplicitynly absorption by the geometrical
cross section, which is captured by the imaginadex of refraction, is discussed here.
Figure 2 shows mfor liquid water (Downing and Williams, 1975), i¢®Varren and
Brandt, 2008), volcanic rock (andesite) (Pollackakt 1973), and non-volcanic dust
(kaolinite) (Roush et al., 1991). While the exaomposition, and hence the;, nof
volcanic ash and dust vary depending on the soaraggsite and kaolinite were chosen
since both minerals exhibit the often exploitedvaese absorption” signature (e.g. Prata,
1989). The “reverse absorption” signature is respme for the sometimes-observed
negative 11 — 12im brightness temperature difference associated walktanic ash and
dust.

The m can be interpreted as follows. In Figure 2, oeessthat around 10 - Jdm
volcanic rock absorbs more strongly than liquidevatr ice, while near 12 — 13fn the
opposite is true. Thus, all else being equalntieasured brightness temperature by an 12
pm channel will exceed the measured brightness teathpe by an 1um channel for a
volcanic ash cloud, with the opposite being truedaneteorological cloud (e.g. a cloud
composed of liquid water and/or ice). The previstetement is only accurate if the
meteorological cloud and volcanic ash cloud haeestime particle concentrations at the
same vertical levels in the same atmosphere, avnel thee same particle size and shape
distribution. That is what is meant by “all elseirg equal.” While Figure 2 is
insightful, it can also be deceiving if not intezprd correctly. For example, it is possible
that a scene with a meteorological cloud in one typatmosphere (e.g. contintental mid-
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latitude) may exhibit the same measured spectdiimae as a scene with an ash cloud in
another type of atmosphere (e.g. maritime tropical)

In order to maximize the sensitivity to cloud comajpion, the information contained in
Figure 2 must be extracted from the measured radgas best as possible. One way of
doing this is to account for the background coodti (e.g. surface temperature, surface
emissivity, atmospheric temperature, and atmospheater vapor) of a given scene in an
effort to isolate the cloud microphysical signalhis is difficult to accomplish with
traditional brightness temperatures and brightnessperature differences. In the
following section, we derive a data space that actofor the background conditions.

Imaginary Index of Refraction — Varicus Compaosition

Liquid Water

lce

Volcanic Ash (Andesite
Dust (Kaalinite

\
—/

o

Imaginary Index of Refraction [ ]

a3 10 12 14
Wavelength [um]

Figure 2: The imaginary index of refraction for liquid water (red), ice (blue),
andesite (brown), and kaolinite (green) is shown asfunction of wavelength.

3.4.1.1Infrared Radiative Transfer used in Ash Detection

Assuming a satellite viewing perspective (e.g. upmge radiation), a fully cloudy field

of view, a non-scattering atmosphere (no molecweattering), and a negligible
contribution from downwelling cloud emission or reclilar emission that is reflected by
the surface and transmitted to the top of tropospéhang and Menzel (2002) showed
that this term is very small at infrared wavelesyththe cloudy radiative transfer
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equation for a given infrared channel or wavelerggth be written as in Equation 1 (e.qg.
Heidinger and Pavolonis, 2009).

Robs{A) = &(A) Rac(A) + tac(1)&(A) B(A, Tetr) + Rer (1)L - &(1)) (Eq. 1)

In Equation 1,A is wavelength, Rs is the observed radiancegRs the clear sky
radiance. B and . are the above cloud upwelling atmospheric radiaaoce
transmittance, respectively. B is the Planck FRonc¢tand Ty is the effective cloud
temperature. The estimation of the clear sky ramtaand transmittance will be explained
later on in this section. The effective cloud esnigy (Cox, 1976) is given bg. To
avoid using additional symbols, the angular depeoéés simply implied.

Equation 1 can readily be solved for the effecticeid emissivity as follows:

_ Rob(A) - Rclr(A)
T [B(A, Tett)tac(A) + Rac( )] - Rer(A)

&4) (Eq. 2)

In Equation 2, the term in brackets in the denotoina the blackbody cloud radiance
that is transmitted to the top of atmosphere (T@W}¥ the above cloud (ac) atmospheric
radiance. This term is dependent upon the effectloud vertical location. This
dependence will be discussed in detail in latetices.

The cloud microphysical signature cannot be captwi¢h the effective cloud emissivity
alone for a given spectral channel or wavelengthis the spectral variation of the
effective cloud emissivity that holds the cloud roghysical information. To harness
this information, the effective cloud emissivity used to calculate effective absorption
optical depth ratios; otherwise known @gatios (see Inoue 1987; Parol et al., 1991;
Giraud et al., 1997; and Heidinger and Pavolon®)92. For a given pair of spectral
emissivities ¢(\1) ande(A2)):

IN[1-&A)] _ Zul )
IN[L-82)] Tl A2)

fovs= (Eq. 3)

Notice that Equation 3 can simply be interpretedthes ratio of effective absorption
optical depth 1) at two different wavelengths. The word “effeefiis used since the
cloud emissivity depends upon the effective cloadhgerature. The effective cloud
temperature is most often different from the thedgmamic cloud top temperature since
the cloud emission originates from a layer in tloaid. The depth of this layer depends
upon the cloud transmission profile, which is gafgrunknown. One must also
consider that the effects of cloud scattering arglicit in the cloud emissivity
calculation since the actual observed radiance belinfluenced by cloud scattering to
some degree. In other words, no attempt is madeparate the effects and absorption
and scattering. At wavelengths in the 10 toub3 range, the effects of cloud scattering
for upwelling radiation are quite small and usuahegligible. But at infrared
wavelengths in the 8 — 10m range, the cloud reflectance can make a 1 — 3%
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contribution to the top of atmosphere radiance §€ur2005). Thus, it is best to think of
satellite-derived effective cloud emissivity asaaiometric parameter, which, in most
cases, is proportional to the fraction of radiatiogident on the cloud base that is
absorbed by the cloud. See Cox (1976) for an pthrdexplanation of effective cloud
emissivity.

An appealing quality ofl.ps IS that it can be interpreted in terms of theglrscatter
properties, which can be computed for a given claamposition and particle
distribution. Following Van de Hulst (1980) andréleet al. (1991), a spectral ratio of
scaled extinction coefficients can be calculatednfthe single scatter properties (single
scatter albedo, asymmetry parameter, and extinctiogss section), as follows.

_[10-a()g(A)ged )
[1.0— a(A2)g(A)] exl( A2)

[ne (Eq. 4)

In Equation 4Bineo IS the spectral ratio of scaled extinction coéffits, w is the single
scatter albedo, g is the asymmetry parametergands the extinction cross section. At
wavelengths in the 8 — 1Bm range, where multiple scattering effects are kriako
captures the essence of the cloudy radiative teassich that,

ﬁ)bs: ﬁheo (Eq 5)

Equation 4, which was first shown to be accuratedioservation in the 10 — 12m
“‘window” by Parol et al. (1991), only depends ugba single scatter properties. It does
not depend upon the observed radiances, cloud theighloud optical depth. By using
[3-ratios as opposed to brightness temperature diftas, we are not only accounting for
the non-cloud contribution to the radiances, we as® providing a means to tie the
observations back to theoretical size distributioi$is framework clearly has practical
and theoretical advantages over traditional brigesrtemperature differences. Parol et al.
(1991) first showed that Equation 5 is a good appmation. Since that time, faster
computers and improvements in the efficiency anduixcy of clear sky radiative
transfer modeling have allowed for more detaileglesation of thef3 data space and
computation off3-ratios on a global scale. As such, Pavolonis @2)land Pavolonis
(2010b) showed thd-ratios offer improved sensitivity to the presemdevolcanic ash
relative to brightness temperature differencesglHersame channel pair.

3.4.1.2Cloud Composition Differences in3-Space

Three channel pairs are used in the volcanic asciilen algorithm, the 8.5, Jdm pair
(ABI Channels 11 and 14), the 11, aé pair (ABI Channels 14 and 15), and the 7.4, 11
pm pair (ABI Channels 10 and 14). From these chipairs,3-ratios were constructed
such that the 1fum channel is always placed in the denominator afdiqns 3 and 4.
Hereafter, thes@'s are referred to a3(8.5/11um) andf3(12/11um). The single scatter
property relationship (Equation 4) can be usedstaldish a theoretical relationship for
thesef3’s as a function of cloud composition and cloudtipber size. Figure 3 shows the
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relationship betweerf3(8.5/1Jum) and ((12/1lum) as given by the single scatter
properties (see Equation 4) for various cloud cositpoms with a varying effective
particle radius. With the exception of ice, alhgle scatter properties were calculated
using Mie theory. The ice single scatter propsrtieere taken from the Yang et al.
(2005) database for various ice crystal habits.onFrthis figure, one can see that
separating meteorological cloud from ash or dustid$ can be effectively accomplished
using a tri-spectral (8.5, 11, i#n) technique. Differentiating between ash and ,dust
however, requires additional information. Unlikeghtness temperature differences,
thesef relationships are only a function of the cloud mophysical properties.

Ratio of Scaled Extinction Coefficients
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Figure 3: The 12/11um scaled extinction ratio 3(12/11um)) is shown as a function
of the 8.5/11um scaled extinction ratio (3(8.5/13um)) for liquid water spheres (red),

various ice habits (blue), andesite spheres (brownand kaolinite spheres (green). A
range of particle sizes is shown for each compositi. For liquid water and ice, the

effective particle radius was varied from 5 to 54um. The andesite and kaolinite
effective particle radius was varied from 1 to 12um. The large and small particle
ends of each curve are labeled. Thegeratios were derived from the single scatter
properties.

3.4.2 Mathematical Description — Volcanic Ash Detection
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3.4.2.1Converting the Measured Radiances to Emissivitiesra [3-Ratios

3.4.2.1.1 Single Layer Tropopause Assumption

The first formulation assumes a constant effectileud level consistent with the
thermodynamic tropopause given by Numerical Weadediction (NWP) data (see the
AIADD Document for more information). Equations 6&g specifically show how this
assumption is applied to Equations 2 and 3 forcttennel pairs used in the volcanic ash
algorithm. In these equationsuopdA) is the spectral cloud emissivity computed using
the single layer tropopause assumption, ByashdA1/A2) represents th@ calculated from
this type of cloud emissivity. by is the temperature of the tropopause;.p8) and
tropdA) are the clear sky atmospheric radiance and trdiegioe, vertically integrated
from the tropopause to the top of the atmospheaspactively (the calculation of the
clear sky radiance and transmittance are describegtail in the AIADD Document).
All other terms were defined previously. This fadation is primarily useful for
detecting optically thin ash clouds.

Robs(7.4/,lm) - Rclr(74lum)

Sl 7.440) = [B(7.41m, Trropo) tiropo( 7.44amM) + Reropd 7.44mM)] — Rair(7.44am) (Ea. 62)
_ Robd8.54m) — Rair(8.54m)
strop 8.&1'“ - . b
& [( ) [B(8.5Mn,Ttropo)ttropo(8.5Urn) + Rtrop0(8.5ﬂ|'n)] - Rclr(85ﬂ|'n) (Eq 6 )
_ Robs(l ],Um) - Rclr(l ],Um)
strop 1],“' n = .
& [( ) [B(l],lmTtropo)ttropo(llurn) + Rtropo(l ],Ul'n)] - Rclr(l ],Urn) (Eq 6C)
£stmpc(12,Llle) — Robs(12,um) - Rc|r(12,um) (Eq. 6d)

[B(lzﬁm,-rtropo)ttropo(lzurﬂ) + Rtropo(lZ,Llfﬂ)] - Rc|r(12,um)
IN[1- & 8.5um)]

,[%tropt(B.S/lllrn) = |n[1—gmpo(1]'um)] (Eq. 6e)
_ In[1- &e(12m)]
&trop((lZ/llurn) = |n[1—5,0p0(1],um)] (Eq 6f)
Bond{ 7411 3m) = ML= Ed TALM] - g0

IN[L— Sord(L1aM)]

3.4.2.1.2 Multilayered Tropopause Assumption
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Similar to the first formulation, the second clouettical level formulation assumes that
the cloud vertical level is the tropopause levavdg by NWP). Unlike the first
formulation, this one includes an additional twist. this formulation, the clear sky top-
of-atmosphere radiance is replaced by the top+obgphere radiance originating from a
black (e.g. emissivity = 1.0 at all wavelengthspvated surface. The elevated black
surface is used to roughly approximate a blackbddyd in the lower troposphere. The
black surface is placed at the 0.8 sigma level tereain following coordinate system.
The ability to detect multilayered clouds with exfed measurements is predicated on the
lower cloud layer being colder than the surface enredupper cloud layer being colder
than the lower cloud layer (Pavolonis and Heiding®04). The 0.8 sigma level was
chosen as a compromise of these two factors. Tésspre level ({Rc) of this black
surface is given by Equation 7. In Equationo7s= 0.8, RyraceiS the pressure of the
lowest level in the NWP atmospheric pressure prpfind B, is the pressure at the
highest level in the NWP atmospheric pressure lgrofifhe sigma coordinate system is
commonly used in dynamical models. The purposthisfformulation is to help detect
volcanic ash clouds that overlap lower meteorolalgadoud layers. Equations 8a — 8g
specifically show how this assumption is appliedEfguations 2 and 3 for the channel
pairs used in the volcanic ash algorithm. In thegeationsgmropdA) is the spectral
cloud emissivity computed using this formulatiomd&miropo (A1/A2) represents th@
calculated from this type of cloud emissivity.padk is the temperature at the pressure
level, Rjack RoacdA) and tiacdA) are the clear sky atmospheric radiance and
transmittance, vertically integrated from the lewblere the atmospheric pressure is equal
to Pack to the top of the atmosphere, respectively. ThedR) and tiac{A) terms are
simply pulled from pre-calculated profiles of cleaky atmospheric radiance and
transmittance using the profile level returned kstandard generic binary search routine
when the atmospheric pressure profile is searcbed}jac (€.9. no interpolation is
performed). The derivation of the pre-calculatéebic sky atmospheric radiance and
transmittance profiles is described in detail i@ ZKIADD Document. All other terms in
Equation 8a — 8g were previously defined.

Poiack = (Psun‘ace— Ptoa)a + Ptoa (Eq 7)

Envod 7.4 M) =

Rood 7.41m) — [ B(7.4Lam, Toiack) toiack 7.4£0m) + Rolac 7.44m)]

[B(?.4,Urn,Ttrop0)ttropo(7.4,Urn) + erop0(7.4,urn)] - [B(?.4ﬂrn,Tblack)tblack(7.4ﬂrn) + Rblack(7.4/,1rn)]
(Eq. 8a)

Ennond 8.51M) =

Roog8.51m) — [ B(8.50m, Toiack) toiack(8.5£am) + Rolack(8.51m)]

[B(8.SMn,Ttropo)ttropo(8.5ﬂm) + Rtropo(8.5/,1fg'l)] - [Bb()8.5ﬂm,Tblack)thack(8.5/,1rn) + Rblack(8.5ﬂm)]
Eg. 8
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Ennopd 1 JpumM) =
Rob(1 1) —[ B(11£am, Toiack) tolack(1 14am) + Rotack(114am)]

[B(l],urn,Ttropo)ttropo(l],Urn) + eropo(llur?)] - [B()l],urn,Tblack)tblack(llurn) + leack(l],urn)]
Eg. 8c

Enop 1 24M) =

Robg(12£am) — [ B(1220m, Thiack) tolack(1 24am) + Rolack(124m)]
[ B(l 2,Um, Ttropo) ttropo(l 2/1”"]) + Rtropo(l 2,Un"])] - [ B(l 2/1”"], Tblack) tblack(l 2,UTT]) + Rblack(l 2,Un"])]

(Eq. 8d)
Brond8.5/13m) = 'E][[ll__ifzm)]] (Eq. 8¢)
B2 = ) €99
PSPPI ¢ 710) R

IN[L~ Ser1 1M)]

3.4.2.1.3 Single Layer Opaque Cloud Assumption

This formulation uses the opaque cloud assumptiscudsed in Pavolonis (2010a). In
this case, the effective cloud vertical level iketato be the level where either the 11 or
12 um cloud emissivity is equal to 0.98. The 7.4 ar8n channels are not used in this
formulation. This formulation is used to help sgpa ice clouds from volcanic ash, as
described in a later section. The process forempinting this formulation is as follows.

1. For a given channel (11 and i#n), Equation 2 is rearranged to solve for the
black cloud radiance term,.&A), that is needed to yield a cloud emissivity of
0.98. Equation 9 shows this rearrangement. Is #ssumption, the cloud
emissivity,e(A), in Equation 9 is set to 0.98.

Rob{A) + Rer(A)[&(1) - 1]
&A1)

Reid (A) = B(A, Teit) tac(A) + Rac(A) (Eq. 10)

Reia(A) =

(EQ. 9) where

2. For a given channel, the ®A) calculated in Step 1 is compared to a pre-
calculated vertical profile of fR(A) for the same channel (see the AIADD
Document). The profile of () is used to determine the weight and anchor
points needed to linearly interpolate the profifeRgqy(A) to the value calculated
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using Equation 9 with the assumption th@t) = 0.98. Equation 11 shows how
the interpolation weight, V(0.98), is determined.

Reid(A,0.98) — Reia(A, Z1)
Reid(A,Z2) — Reid(A, Za)

W (,0.98)= (Eq. 11)

In Equation 11, By(A, 0.98) is the value calculated using Equation thine
assumption thag(\) = 0.98. Ru(A,Z;) and Ri(A,Z2) are the black cloud
radiances within the vertical profile that boungy®,0.98), with Ri4(A,Z;) being
the black cloud radiance at the highest (e.g. ésttlfirom the ground) bounding
level (4). Z; and % are the vertical array indices corresponding te th
interpolation anchor points.

3. Steps 1 and 2 are performed for the 11 andih2channels. The interpolation
weights and anchor points associated with eachnehaare used to determine
which Ry4(A,0.98) occurs at the highest (e.g. furthest from ghound) vertical
level.

4. Once it is determined for which channeg|4R,0.98) occurs at the highest vertical
level, the interpolation weight and anchor points that channel are used to
interpolate the By(A) of the other two channels to that same levele Tighest
level is chosen to prevent the cloud emissivityaimy of the channels from
becoming too large (e.g. > 1.0). Thus, the clomissivity is fixed at 0.98 for the
channel where an emissivity of 0.98 occurs at tighést vertical level. This
channel is referred to as the reference channet ifiterpolation of By(A) for the
non-reference channels is performed according toatiton 12. Note that by
interpolating Ri4(A), for the non-reference channels, to the levelretiee Rig(A)
of the reference channel gives an emissivity etul98, allows the emissivty of
the non-reference channels to deviate from 0.98caRthat cloud microphysical
information is related to the spectral variationctdud emissivity. In Equation
12, Ruda_indA) is the upwelling black cloud radiance interpatatasing the
reference weight [W\e1,0.98)] and reference anchor points,{@er,Zrefy) and
Red(Arer,Zrefy)] that give a cloud emissivity of 0.98 at the refece channel. Zref
and Zref are the vertical array indices of the referencerpolation anchor
points.

Reid_int(A) = Reid(A, Zref1) + W (Arer,0.98)[ Reia (A, Zref 2) — Raa(A, Zref1)] (Eq. 12)

5. Finally, the 11 and 12um channel cloud emissivities are computed using
Equations 13a — 13b3(12/11um) is also computed using Equation 13c. In these
equations gsopaquéA) is the spectral cloud emissivity computed using single
layer opaque cloud assumption, agpaquéhi/A2) represents th@ calculated
from this type of cloud emissivity. If this formatlon is implemented correctly,
E€sopaquél) at the reference channel should be equal to 0.98.
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Rob:(l ],Um) - Rclr(llum)

L 10aM) = Eq. 13
& ( lurn) Rcld _ interp(l ],um) - Rclr(l ],le) ( q a)
_ Robd124m) — Rar(1244m)
Bl ) = e eL2m) — Ron(L2zm) 0 13P)
Bropaqu2/19um) = ML= Eal L] 290y

In [1 - gsopaqu(l ],Urn)]

3.4.2.1.4 Multilayered Opaque Cloud Assumption

This assumption is implemented in exactly the samaaner as the “Single Layer Opaque
Cloud Assumption” except the top-of-atmosphere rciday radiance is replaced by the
top-of-atmosphere radiance originating from a blatkvated surface. Just as in the
“Multilayered Tropopause Assumption,” the blackfaae is placed at the 0.8 sigma level
in a terrain following coordinate system. The Blatevated surface is explained in detail
in Section 3.4.2.1.2. As explained in a later isectthe “Multilayered Opaque Cloud
Assumption” is used to help detect volcanic ash ¢varlaps lower level meteorological
clouds. In this formulation, the 11 and fith channel cloud emissivities are computed
using Equations 14a — 14b (the 7.4 andi8rbchannels are not used in this formulation).
B(12/13um) is also computed using Equation 14c In thesedmus, Emopagué) IS the
spectral cloud emissivity computed using the maygred opaque cloud assumption, and
BmopaquéA1/A2) represents th@ calculated from this type of cloud emissivity.

Robg1 144m) —[ B(1 144m, Tolack) toiack(1 14im) + Rolac1 104m)]
Reid _ inter;{l J,um) - [ B(l ],Urn, Tblack) tblack(l ],Ufn) + Rblacl(l ],Urn)]

Robd1240m) — [ B(12m, Tolack) tolac 1 2£4m) + Rolac{1244m)]
Reia _ inter;{lz,urn) - [ B(lZ/Ifn, Tblack) tblack(lz,urn) + Rblack(lZﬂrn)]

IN[1— Enopaauf 1 204m)]
IN[L = Eropaaul Jpm)]

Enopaanf 1L 11M) =

(Eq. 14a)

Enenea12M) = (Eq. 14b)

,Bnopaquélz /1 Z]um) = (Eq . 14C)

3.4.2.2Median Spatial Filter

The emissivity described in Section 3.4.2.1 carina&s, be noisy, especially near cloud
edges, in areas of broken clouds, and for veryIsoh@ld optical depths. In order to
minimize the occurrence of “salt and pepper” nosestandard 3 x 3 median filter is

applied to theesyopd11um). The median filter simply replaces the valuesath pixel
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with the median value of a 3 x 3 pixel array ceatleon that pixel. The generic median
filter procedure is described in the AIADD Document

3.4.2.3ldentifying a Pixel's Local Radiative Center

In regions where the radiative signal of a cloudnsall, like cloud edges, the variofs
ratios are difficult to interpret since the clouddtion, which is assumed to be 1.0, may
be less than 1.0, or very small cloud optical deptiay produce a signal that cannot be
differentiated from noise. With the spectral imf@tion limited, a spatial metric is
needed to make a spatially and physically condistieud type determination for these
types of pixels. To address this problem, the igradilter procedure, which is described
in detail in the AIADD Document, is used to detemmithe Local Radiative Center
(LRC) of each pixel valid pixel. A pixel is valid it has a valid Earth latitude and
longitude and has valid spectral data (based onLthe calibration flags). The
Estropd 11um) parameter described in Section 3.4.2.1 is usezbmpute the LRC. The
gradient filter inputs (which are described in deita the AIADD Document) for this
application are listed in Table 3.

Gradient Minimum Valid Maximum Valid Gradient Apply Gradient Filter
Variable Value of Gradient | Value of Gradient | Stop Value | To

Variable Variable
Esrope(11um) 0.0 1.0 0.7 All pixels with a valid

Earth lat/lon and valid
spectral data for ABI

channels 10, 11, 14, and
15

Table 3: Inputs used in calculation of Local Radiate Center (LRC). The gradient
filter function used in the calculation is describd in the AIADD document.

The gradient filter allows one to consult the spdcinformation at an interior pixel

within the same cloud in order to avoid using thectral information offered by pixels
with a very weak cloud radiative signal or sub-pigkudiness associated with cloud
edges. Overall, this use of spatial informatidovas for a more spatially and physically
consistent product. This concept is also explaindeavolonis (2010b).

3.4.2.4Volcanic Ash Detection Rules

Volcanic ash detection is performed by applyingsulo the radiative parameters derived
in the previous sections. These rules are destiinéhe following four subsections.
Before applying volcanic ash detection rules, tiut data are checked for validity. If a
pixel is an Earth pixel (e.g.—not a space pixel) #re required spectral channels are not
identified as bad by the L1b calibration qualityag] the Ash Detection QF flags,
Invalid_Data_Qf and Overall_Qf data are set to higfality, respectively. Otherwise
they are set to low quality the pixel is cycled.dditionally the Ash Detection QF
Satzen_Qf Flag is set to low quality for local zbnangles greater than 80 degrees
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otherwise it is high quality. After all the filtein the following three subsections h:
been applied the final ash confidence is storedthe Ash Detection QF Fle
Ash_Single_Layer_Conf_Qf. All of the ash detectmoduct quality flags are defined
Table 14.

Figure 4 shows a higlevel flow chart of the ash detection algorithmheTbasic flow o
the algorithm checks for valid data, assigns atiainash confidence, runs through ¢
confidence adjustmerilters, runs through additional ash quality contfiters, and
outputs a final ash confidence (single layer andtipie layer confidences). The retrie\
algorithm uses the ash confidence information terd&ne when to perform retrieval a
what asumptions (single or multilayered) should be madbkiwthe retrieva

Valid Emissivites and No MI e Flow Chart
frrationt Operates Twice,
Yes H}g'h et using Single
h Confidence d
Assign Initial Moderate Confidence Layer B-ratios
Ash Confidence Low Confidence and Multiple
Very Low ;
SHLON e Layer B-ratios

Perform Confidence Adjustment
Filter Checks

Perform Ash Quality Control
Filter Checks

Property Retrievals Performed for
High — Very Low Confidence Pixels

Ash Confidence Qutput

High-Level Ash
Detection Flow Chart

Figure 4: High-level flow chart of ash detection algorithm. The alumn of blue
boxes on the left side of the flowchart representhe following three subections in
the text.

Table 4describes three ash confidence terms used witkiiolfowing four subsections
These terms are defined here to enhance texty

Term Description

‘Pixel Confidence’ Ash confidence at the pi»

‘LRC Confidence’ Ash confidence at the pixel’s local radiative cerftdRC)
‘Summed Confidence’| Summed ash confidence of Pixel Confidence and LR@fi@enct
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Table 4: Ash confidence terminology used throughduhe ash detection subsections.

3.4.2.4.1 Initial Ash Confidence Using ratios

1. An initial ash confidence is assigned for each IpixeOnly pixels with
Esropd 11uM) > 0.02 (see Equation 6b§syopd8.5um) > 0.02 (see Equation 6a),
Bstropd12/11 pm) > 0.0 (see Equation &Bropd12/11 pm) < 1.00 (see Equation
6f), Bstropo,rd{12/11 pum) > 0.0Bstropo,ird12/11 pm) < 1.00Bstopd8.5/11 pm) > 0.0,
Bstropd8.5/11 pm) < 10.0 (see Equation 6@ropord8.5/11 um) > 0.0, and
Bstropo,ird8.5/11 pm) < 10.0, are considered candidatesdotaming volcanic ash.
This rule ensures that the ash/no ash decisiomsedon a minimum radiative
signal and within a wide acceptable rangg3oftios. A pixel not meeting the
criterion above is assigned a ‘Summed Confidenté&at-ash” (See Table 6 for
description of ash confidence values).

2. TheBsropd8.5/11um) andBsiopd 12/11um) (see Equations 6e and 6f) at each pixel,
that meets the criterion outlined in the first fuie used to assign the ‘Pixel
Confidence’. The ‘Pixel Confidence’ can have tlmdloiving values: “high”
confidence, "moderate” confidence, or “not-ash.”onfidence is measured by
how closelyBsiropd8.5/13um) andBswopd 12/13um) match the theoretical ash cloud
values (given by Equation 4) for the same chanm@hlsnations. These
theoretical values are shown in Figure 3. Figurghdws a schematic how ash
confidence flags are assigned for a combination Baf,,{8.5/1jum) and
Bswropd12/11um). Table 5 describes the lines separating ashdemte zones in
Figure 5.
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Figure 5: The 2-dBstopo(8.5/13um) and Bstropo(12/13um) curves for ash, water cloud,
and ice cloud. The ash confidence zones are shagddjht gray for “high”
confidence, medium gray for “moderate” ash confidene, dark gray for “moderate”
ash confidence for pixels with&siopo(11tm) > 0.10, and white for “not-ash”. These
ash confidence zones are used in Rule 2 and Rul®fdsection 3.4.2.4.1. The slopes,
intercepts, and thresholds for the lines making th@sh confidence zones are detailed
in Table 5.

Line Beginf Endp Beginf Endp Slope Intercept
Segment (8.5/1um) | (8.5/11um) (12/13um) (12/23um)

Threshold Threshold Threshold Threshold
A->C 0.00 1.15 1.00 1.00 0.000 1.000
B->C 0.80 1.15 1.00 1.00 0.000 1.000
C~->D 1.00 1.15 1.00 0.80 -1.000 2.000
B>F 0.80 1.15 1.00 0.60 -1.140 1.912
D> w 1.15 10.0 0.85 0.85 0.000 0.850
E-> o 1.15 10.0 0.70 0.70 0.000 0.700
F> o 1.15 10.0 0.60 0.60 0.000 0.600

Table 5: Description off3 thresholds, slopes, and intercepts for lines comstting
ash confidence zones in Figure 5.
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3. Rule 2 is repeated usiffiopo,ird8.5/11um) andBsiopo,r{12/113um). The result of
this test is known as the ‘LRC Confidence’.

4. The ‘Pixel Confidence’ and ‘LRC Confidence’ are suad together. This sum is
referred to as the ‘Summed Confidence’. Any ‘Surdr@enfidence’ greater than
or equal to “not-ash” is set to “not-ash.” Tabledéscribes the possible ash
confidence values. Notice 0, 1, 2, and vakidsare the only possibilities for the
‘Summed Confidence’. The value of 3 (“very low’rdmence) is reserved for
use in ash filters described in sections 3.4.224 3.4.2.4.3 and the value of two
cannot be assigned using Rule 2 (see Figure 5).

Ash Confidence Integer Value | Description

High 0 High confidence pixel contains ash
Moderate 1 Moderate confidence pixel contains ash
Low 2 Low confidence pixel contains ash

Very Low 3 Very low confidence pixel contains ash
Not-Ash 4 High confidence that pixel does not contsh

Table 6: The ash confidence range of possible valst The “high, moderate, and
not-ash” categories are used in assigning ‘Pixel @&dence’ and ‘LRC Confidence’

(Rules 2 and 3, respectively). The “low” confidere category occurs in the ‘Summed
Confidence’ only, via the summations of the ‘PixelConfidence’ and ‘LRC

Confidence’. The “very low” confidence category ca only result from the ash

confidence adjustment filters described in the nexsection.

3.4.2.4.2 Ash Confidence Adjustment Filters
After the rules in section 3.4.2.4.1 are completedgeries of ash confidence adjustment

filters are applied to the pixels meeting the regmients of Rule 1 in Section 3.4.2.4.1.
The ash confidence adjustment filters are desciiedalv.

1. The first filter checks for the spectral signatuias sulfur dioxide (S@) in
combination with a sufficiently negative (11pum —-uh®) brightness temperature
difference (BTD1112), as this is a strong indicaitban SQ cloud that vertically
overlaps an ash cloud.

Filter implementation: The results of this filter are stored in two Asht&stion
PQl flags and are wused in subsequent tests withis tsection.
Weak_Btd_Strong_SOsignal is Wher€yopd8.54m) > Eyopd11UM), Erropd(7.44m)
> Eop8.5um), and BTD111X 0.0. If Weak_Btd_Strong_SQOs not present,
then the Strong_Btd_Weak_$6ignal is tested for and true whapp8.5um) >
Eropd11um) and BTD111% -0.75 K

2. The second ash confidence adjustment filter is ueethcrease the ‘Summed

Confidence’ of “low” confidence and “not-ash” piselvhen there is a strong
BTD1112 signal, weak SOsignature present, and the ‘Pixel Confidence’ was
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“high” or “moderate”. This is designed to capturelocanic clouds with a SO
signal that may otherwise obscure ash ap@&5where S@absorbs.

Filter implementation: If the ‘Summed Confidence’ is “low” ash confidenoe
the ‘Pixel Confidence’ is “high” or “moderate” ardRC Confidence’ is “not-
ash” and the Strong_Btd_Weak_$S8ingle_Layer_Flag is true; the ‘Summed
Confidence’ is set to “moderate” ash confidence.

. The third confidence adjustment filter is used twreéase the ‘Summed
Confidence’ of “low confidence” and “not-ash” cl#gsd pixels when there is a
weak BTD1112 signal, strong $®ignature present, and the ‘Pixel Confidence’
was “high” or “moderate”. This is designed to captuolcanic clouds with a SO
signal that may otherwise obscure ash.

Filter implementation: If the ‘Summed Confidence’ is “low” confidence or
‘Pixel Confidence’ is “high” or “moderate” confidea and the ‘LRC confidence’
is “not-ash” confidence and the Weak Btd_Strong, Sihgle_Layer_Flag is
true; the ‘Summed Confidence’ is set to “moderasi confidence.

. The fourth ash confidence adjustment filter is useidentify any remaining “not-
ash” pixels (after Filters 2 and 3 of this secti@ve been applied) that had both a
SO signal and sufficiently small BTD1112.

Filter implementation: If the ‘Summed Confidence’ is “not-ash” and eitltlee
Strong_Btd_Weak_SOSingle_Layer_Flag or
Weak_Btd_Strong_SOSingle_Layer_Flag is true; the ‘Summed Confidense’
set to “very low” confidence.

. The fifth confidence adjustment filter is used tocrease the ‘Summed
Confidence’ of “not-ash” classified pixels when thés at least a weak BTD1112
signal, ‘Pixel Confidence’ was “high” or “moderatahd the ‘LRC Confidence’
was “not-ash.” This test is intended to captureyvenin ash that might be
spatially adjacent to optically thicker meteorokadi clouds, and hence was not
previously detected as ash (e.g. the LRC is locatadeteorological cloud, not
ash).

Filter implementation: This filter is implemented as follows. If the ‘[ix
Confidence’ is “high” or “moderate” confidence aikdRC Confidence’ is “not-
ash” and BTD1112 < 1.00 K then the ‘Summed Configéris set to “low
confidence.”

. The sixth ash confidence adjustment filter is usedincrease the ‘Summed
Confidence’ of “low” and “very low” confidence clsidications that have a
sufficiently small BTD1112 and either ‘Pixel Condidce’ or ‘LRC Confidence’
of “high” or “moderate” confidence. This test i#ended to make sure a strong
BTD1112 signal in conjunction with at least ong {#ixel Confidence’ or ‘LRC
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Confidence’) suggesting “high” or “moderate” corditte is included in the
“moderate” confidence category.

Filter implementation: If the ‘Summed Confidence’ is equal to “low” or ‘e
low” confidence and BTD1112 < -0.75 K and eitheix& Confidence’ or ‘LRC
Confidence’ is equal to “high” or “moderate” cordisce then the ‘Summed
Confidence’ is set to “moderate” confidence.

3.4.2.4.3 Ash Quality Control Filters

The following ash quality control filters operate all valid Earth pixels, including those
that do not meet the emissivity apdhresholds described in Rule 1 of section 3.412.4.

1. The first filter described in this section recléies “not-ash” ‘Summed
Confidence’ pixels to the “very low” ash confidencategory if they have a
sufficiently negative BTD1112, which can be a sigpfavolcanic ash (e.g. Prata,
1989).

Filter implementation: If a pixel has a ‘Summed Confidence’ equal to “ashk”
and the BTD1112 is less than a threshold; the ‘Sachi@onfidence’ is set to
“very low.” The BTD1112 threshold used in thistdil is dynamic, and is a
function of the split window (11 pm - 12 pum) sudaemissivity difference
(SWSED) and is described in Table 7 below.

Split-Window Surface Emissivity Difference (SWSED)(11 um — 12 um)| BTD1112 Threshold (K)
-1.0x10° < SWSED < -1.0x18 -0.75
SWSED <= -1.0x18 -1.00
All other values of SWSED -0.50

Table 7: BTD1112 thresholds used within Filter 1 bsection 3.4.2.4.3 depending
upon the split-window surface emissivity differencé1l pm — 12 um).

2. The second filter is used to reclassify pixels vatftSummed Confidence’ equal
to “high” to “moderate” if the pixetyopd11um) is sufficiently small.

Filter implementation: If a pixel has ‘Summed Confidence’ equal to “higiid
A Eopd11um) < 0.05 set ‘Summed Confidence’ to “moderate.”

3. The third filter is used to eliminate optically ¢kiice clouds.
Filter implementation: If a pixel hasgyop(11um) > 0.50,B(7.3um/11 um) <
1.00, B(7.3um/11 pm) > 0.00, an@sopaquél2/11pm)> 1.00 set ‘Summed

Confidence’ to “not-ash.”

4. The fourth filter eliminates ash pixels with lar¢mcal zenith angles6(,) if
B(12/11 pum) is too large. ABsa increases the spectral separation between
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meteorological cloud (water and ice) and ash cldastomes smaller (Pavolonis
2010b). To account for this, pixels with suffidigrarge Bs,:are required to have
increasingly smalB(12/11 pum).

Filter implementation: If a pixel has &, < 75 degrees this filter is not applied.
If a pixel has @<, > 80 degrees the ‘Summed Confidence’ is autonitisat to
“not-ash” confidence. If a pixel has@, > 75 degrees and 80 degrees the
‘Summed Confidence’ is set to “not-ash” confiderfcBsyopd12/11 pm) is larger
than a threshold. Th&wopd12/11 pm) threshold is a function @&f;;and is given
by Equation15.

ﬂlropo(lzllwm)threshold = _001* 55at+ 160 (Eq. 15)

3.4.2.4.4 Multilayer Ash Confidence

An identical process is performed as describedettiens 3.4.2.4.1 - 3.4.2.4.3, except
multilayer 3-ratios (section 3.4.2.1.2) are used instead djlsitayerf3-ratios. When a
‘Single_Layer’” Ash Detection PQI Flag is referenctdte analogous ‘Multi_Layer’ flag
should be used when calculating multilayer ash idente. Additionally, Filter 1 of
section 3.4.2.4.3 is not applied since no singldétipia layer information is used within
that quality control filter. The resultant ‘Summe&bnfidence’ is known as ‘Summed
Multilayer Confidence’, as to distinguish it froiinet single layer ‘Summed Confidence’.

The ‘Summed Confidence’ and ‘Summed Multilayer Gdefice’ (Ash QF Flags
Ash_Single Layer Conf Qf and Ash_Multi_Layer Conf) Qare used within the
retrieval algorithm to 1) determine what pixelsperform the retrieval and 2) whether
single layer or multilayer assumptions should belenwhen performing the retrieval.
Single layer assumptions are made within the nedtie@nless the ‘Summed Multilayer
Confidence’ is equal to “high” confidence for thégd, then the pixel is considered
multilayered and multilayer assumptions are usé¢hen multilayered assumptions are
used, the clear sky radiance term in the infraselibtive transfer equation (Equation 1) is
replaced by the black cloud radiance term discusseflection 3.4.2.1.2 and Section
3.4.2.1.4. For validation purposes, ash pixelscaresidered to be those with ‘Summed
Confidence’ of “high” or “moderate” confidence @dummed Multilayer Confidence’ of
“high”. The “low” and “very low” ‘Summed Confidemt pixels are still retrieved for
users with a desire for more ash pixels at the msgef increased false alarm.

3.4.2.5Noise Filtering of Ash Confidence

In an effort to eliminate isolated volcanic aslséablarms, the ‘Summed Confidence’ and
‘Summed Multilayer Confidence’ (which serve as dcaoic ash mask), constructed
using the rules described in Section 3.4.2.4, Igestied to a standard median filter that is
applied to 3 x 3 pixel arrays centered on the potehterest. The median filter simply
replaces the value at each pixel with the medidnevaf a 3 x 3 pixel array centered on
that pixel. Figure 6 shows the impact of the meditier. The median filter is very
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effective at eliminating random incoherent falseras, which are similar to “salt and
pepper” noise. The generic median filter procedsir@escribed in detail in the AIADD
Document.

ABlI Ash Probability
\g;\%@ [

Ash Probability Ash Probability

Lower Higher Lower Higher

Figure 6: Volcanic ash confidence is shown for arr@ption of Etna. The image on
the left shows the results without the median filteapplied. The image on the right
shows the results with the median filter applied.The median filter eliminates
isolated false alarms (blue speckles), while leagrthe actual volcanic ash cloud in
tact (orange/red feature).

3.4.2.6Ash/Dust Discrimination

Figure 2 and Figure 3 show that volcanic rock aededt dust have similar spectral
signatures in the 8 — 1gm “window” while meteorological clouds have a difat
spectral signature. While the algorithm succebsfdiscriminates ash from most
meteorological clouds, most airborne dust cloud$ vé detected by the volcanic ash
detection scheme. The F&PS requirements stateathash/dust discrimination scheme
is not required, as the product statistics are aplglicable to volcanic ash cases. Users
should be aware that the GOES-R algorithm canribig separate volcanic ash and
dust.

3.4.3 Physics of the Problem — Volcanic Ash Retrieval

The volcanic ash retrieval algorithm utilizes ABlannels 14, 15, and 16 (juin, 12pum,
and 13.3um). These channels are referred to by their apmabe central wavelengths
(12 pm, 12pm, and 13.3um) throughout this “Theoretical Description.” Thakgjorithm
does not directly retrieve ash height or ash maadihg. It retrieves ash cloud effective
temperature, effective emissivity, and a microptgisiparameter. These retrieved
parameters are then used to estimate the ash loéagidt and mass loading.
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3.4.3.1Cloudy Radiative Transfer

Assuming a satellite viewing perspective (e.g. upmge radiation), a fully cloudy field
of view, a non-scattering atmosphere (no molecweattering), and a negligible
contribution from downwelling cloud emission or reolilar emission that is reflected by
the surface and transmitted to the top of troposplighang and Menzel (2002) showed
that this term is very small at infrared wavelesyththe cloudy radiative transfer
equation for a given infrared channel or wavelerggth be written as in Equation 16 (e.g.
Heidinger and Pavolonis, 2009).

Robs(/]) = E(A)RaC(A) + tac(A)E(A)B(A,Teff) + Rclr(A)(l_ E(A)) (Eq 16)

In Equation 16\ is wavelength, Rs is the observed radianceRs the clear sky
radiance. B and . are the above cloud upwelling atmospheric radianoce
transmittance, respectively. B is the Planck FRonc¢tand Ty is the effective cloud
temperature. The effective cloud emissivity (Cb876) is given by. To avoid using
additional symbols, the angular dependence is simmplied. While the above radiative
transfer equation is simple in that it does notliekfy account for cloud scattering (cloud
scattering is implicitly accounted for in the etige emissivity, see Cox, 1976) and that
the cloud can be treated as a single layer, it dtlew for semi-analytic derivations of
the observations to the controlling parameters @leud temperature). This is critical
because it allows for an efficient retrieval withdle need for large lookup tables.

Equation 16 can readily be solved for the effectieid emissivity as follows:

o) = Rob{A) — Reir(1)

= (Eq. 17)
[B(A, Teft)tac(A) + Rac( )] = Rer(A)

In Equation 17, the term in brackets in the denatainis the blackbody cloud radiance
that is transmitted to the top of atmosphere (T@W} the above cloud (ac) atmospheric
radiance. This term is dependent upon the cloutaélocation.

In this retrieval algorithm, the effective cloud isBivity is allowed to vary spectrally. It
is the spectral variation of the effective cloud igsivity that holds the cloud

microphysical information (particle size, shapej aomposition), which is important for
calculating the ash mass loading. To account li $pectral variation, the effective
cloud emissivity is used to calculate effectiveapson optical depth ratios; otherwise
known ag3-ratios (see Inoue 1987; Parol et al., 1991; Giratual., 1997; and Heidinger
and Pavolonis, 2009). For a given pair of spediald emissivitiesg(A1) ande(A,)):
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_ In[L-g(A)] _ 7wl A)

Ao =] - 1l ko)

(Eq. 18)

Notice that Equation 18 can simply be interpretsdttee ratio of effective absorption
optical depth 1) at two different wavelengths or channels. Allogithe ash cloud
microphysics to vary will also allow for improvedtanates of ash cloud height as well.

An appealing quality ofleps IS that it can be interpreted in terms of thegken
scatter properties, which can be computed for &mgieloud composition and particle
distribution. Following Van de Hulst (1980) andréleet al. (1991), a spectral ratio of
scaled extinction coefficients can be calculatesnfthe single scatter properties (single
scatter albedo, asymmetry parameter, and extinctiogs section), as follows.

_[L0-a(A)g(A)]gex( A)

P 0= @A) A gend )

(Eq. 19)

In Equation 19Beois the spectral ratio of scaled extinction coéfiits, w is the single
scatter albedo, g is the asymmetry parametergands the extinction cross section. At
wavelengths in the 8 — 1Bm range, where multiple scattering effects are kriako
captures the essence of the cloudy radiative wassich that,

ﬁ)bs: Iaheo (Eq 20)

Equation 20, which was first shown to be accuratedbservation in the 10 — 12n
“window” by Parol et al. (1991), only depends ugbe single scatter properties. This
relationship is also verified in Pavolonis (2010a).

3.4.3.2Microphysical Relationships

Since the ash retrieval utilizes three channels, differentBops are required to describe
the spectral variation of cloud emissivity. Untorately, imager measurements do not
contain enough information to retrieve more thare @l SO a pre-established
relationship between the twiy,s must be used to constrain the retrieval probléfiore
specifically, the ash composition (e.g. the typeaarfk) and the ash particle habit (e.g.
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shape) must be assumed. This constraint, howeloes not prevent the retrieval of
guality ash patrticle size information. This preéabsished relationship is derived from
the corresponding spectral ratio of scaled extimctoefficients, as defined by Equation
19. All of the necessary microphysical assumptemesdescribed below.

The volcanic ash patrticles are taken to be compos$ethdesite (Pollack et al, 1973).
The size distribution was assumed to be lognorrhalgnormal distributions of andesite
have been commonly used to model volcanic ash \{(¢em and Rose, 1994; Pavolonis et
al., 2006; Prata and Grant, 2001). The andesitiécles were assumed to be spherical
and Mie theory is used to compute the single scptteperties. Of course, real volcanic
ash particles actually take on a variety of irragghapes that are very difficult to model,
and the ash composition (e.g. the type of rock)iegafrom volcano to volcano.
Fortunately, the sensitivity to particle habit acdmposition in the infrared is much
smaller than the sensitivity to particle size (Vew Rose, 1994). Given the composition
and habit assumptions, the needgdrelationship can be computed from the Mie
generated single scatter properties. Figure Abslmws the variation of the 11 and 12
pum B with the 11 and 13.Am 3 computed using Equation 19, where theuti channel

is always placed in the denominator of Equation H@reafter, thesp’s are referred to
as(12/1um) and(13.3/11um), respectively. In the retrievgd(12/11um) is a free
parameter ang(13.3/13um) is determined using the empirical relationshiyven in
Figure 7. The form of the empirical relationshspas follows.

L(13.3/12m) = cA[BA2/13m)]* +c B2/ 1m)]? + c2[fA2/13m)]? + A B(12/13m)] +c0
(Eq. 21)

The coefficients used in Equation 21 are listed &sction of sensor in Table 8.
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Theoretical Scaled Extinction Coefficients (GOES—16 IMAGER)
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Figure 7: The 13.3/11um scaled extinction ratio 3(13.3/11um)) is shown as a
function of the 12/11um scaled extinction ratio $(12/11um)) for andesite spheres
(volcanic ash). The andesite effective particle cdus was varied from 1 to 13um,

where larger values off3 indicate larger particles.

Thesef’s were derived from

single scatter properties calculated using Mie Theg and integrated over the
corresponding ABI spectral response functions. Theed line is the fourth degree

polynomial fit.

Table 8: Regression coefficients needed to determai3(13.3/13um) from

B(12/11um) using Equation 21. The coefficients are giversaa function of sensor.

Sensor Co Ci Cc2 C3 C4
GOES-R 0.92741 -4.70680 11.36138 -10.4692 3.8541
ABI
MET-8 0.363415 -1.95058 6.22212 -6.67325 2.9478
SEVIRI
MET-9 0.307669 -1.57123 5.35150 -5.7482/ 2.5742
SEVIRI
Terra 0.821825 -4.41789 11.0984 -10.837¢ 4.2633
MODIS
Aqua 0.813096 -4.35587 10.9564 -10.688¢ 4.2043
MODIS
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Additional single scatter property based microptgisirelationships are needed to
convert the retrieve®(12/11um) to an effective particle radiusefy and the 1J#m
extinction cross sectionof(11um)). Both of these parameters are needed when
estimating the ash mass loading. Figure 8 andr&iushow the relationship used to
convert the retrievefd(12/13um) to an effective particle radius and extinctioefticient,
respectively. The forms of these empirical relasinips are as follows.

et = expCA[B(12/13um)]* + c3[BA2 /1 1m)]® + c2[BL2 /1 1m)]? + cl[B(12/13m)] + cO)
(Eq. 22)

Oex(11m) = expCA[B(L2 /1 m)]* + cABA2 /1 1m)]? + c2[B(L2 /1 m)]* + cl BA2 /13m)] +cO)
(Eq. 23)

For notational convenience, generic symbols arel dse the regression coefficients,

which actually differ between Equations 21 - 23heTregression coefficients used in
these expressions are given in Table 9 and Tabées EOfunction of sensor.

Theoretical Particle Size (GOES—16 IMAGER)
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Figure 8: The effective particle radius is shown sa function of the 12/13um scaled
extinction ratio ([3(12/11um)) for andesite spheres (volcanic ash). Th§(12/11 um)
was derived from single scatter properties calculad using Mie Theory and
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integrated over the corresponding ABI spectral respnse functions. The red line is
the fourth degree polynomial fit.
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Figure 9: The extinction cross section is shown asfunction of the 12/11um scaled
extinction ratio (B(12/11um)) for andesite spheres (volcanic ash). TH&12/11um)

was derived from single scatter properties calcul&d using Mie Theory and

integrated over the corresponding ABI spectral respnse functions. The red line is
the fourth degree polynomial fit.

Table 9: Regression coefficients needed to detemmeai the effective particle radius in
pm from B(12/13um) using Equation 22. The coefficients are giversaa function of

Sensor.

Sensor COo C1 C2 C3 C4
GOES-R -12.5943 59.0146 -99.9943 78.2608 -21.9320
ABI
MET-8 -3.22925 10.6954 -5.17920 -5.68616 5.9390p
SEVIRI
MET-9 -3.25818 11.8129 -8.69544 -1.56236 4.2576P
SEVIRI
Terra -7.52014 30.9347 -42.0031 24.8926 -3.66602
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MODIS

Aqua -7.52817 31.0711 -42.4260 25.4010 -3.87514
MODIS

Table 10: Regression coefficients needed to detema the 11qm extinction cross
section inpm? from B(12/13um) using Equation 23 are shown. The coefficientsa
given as a function of sensor.

Sensor CO C1l C2 C3 C4
GOES-R -51.9860 250.021 -445.840 364.035 -110.343
ABI
MET-8 -13.2727 50.7207 -57.8280 25.4477 0.468358
SEVIRI
MET-9 -13.0247 52.3100 -64.7302 34.1704 -3.16255
SEVIRI
Terra -32.1321 141.961 -226.231 165.702 -43.5852
MODIS
Aqua -32.1062 142.052 -226.784 166.517 -43.9565
MODIS

3.4.4 Mathematical Description

The mathematical approach employed here is thenaptstimation approach described
by Rodgers (1976). The optimal estimation approacllso often referred to as a
1DVAR approach. The benefits of this approachthag it is flexible and allows for the
easy addition or subtraction of new observation®tireved parameters. Another benefit
of this approach is that it generates automationes¢s of the retrieval errors. The
optimal estimation approach minimizes a cost fumtp, given by

9=(x=%)"ST(x=x) +(y=f(x)'S7(y- f(x) (Eq.24)

Where y is the vector of observations, x is thetmeof retrieved parameters, f(x)
represents the forward model, which is a functibm,@ndx, is thea priori value of x.
The matrices yand $ are the error covariance matrices of the forwaateh anda
priori values respectively. In our retrieval, the yard » vectors are defined as follows.

BT(11um) Ter
y=| BTD11-12um) | (Eq. 25a) x=| &11m) (Eqg. 25b)
BTD(11-13.3um) (12/1%m)
Ter_ap
x=| &1m)_ap | (Eq. 25c)
(12/1%m)_ap
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The observation vector, y, consists of the fith (ABI Channel 14) brightness
temperature (BT), the 11 minus 1@n (ABI Channel 14 — Channel 15) brightness
temperature difference (BTD) and the 11 — 13m8 (ABI Channel 14 — Channel 16)
BTD. The use of BTD’s is needed to capture theudlonicrophysical signal. The
retrieved parameters, x, are the effective cloudperature (Jx), the 11um cloud
emissivity €(11um)), and the 12/11um effective absorption optical depth ratio
(B(12/13um)). The symbols for the first guess arpriori estimates of the retrieved
parameters are appended with “_ap.” As explairelice, these retrieved parameters are
then used to estimate the ash cloud height and lnadsg. The ash height and mass
loading cannot be retrieved directly because thieynat variables in the cloudy infrared
radiative transfer equation.

3.4.4.1Determining the a priori Values and Associated Uncertainty

The a priori values and their associated uncertainties actottstrain the retrieved
parameters when the measurements contain litth® anformation on one or more of the
retrieved parameters. Tlaepriori error covariance matrix (Equation 26) is assuneed t
be diagonal (e.g. errors in the first guess of gaatameter are uncorrelated). Tae
priori values and their uncertainties depend on whetiemsh cloud overlaps a lower
meteorological cloud or if it is single layered,determined by the volcanic ash detection
routine. Table 11 shows tleepriori values and their estimated uncertainties for both
single and multilayered conditions. When formihg tnatrix given by Equation 26, the
values in Table 11 need to be squared. These valeee largely determined through
analysis of semi-transparent ice clouds observesplgeborne lidar (e.g. Heidinger and
Pavolonis, 2009). Thus, thesepriori estimates may not be ideal for volcanic ash
clouds, but lidar observations of ash clouds arg vare, so better estimates are difficult
to make. A large uncertainty is assigned to eachpriori parameter, so that the
measurements are given a high weight during thatiee. In summary, these values will
likely be adjusted as more unique observations (elar, in-situ, etc...) of volcanic ash
clouds become available.

UZTeffiap OO OO
S = 0.0 sz(ll/lm)_ap 0.0 (Eq. 26)
0.0 0.0 UZE(12/1J¢JH)_ap

Table 11: Theapriori (first guess) retrieval values used in the ABI valnic ash
retrieval. The Tef first guess is a function of the 1jum brightness temperature,
B(11um). Theg(1lum) first guess is a function of the local zenith agle, Os:.

Parameter Single Layer Single Multi-layer Multi-layer
apriori Layer apriori apriori
apriori Uncertainty
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Uncertainty
OTeft ar BT(11um) — 15 K 40 K BT(11um) — 15 K 40 K
Oea1um) ay 1.0-¢%°%%,) 05 1.0-05/08 ) 05
OB(lzlljum) ar 0.8 0.3 0.8 0.3

3.4.4.2The Forward Model

For notational convenience, we define the “blackBodop-of-atmosphere cloud
radiance, Rqy(A), as follows. All other terms in this equationvhabeen defined
previously.

Reid (/1) = Rac(/‘) + taC(A)B(A,Teﬂ) (Eq 27)

Based on Equations 16 and 27, the radiance for @ztmel used in the retrieval is given
by Equations 28 — 30. The Planck Function is theed to convert the radiances to
brightness temperature, from which brightness teatpee differences can be
constructed.

Robs(11m) = £(11um)Rea (11um) + Rar(11xm)(1- £(A1um)) (EQ. 28)
Robs(12 m) = £(12 M) Rea (124m) + Rer (12m)(1- £22um)) (EQ. 29)
Robs(13.3um) = £(13.3um) Reig (13.3um) + Rer (13.3um)(1- £(13.3um)) (Eq. 30)

The 12 and 13.8im cloud emissivities are not retrieved, so they tnmeésdetermined at
the beginning of each iteration in the optimal restion scheme using(11lum),
B(12/13um), and Equation 21 (in the case &fi3.3um)) to evaluate the following
relationships, which were derived from Equation 17.

g12um) =1-[1- g1 m)" ™ (Eq. 31)
£13.3m) =1-[L- 1 m)" ¥ (Eq. 32)

If the volcanic ash detection results indicate tatash cloud likely overlaps a lower
meteorological cloud, then the clear sky radiariRg(A), in Equations 28 — 30 is

replaced by the radiance from and above a blacksgivity = 1 at all wavelengths)

elevated surface in an effort to account for thedot of the lower cloud layer. The
mechanism used to compute the top-of-atmospheranea from and above the elevated
black surface is described in detail in SectionZ14

The errors associated with the forward model, fiixlist be characterized and expressed

in the forward model error covariance matrix, (Equation 33). The largest source of
uncertainty in the forward model is the clear skgfiative transfer. The uncertainty in the
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clear sky radiative transfer should include the&# of errors in the surface temperature,
surface emissivity, and atmospheric profiles. Bpateterogeneity is another source of
error since the retrieval assumes that each pxehiformly cloudy. Instrumental issues,
such as those due to calibration and noise effatds, contribute to the forward model
error. Thus, the total uncertainty in the forwanddel is assumed to be composed of a
linear combination of three major sources (see Hgua34): instrumental, clear sky
radiative transfer modeling, and pixel heteroggneiin Equation 34, the instrument
uncertainty is given by, the clear sky radiative transfer uncertainty énated by
0%, and the uncertainty due to pixel heterogeneigiien byc?heere The impact of the
clear sky radiative transfer uncertainty is appmadely inversely proportional to the
cloud emissivity, so it is weighted by the fifir cloud emissivityg(11lum). The off-
diagonal elements (correlated uncertainty) of tv@vard model error covariance matrix
are very difficult to determine, so only the diagbelements (uncorrelated uncertainty)
are considered.

Uzar(nm) 0.0 0.0
S= 0.0 JZBTD(ll - 12m) 0.0 (Eq 33)
0.0 0.0 UZBTD(ll - 13.3:m)

07 = Ol +[L— 1UM)]| 0% + T e (EQ. 34)

The uncertainty in the clear sky radiative tran$f€g;) is determined through a radiance
bias analysis. The radiance bias estimates shiutdonitored over time and changes to
0% should be made accordingly. The current estimafes’,, which are shown in
Table 12, are based on analysis of Spinning EnldhMisible and Infrared Imager
(SEVIRI) data. These estimates will need to beatg during the early orbit period of
the ABI as explained in detail in the ABI Volcan&sh Product Validation Plan
document.As expected, the uncertainty over land surfacésger than over open water.
Over land, larger errors in surface temperature surfhce emissivity results in larger
radiance biases compared to water surfaces. lidhe noted that the clear sky radiance
biases will become smaller as clear sky radiatremsfer models, numerical weather
prediction models, and surface emissivity estimatgsove.

The forward model uncertainty due to spatial heeneity 6heterd is approximated by
the variance of each observation used in the watriever a 3 x 3 pixel box centered on
the current pixel of interest. The last and prdypddast significant forward model error
term is that due to instrumental effeats. This term includes noise, calibration, and
spectral response errors. The current conservasittmates of this uncertainty are given
in Table 12. Similar to the uncertainty estimaassociated with the clear sky radiative
transfer, these will need to be updated duringetiréy orbit period.
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Table 12: The individual components of the totaldrward model uncertainty used
in the ABI volcanic ash retrieval. The total uncetainty is given by Equation 34.
These values need to be squared when building theatrix given by Equation 33.

Parameter Instrument Clear Sky Radiance Non-uniform Pixel
Uncertainty (Ginstr) Uncertainty (Ogr) Uncertainty (Ohetero)
(Land, Water)
OBT(11um) 0.25K 5.0K, 05K variable (see text
OBTD(11-12um) 0.25K 10K, 05K variable (see text
OBTD(11-13.3um) 0.5K 40K,1.0K variable (see text

3.4.4.30ptimal Estimation Iterations

Each step in the optimal estimation iteration ctegngach element of x as governed by
the following relationship

X=SK'S[y-f(X)]+S(x-x) (Eq. 35)
wheredx is the increment in x and, & error covariance matrix of x and K is the Kérne

or Jacobian matrix. The Kernel matrix containshetial derivatives of each element of
f to each element of x as follows.

oBT(L1Lm) oBT(1L1m) BT Lm)
T J(L1um) JBL2 [13m)

K =| BTDAI-12m)  BTD(11-12m)  BTD(11-12um) (Eq. 36)
O 2e(11um) dB(12 /11m) &

MBTD(11-13.3m) MBTDL1-13.3m) MBTDL1-13.3m)
Ol Ae(11m) AB(12/12m)

Given our choice of forward model, an analyticabession for each element of K can
be derived from Equations 28 — 32, Equation 21,thedPlanck Function. The derivative
of each of the forward model simulated observatieite respect to d is given by the
following set of equations. In these equatia@B(A)/dT is the derivative of the Planck
Function with respect to temperature. All othanbpls have been previously defined.

@ = e(ll,um)tac(lwm)[

dB(lJ#m))(oB(lwm)j‘l (Eq. 37)
O ar
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ABTD(L1-124m) _ BTALm) _ (58(12m)j(58(12mﬂ)j_1
OTet OTen E(L2um)t(124m) T ar (Eqg. 38)

MBTD(11-13.3um) _ BTALm) _ (dB(l&?pm)j(dB(l&&zm)j_l
o o 13.3m)t.(13.3um) == - (Eq. 39)

The following equations give the derivative of eddnward model simulation with
respect te(11um).

BILIM) _ g 11zm) - ch(l],um)][@j_l (Eq. 40)

oe(114mm)
oBTD(11-12um) _
Og(114m)
BT(Llm) u —Rur _ B2/1m)-1 (Mj_l
JeLum) [Reia(122m) = Rer(124m)][ S(12/1m) (1~ (11m)) ] o
(Eq. 41)
ABTD(L1-13.3um) _
oe(114m)
BIAYM) _ o Ry _ fassnymys (68(13-3um))'1
JeL1m) [Reia(13.3um) — Rer(13.3m)][ £(13.3/11m)(1- &111m)) ] o
(Eq. 42)

Finally, the derivative of each forward model siatidn with respect t@®(12/1um) is
given by the following equations. In Equation 483(13.3/13um)/0B3(12/11um) is

applied to Equation 21.

_BTALm) _ 0.0 (Eq. 43)
dB(A2/13m)

BTDAL-1ZM) _ o 4 20m) - Ree(12um)]InfL - (L Lm)][L - dlwn)](@j

JBA2/13m)
(Eq. 44)

ABTD11-13.3m) _

B2 /13m)
.d N ) i AB(13.3/13m) 013(13-3um))_l
[Reia(13.3m) = Rer(13.3um)]In[L - &1 )] 5(13'3"“)]( AB12 /13m) a1

(Eq. 45)

Once the Kernel Matrix has been calculated, thererovariance matrix of x (Equation
46) can be determined using Equation 47 (Rodg&i&)1
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o 0.0 0.0
S: 00 025(11Mﬂ) OO
02E(12/114m)

(Eq. 46)
0.0 00

S=(ST*+K'SK)™" (Eq. 47)

The optimal estimation approach is run until théofeing convergence criterion is met.
HZ&S‘WH% (Eq. 48)

Where p is the size of x, which is 3 in our ca3é&is convergence criterion is taken out
of Rodgers (1976). If the retrieval does not cageeafter 10 iterations, it is deemed a
failed retrieval. In the event of a failed retrédvall retrieved parameters are set to
missing, not thea priori values. Thea priori values are not used since ash cloud
properties are highly variable in time and spacg @annot be accurately parameterized
by guess values alone. Very few retrievals (< @pP1ail to converge, so this has a
negligible impact on the ash products. FurtBgris constrained such that the maximum
allowed absolute changes in the retrieved paras)elgy, €(11um), andB(12/1um), are
20.0 K, 0.2, 0.2, respectively. Once the retriexedtor is updated bdx, the retrieved
parameters are constrained to be within a certaysipally based range. Table 13 shows
the allowed min and max values of each retrievedmater.

Table 13: The valid range for each retrieved parameer.

Parameter Minimum Allowed Value | Maximum Allowed Value
Test 160 K NWP surface temperature
€(11um) 0.0 1.0
B(12/11um) 0.20 1.05

3.4.4.4Retrieval Quality Flags

The actual retrieval error estimates are givenheysguare root of the diagonal elements
of S.. The information from these error estimates iskpd into a quality flag for each

parameter by comparing the error in the retrietalgshe uncertainty of the priori
estimates using the following logic.

Quality is judged based on how much the first guesmproved (or not). The highest
quality is assigned to a given retrieved parametern §(n,n) < 0.111*{n,n), where n

is the index of the retrieved parameter.

Interratediquality is assigned to a given

retrieved parameter when 0.113(8n) < Si(n,n) < 0.444*n,n). The lowest quality is
assigned when,8,n) = 0.444*S(n,n). The factors 0.111 and 0.444 correspondhéo t
square root of 1/3 and 2/3, respectively.
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3.4.4.5Computation of Cloud Height

The retrieved ¥ is used to estimate the ash cloud height. Hirgar interpolation
weights and anchor points are determined by logafig within the NWP temperature
profile. The temperature profile is searched frbigh to low vertical levels. The
weights and anchor points are then used to deterthim ash cloud height. Equation 49
illustrates the interpolation technique. In Eqoatéd9, Zg,is the ash cloud height. T1
and T2 are the temperatures within the profile thatind Ty, with T1 being the
temperature at the highest (e.g. furthest fromgtioeind) bounding level. Z1 and Z2 are
the corresponding height of the bounding tempeesturl and T2.

Ten—T1
Zan=Z1+ 72-71) (Eq. 49
h (TZ—TJ( ) (Ea.49)

3.4.4.6Computation of Ash Mass Loading

The method for computing ash mass loading is baeetie methodology used by Zhang
et al. (2006). The ash mass loading is computech fthe retrieved 1jm cloud
emissivity €(11um)) and the retrieved3(12/11 um). First, the effective 1fim
emissivity is converted to an effective optical thep(11um), using:

7(11um) =—-cosiB.)In[1.0 - g11um)] (EQ. 50)

In Equation 5084 is the local zenith angle. Next, the retrie@d2/11um) is used to
determine the effective particle radiusq(rand the 1Ja#m extinction cross-section
(0ex{11um)) by applying the regression relationships gikgrEquations 22 and 23.

As described in Section 3.4.3.2, the ash distrioutis assumed to be lognormal.
Lognormal distributions have the following form.

(In r=In r mod)?

2na)* } (Eq. 51)

n(r) = No 1
V2nrino

In Equation 51, n(r) is the number particles pdt area per bin of particle size., I¢ the
total number of particles per unit area, r is tlaetiple radius, #oq4 is the modal radius,

ando is the width parameter of the lognormal distribatwhich is taken to be 0.74 (Wen
and Rose, 1994). The modal radiuggrs calculated from the effective radiug. r

[ eff
I mod = —m (Eq 52)
—(Ino)
e 2

The total number of particles per unit area is metged from the 13tm cloud optical
depth and the 1fim extinction cross section using Equation 53.
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_ T(13um)
YT

Finally, the mass loading is computed using:

ML = (1><106)%71ashT r’n(r)dr (Eq. 54)

ra

In Equation 54, ML is the mass loading in tons/kandpasn is the density of ash, which
is taken to be 2.6 g/chfNeal et al., 1994). The particle radius, r,xpressed in units of
pm. The units of n(r) are the number of particlesypm? perpm. The factor, 1x19 in
Equation 54, is needed to convert the units to/

3.4.5 Algorithm Output

3.4.5.1Product Output

The ABI Volcanic Ash Algorithm produces the follavg products listed in the F&PS.
* Ash cloud height [km]
« Ash mass loading [tons/Kin

The above products are derived at the pixel lepelafl pixels that potentially contain
volcanic ash. For pixels that do not contain voicash, the ash cloud height will be set
to missing (-999.0) and the ash mass loading welket to 0.0. When the ash retrieval
fails, which is very rare, both the ash height asd mass loading will be set to missing (-
999.0). Example ash cloud height and ash masigadtput are shown in Figure 13.

3.4.5.2Quality Flag (QF) Output

The ABI Volcanic Ash Algorithm produces quality @& Table 14 describes the ash
detection QF flags antiable 15describes the ash retrieval quality flags.

Byte Bit Name Values ATBD Section

1 1 Overall QF 0 — High Quality 3.4.2.4, Main Text
1 — Low Quality

1 2 Invalid Data QF 0 — High Quality 3.4.2.4, Main Text
1 — Low Quality

1 3 Local Zenith Angle QF 0 — High Quiality 3.4.2.4, Main Text
1 — Low Quality

1 4-6 Ash Single Layer Confidenged — High 3.4.2.4, Main Text

QF 1 — Moderate

2 —Low
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3 - Very Low
4 — Not-Ash

(=Y

7-8 Spare n/a n/a

2 1-3 Ash Multi Layer Confidence QF 0 — High 3.4.2.4, Main Text
1 — Moderate
2 —Low

3 —Very Low
4 — Not-Ash

Table 14: Ash Detection Quality Flag (QF) descrippn. The Ash Detection QF

Flags are bit packed byte variables. The byte cotan identifies the byte number(s)

the QF is stored in and the Bit column lists the It{s) the flag encompasses within the
byte(s). The name of the each flag is included,aalg with possible values; the bold
values are the initialized values. The ATBD sectiorefers to the section where the
test is described; where applicable additional textefers to specific location.

Byte Bit Name Values ATBD Section
1 1-2 Retrieval Status 0 - Successful n/a

1 - Failed

2 - Not Attempted

1 3-4 T QF 0 — High Quality 3.4.4.4, Main Text
1 — Medium Quality
2 — Low Quality

1 5-6 Ecid QF 0- High. Quality ' 3.4.4.4, Main Text
1 — Medium Quality
2 — Low Quality

1 7-8 B(12/13um) QF 0 — High Quality 3.4.4.4, Main Text
1 — Medium Quality
2 — Low Quality

2 1-4 Ash Particle Size 0— <2um 3.4.4.6, Main Text
1->2-<3um
2->3- <4pum
3—>4- <5um
4->5—-<6um
5->6- <7pum
6—>7- <8pum
7->8—- <9pum
8-—>9- <10pum
9->10 pum

10 - invalid

2 5-8 Spare n/a n/a

Table 15: Ash Retrieval Quality Flag (QF) descripbn. The Ash Retrieval QF

Flags are bit packed byte variables. The byte coion identifies the byte number(s)

the QF is stored in and the Bit column lists the I{s) the flag encompasses within the
byte(s). The name of the each flag is included,alg with possible values. The
ATBD section refers to the section where the tessidescribed; where applicable
additional text refers to specific location.

54



3.4.5.3Product Quality Information (PQI)

The ABI Volcanic Ash Algorithm Product Quality Imimarion (PQI). Table 16
describes the ash detection Product Quality InfaiongPQI) and Table 17 describes the
ash retrieval PQI.

Byte | Bit Name Values ATBD
Section

1 1 Strong_Btd_Weak_So02_Single_Layer 0 — False 3.4.2.4.2, Rule 1
1-True

1 2 Strong_Btd_Weak_So2_Multi_Layer 0 — False 3.4.2.4.2,Rule 1
1—True

1 3 Strong_Btd_Weak_So02_Inc_Conf_Single_Laye0 — False 3.4.2.4.2, Rule 2
1-True

1 4 Strong_Btd_Weak_So02_Inc_Conf_Multi_Layef 0 — False 3.4.2.4.2, Rule 2
1-True

1 5 Weak_Btd_Strong_So2_Single_Layer 0 — False 3.4.2.4.2,Rule 1
1-True

1 6 Weak_Btd_Strong_So2_Multi_Layer 0 — False 3.4.2.4.2,Rule 1
1—-True

1 7 Weak_Btd_Strong_So02_Inc_Conf_Single_Laye0 — False 3.4.2.4.2, Rule 3
1-True

1 8 Weak_Btd_Strong_So2_Inc_Conf_Multi_Layer 0 — False 3.4.2.4.2, Rule 3
1-True

2 1 Remain_So2_Pixels_Single_Layer 0 — False 3.4.2.4.2, Rule 4
1-True

2 2 Remain_So2_Pixels_Multi_Layer 0 — False 3.4.2.4.2, Rule 4
1-True

2 3 Weak_Btd_Inc_Conf_Single_Layer 0 — False 3.4.2.4.2, Rule §
1-True

2 4 Weak_Btd_Inc_Conf_Multi_Layer 0 — False 3.4.2.4.2, Rule §
1-True

2 5 Strong_Btd_Inc_Conf_Single_Layer 0 — False 3.4.2.4.2, Rule 6
1-True

2 6 Strong_Btd_Inc_Conf_Multi_Layer 0 — False 3.4.2.4.2, Rule §
1-True

2 7 Btd_Sw_Sfc_Emiss_Restoral 0 — False 3.4.2.4.3, Rule 1
1-True

2 8 Low_Emiss_Filter_Single_Layer 0 — False 3.4.2.4.3, Rule 2
1-True

3 1 Low_Emiss_Filter_Multi_Layer 0 — False 3.4.2.4.3, Rule 2
1-True

3 2 Ice_Cloud_Filter_Single_Layer 0 — False 3.4.2.4.3, Rule 3
1-True

3 3 Ice_Cloud_Filter_Multi_Layer 0 — False 3.4.2.4.3, Rule 3
1-True

3 4 View_Angle_Filter_Single_Layer 0 — False 3.4.2.4.3, Rule 4
1-True

3 5 View_Angle_Filter_Multi_Layer 0 — False 3.4.2.4.3, Rule 4
1-True

3 6 Spectral_Tests_Attemped_Single_Layer 0 — False 3.4.2.4.1, Rule 1
1-True
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Spectral_Tests_Attempted_Multi_Layer

0 — False
1-True

3.4.2.4.1, Rule ]

Valid_Lrc

0 — False
1-True

3.4.2.3, Main

Text

1-3

Ash_Pixel_Single_Layer

0 — High
1 — Moderate
2 - Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule Z

4-6

Ash_Lrc_Single_Layer

0 — High
1 — Moderate
2 —Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule 3

IS

7-8

Spare

n/a

n/a

1-3

Ash_Pixel_Multi_Layer

0 — High
1 — Moderate
2 —Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule Z

Ash_Lrc_Multi_Layer

0 — High
1 — Moderate
2 —Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule 3

(@)

7-8

Spare

n/a

n/a

1-3

Ash_Index_Init_Single_Layer

0 — High
1 — Moderate
2 —Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule 4

4-6

Ash_Index_Init_Multi_Layer

0 — High
1 — Moderate
2—-Low
3 —Very Low
4 — Not-Ash

3.4.2.4.1, Rule 4

Table 16: Ash Detection PQI Flag description. Thé&sh Detection PQI Flags are bit

packed byte variables. The byte column identifieshe byte number(s) the PQI is

stored in and the Bit column lists the bit(s) thelag encompasses within the byte(s).
The name of the each flag is included, along withgssible values; the bold values are
the initialized values. The ATBD section refers tothe section where the test is
described; addition text refers to the specific rud/section within the listed section.

Byte Bit Name Values ATBD Section
1 1-2 Retrieval Status 0 - Successful n/a
1 - Failed
2 - Not Attempted
1 3-4 Multilayer Retrieval 0 - No Ash 3.4.2.4.4, Main Text
1 - Single Layer
2 — Multi Layer
1 5-7 Microphysical Model Used 0 — No Model 3.4,3vain Text
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1 — Andesite Log Sigma
QP74
2 — Quartz Log Sigma
QP74
3 — Kaolinite Log Sigmag
QP74
4 — Gypsum Log Sigma
QP74

1

8

Spare n/a

n/a

Table 17: Ash Retrieval PQI Flag description. TheAsh Retrieval PQI Flags are bit
packed byte variables. The byte column identifieshe byte number(s) the PQI is
stored in and the Bit column lists the bit(s) thelag encompasses within the byte(s).
The name of the each flag is included, along withgssible values. The ATBD section
refers to the section where the test is describedyhere applicable additional text

refers to specific location.

3.4.5.4Metadata

The metadata produced by the ABI-VAA are describetiable 18.

Metadata Output

Total mass of volcanic ash in scene

Mean ash mass loading in scene

Minimum ash mass loading value in scene

Maximum ash mass loading value in scene

Standard deviation of mass loading in scene

Minimum ash cloud height in scene

Maximum ash cloud height in scene

Mean ash cloud height in scene

Standard deviation of ash cloud height in scene

Total number of eachgfy QF flag value

Total number of eackq QF flag value

Total number of eacf(12/13um) QF flag value

Total number of each overall ash detection QF Valge

Total number of attempted ash retrievals in scene

Table 18: Ash algorithm metadata output.

4 Test Data Sets and Outputs

4.1 Simulated/Proxy Input Data Sets
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As described below, the data used to test the Atahic Ash Algorithm (ABI-VAA)
consists of Spinning Enhanced Visible and Infrahediger (SEVIRI) and Moderate
Resolution Imaging Spectrometer (MODIS) observaionSEVIRI and MODIS has
observed several volcanic ash clouds. Given ®reme of the Sahara Desert, SEVIRI
also commonly observes dust clouds. Dust is sgctsimilar to volcanic ash in the
infrared (see Figure 2 and Figure 3), so it can bks used to test the ash algorithms. In
addition, several ash and dust free scenes weregsed as a way of assessing the false
alarm rate of the ash detection algorithm. Theaéthis section describes the proxy and
validation data sets used in assessing the perfarenaf the ABI-VAA.

4.1.1 SEVIRI Data

SEVIRI provides 11 spectral channels with a spatablution of 3 km and provides
spatial coverage of the full disk with a tempordalution of 15 minutes. SEVIRI is a
good proxy source for testing and developing thel-XBA. The SEVIRI to ABI
channel mapping is shown ifable 19 Error! Reference source not found, shown
below, is a full-disk SEVIRI image from 12 UTC oroiember 24, 2006. SEVIRI data
are readily available from the University of Wisseom Space Science and Engineering
Center (SSEC) Data Center.

SEVIRI SEVIRI SEVIRI ABI Band ABI ABI
Band Wavelength Central Number | Wavelength Central
Number | Range im) | Wavelength Range um) | Wavelength
(pm) (pm)
6 6.85—7.85 7.30 10 7.30—7.50 7.40
7 8.30—9.10 8.70 11 8.30—8.70 8.50
9 9.80-11.80 10.80 14 10.80 — 11,60 11.20
10 11.00 — 13.00 12.00 15 11.80 - 1280 12.30
11 12.40 — 14.40 13.40 16 13.00 — 1360 13.30

Table 19: The SEVIRI bands used to test the ABI vehanic ash algorithm is shown
relative to the corresponding ABI bands.
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geocatl 1 Meteosat—8.2006328.1 20000, hdf

Figure 10: SEVIRI RGB image from 12 UTC on November 24, 2006.

4.1.2 MODIS Data

MODIS provides 36 spectral channels with a spagablution of 1 km and provides
global coverage in low Earth orbit. MODIS on thqua spacecraft flies in the EOS A-
Train, along with CALIPSO. The co-location of thespacecraft in the EOS A-Train
provides time and space matchups of ash cloud astl doud observations over the
entire globe. These data are utilized to validdte ash height and mass-loading
algorithm. The MODIS to ABI channel mapping is shmow Table 20. An example
MODIS false color image is shown figure 11

MODIS MODIS MODIS ABI Band ABI ABI
Band Wavelength Central Number | Wavelength Central
Number | Range im) | Wavelength Range (um) | Wavelength
(um) (um)
28 7.175 - 7.475 7.325 10 7.30-7.50 7.40
29 8.400 — 8.700 8.550 11 8.30 —8.70 8.50
31 10.780 — 11.280 11.03 14 10.80 — 11,60 11.20
32 11.770 - 12.270 12.02 15 11.80 — 12,80 12.30
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| 33 | 13.185-13.48% 13.34 | 16 | 13.00 — 1360 13.30
Table 20: The MODIS bands used to test the ABI voémic ash algorithm is shown
relative to the corresponding ABI bands.

RGB (0.65um, 3.75um, 11um)

Figure 11: MODIS RGB image from 14 UTC on May 5, 208.

4.1.3 CALIOP Data

With the launch of the Cloud-Aerosol Lidar and &ard Pathfinder Satellite Observation
(CALIPSO) into the EOS A-train in April 2006, théibty to validate satellite-based
cloud and aerosol products increased significanilge Cloud-Aerosol Lidar with
Orthogonal Polarization (CALIOP) on-board the CABIP satellite is a dual wavelength
depolarization lidar. We will primarily use the CKOP cloud layer results to validate
the volcanic ash height and mass loading produdise horizontal resolution of the
CALIOP cloud layer data used in the validation {&mM. An example 1-km CALIOP
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cross section is shown in Figure 12. All of théidation data sources and procedures,
including CALIOP, are described in detail the ABbI¢anic Ash Product Validation Plan
Document.

CALIPSO 532 nm Total Attenuated Backscatter (km™'sr™)

Height [km]
km™sr

—20.0 =173 —14.7 -120 -—9.4 =87 —4.0 =115 1.3 4.0 8.6 9.5 12.0 148 143
Latitude [degrees)

CALIPSD Cloud Mask

Height [km]

—20.0 =173 —14.7 -120 -—9.4 =87 —4.0 =115 1.3 4.0 8.6 9.5 12.0 148 143
Latitude [degrees)

Figure 12: lllustration of the CALIOP data used inthis study. Top image shows a
2d backscatter profile. Bottom image shows the detted cloud layers overlaid onto
the backscatter image. Cloud layers are color magé

4.2 Output from Simulated/Proxy Inputs Data Sets

The ABI-VAA has been tested on numerous volcanit esiptions within the SEVIRI
domain. An example of the ABI ash cloud height araks-loading products (along with
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the effective particle radius) is shown for thepgion of Eyjafjallajokull on May 6, 2010
(12:00 UTC) in Figure 13.
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Figure 13: The ABI volcanic ash products were genated for an eruption of

Eyjafjallajokull captured by SEVIRI on May 6, 2010 at 12:00 UTC. The volcanic
ash cloud appears magenta in the false color imad®p, left panel). The ash cloud
height is shown in the bottom, left panel, the asimass loading is shown in the top,
right panel, and the effective particle radius in he bottom, right panel.

4.2.1 Precisions and Accuracy Estimates

The GOES-R ABI volcanic ash requirements are eggekssuch that the vertical
resolution is 3-km and the measurement accuracyeeuision are 2.0 and 2.5 tonsfkm
respectively. The accuracy and precision thresholviously apply to the ash mass
loading. We interpret the 3-km vertical resolutasithe accuracy (bias) threshold for the
volcanic ash cloud top height. Several differedtdation procedures are utilized.
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Routine validation of the volcanic ash productsh&llenging given that volcanic ash
clouds are infrequently measured by active growssktl sensors or even by active
spaceborne sensors such as the CALIOP. Targetsitimeasurements do not exist
since it is considered highly dangerous to fly methaircraft into volcanic ash clouds.
Our general validation plan is to supplement tHatirely infrequent spaceborne lidar
observations of volcanic ash clouds with compasstm ash products derived from
instruments that are more sensitive to volcanicthah the ABI. We will also employ
vicarious validation techniques, where we apply tbkanic ash retrieval algorithm to
other types of clouds that are commonly observédnual analysis can also be used to
some extent.

Given the lack of direct measurements of volcasic elouds, truth is very difficult to
define. Based on the validation that has beeropedd thus far, and the fact that this
retrieval methodology has been applied successtallyneteorological clouds, the ABI
volcanic ash products are expected to meet spatdit, relative to imperfect validation
sources.

4.2.2 Error Budget

In the following sections, three different validatitechniques (null validation, vicarious
validation, and direct validation) are appliedite GOES-R volcanic ash products.

4.2.2.1Validation of the Null Case

In the absence of a volcanic ash cloud, the retdeash mass loading should be O
tons/knf. This is referred to as the null cask.posterioriit well known which SEVIRI
full disk scenes do not contain volcanic ash cloumdsed on eruption records. Thus, a
random sampling of SEVIRI full disk scenes, void \aflcanic ash, can be used to
guantify the retrieval error under these conditiofkis sort of validation is important
since a low ash detection false alarm rate iscatitio users. Each full disk contains
1x10 pixels. The mean accuracy and precision (usifigi@hs/kni as truth) are 0.033
tons/knf and 0.404 tons/kmrespectively. The accuracy and precision fohezfche 8
SEVIRI full disks are shown in Table 21. All ofetbe values are well within the mass
loading accuracy and precision specifications.

Table 21: The accuracy and precision of the ash masoading product when applied
to 8 SEVIRI full disks that were void of volcanic a&h and dust. In this null case, the
true value is 0.0 tons/km.

Scene Accuracy (tons/kif) Precision (tons/knf)
January 1, 2008, 00 UTC 0.027 0.340
January 1, 2008, 12 UTC 0.007 0.245
April 1, 2008, 00 UTC 0.015 0.237
April 1, 2008, 12 UTC 0.008 0.211
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July 7, 2008, 00 UTC 0.074 0.510
July 7, 2008, 12 UTC 0.023 0.243
October 14, 2008, 00 UTC 0.069 0.821
October 14, 2008, 12 UTC 0.042 0.630
Mean 0.033 0.404

4.2.2.2Vicarious Validation

The volcanic ash retrieval described in this ATB&Bnde applied to meteorological
clouds using modified cloud microphysical assumpio CALIOP observations of
meteorological clouds are very common, so a skt significant validation analysis
of meteorological clouds is possible. As showrthia ABI Cloud Height ATBD, the

meteorological cloud height accuracy is well withive 3 km ash cloud specification,
which gives confidence that the ash cloud heigliiss¥go be within the specification.

While the meteorological cloud analysis adds camfik, it is limited by the fact that
volcanic ash clouds exhibit a very different spalcsignature in the infrared. Applying
the GOES-R ash retrieval to dust clouds can largebate this limitation. Dust clouds,
which are frequently observed by CALIOP, have a/\&milar spectral signature as ash
clouds in the infrared (stronger absorption neapdithan at 12 and 13,3m). The
GOES-R ash retrieval algorithm was applied to savairborne dust cases observed by
CALIOP and MODIS, totaling 3,432 co-located pixels.is straightforward to compare
the cloud height retrieved by the GOES-R algoritomd the CALIOP-derived cloud top
height, as is shown in Figure 14. The GOES-R Hsitdil within the dust cloud layer as
depicted by the CALIOP 532 nm total attenuated beatter. As expected, the GOES-R
heights are biased low (Bias = -1.43 km, see T2B)eelative to the top boundary of the
dust layers since the infrared measurements asggtiserto an extinction-weighted cloud
temperature, not the cloud top temperature.

The mass-loading product can also be validatedguSIBRLIOP. The CALIOP vertical
cloud boundary information along with a co-locatechperature profile (from NWP) can
be used to determine a high quality effective cléehperature estimate. Given the
effective cloud temperature and estimates of tlearckky radiance, a “truth” cloud
emissivity can be calculated for a give spectradnctel. The “truth” 13#m cloud
emissivity and the “truth’B(12/1lum) can then be used to compute the mass loading
using the procedure described in Sections 3.480234.4.6. The major weakness of
this procedure is that the microphysical assumptigsed in converting the 14n cloud
emissivity and thg3(12/11um) to mass loading cannot be validated. Thesengssons
can only be validated using in-situ measurementsbfclouds, which do not exist at this
point. Table 22 shows that the retrieved massihggdgrees well with the mass loading
calculated using the CALIOP vertical cloud bounésri The accuracy and precision are
0.40 tons/krh and 1.03 tons/kf respectively. Both are well within the F&PS
specifications.
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Vicarious Validation

The retrieved height agrees

well with the CALIOP cloud SEVIRI RGB

boundaries.

Figure 14: The GOES-R volcanic ash retrieval algothm was applied to an elevated
Saharan dust cloud, which exhibits a spectral sigrtare that is very similar to ash in
the infrared. The results of the height retrieval algorithm are overlaid (white
circles) on a 532 nm CALIOP total attenuated backsatter cross section. The
retrieval results agree well with the lidar positioning of the dust cloud.

Product Bias Accuracy (absolute | Precision (stddev of
value of bias) bias)

Ash Top Height -1.43 km 1.43 km 1.49 km

Ash Mass Loading | 0.40 tons/km | 0.40 tons/krh 1.03 tons/km

Table 22: Accuracy (mean bias) and precision (stardd deviation of bias) statistics
derived from comparisons between CALIOP derived duscloud top heights and
mass loading and those retrieved using the GOES-Rolkanic ash algorithm for
3,432 match-ups.

4.2.2.3CALIOP Observations of Ash Clouds

CALIOP observations of ash clouds are rare, bulEAEIOP service time increases, the
amount of co-located ash observations increasescerR eruptions of Eyjafjallajokull,

Soufriere Hills, Alaskan Volcanoes and other votss have provided many additional
match-ups to the existing database. The increasetber of volcanic ash cases viewed
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by CALIOP and SEVIRI/MODIS allows for a more signdnt ash validation (although
still small compared to amount of dust match-up$he GOES-R ash retrieval algorithm
was applied to several airborne volcanic ash cabesrved by CALIOP and MODIS,
totaling 434 co-located pixels. The height and snlaading validation of ash clouds
follows the same process illustrated with dust d®@section 4.2.2.2). The GOES-R
heights are biased low (Bias = -0.74km, see TaB)adative to the top boundary of the
ash clouds. Table 23 shows the mass loading agwediswith the mass loading
calculated using the CALIOP vertical cloud bounésri The accuracy and precision are
0.58 tons/krh and 1.95 tons/kf respectively. Both are well within the F&PS

specifications.

Product Bias Accuracy (absolute | Precision (stddev of
value of bias) bias)

Ash Top Height -0.74 km 0.74 km 2.24 km

Ash Mass Loading | 0.58 tons/km | 0.58 tons/kr 1.95 tons/km

Table 23: Accuracy (mean bias) and precision (stardd deviation of bias) statistics
derived from comparisons between CALIOP derived asltloud top heights and

mass loading and those retrieved using the GOES-Plkcanic ash algorithm for 434
CALIOP/MODIS match-ups.

The total accuracy and precisions statistics foc@alocated dust and ash scenes is given

in Table 24.

Product Bias Accuracy (absolute | Precision (stddev of
value of bias) bias)

Ash Top Height -1.35 km 1.35 km 1.95 km

Ash Mass Loading | 0.42 tons/km | 0.42 tons/km 1.17 tons/krh

Table 24: Accuracy (mean bias) and precision (stardd deviation of bias) statistics
derived from comparisons between CALIOP derived dusand ash cloud top heights
and mass loading and those retrieved using the GOHS volcanic ash algorithm for
3,866 CALIOP/MODIS match-ups.

4.2.3 Validation Summary

The following points summarize the results of ticanic ash validation analysis.

» According to the F&PS, the volcanic ash cloud tagght has an accuracy
requirement of 3 km and the mass loading has amracg and precision
requirement of 2 tons/kfrand 2.5 tons/kf respectively.

» Spaceborne lidar observations of ash clouds andcthusds (which are spectrally
similar to ash clouds in the channels used by tiBd-\BAA) were used as
validation sources.
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* The comparisons to both ash and dust clouds irefichiat the ABI-VAA has a
cloud height accuracy of 1.35 km, and the massimgadas an accuracy and
precision of 0.42 tons/kivand 1.17 tons/kf respectively. Thus, the ABI VAA
products meet the F&PS accuracy and precision fepmns.

5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

The ABI-VAA employs an optimal estimation framework Therefore it requires

inversions of matrices that can under severe smeEnbecome ill-conditioned. Currently,
these events are detected and treated as faileéeeds. In addition, the matrices have
small dimensions. Thus, operations on them arecoatputationally expensive. In

addition, prior to converting cloud emissivity tptacal depth, the cloud emissivity must
be checked to ensure that it is greater than Odless than 1.0 to prevent an illegal
natural logarithm operation.

5.2 Programming and Procedural Considerations

The ABI-VAA makes heavy use of clear-sky radiatikensfer calculations. Our current
system computes the clear-sky atmospheric traremmois at low spatial resolution and
with enough angular resolution to capture sub-gegdation path-length changes. This
step is critical, as performing clear-sky atmosgh&ransmittance calculations for each
pixel requires extensive memory and CPU time, loaschot produce significantly better
scientific results. The AIADD Document describkss procedure in detail.

NWP data is heavily utilized in the ABI Volcanic Algorithm. The algorithm can
tolerate the use NWP data for forecasts ranging fddo 24 hours.

The ABI-VAA can provide usable results out to awiieg angle of 80 degrees (the F&PS

minimum requirement is 60 degrees). The ABI-VAA® applied to pixels that have a

viewing angle greater than 80 degrees (the asthhaigl mass loading are set to missing
in this case and ash confidence is set to “notjash”

5.3 Quality Assessment and Diagnostics

The optimal estimation framework provides automaisgnostic metrics and estimates
of the retrieval error. We recommend that therecavariance matrices be monitored on
at least a monthly basis. We also believe thav#ieation techniques described earlier,
and in the ABI Volcanic Ash Product Validation Pldée implemented on a regular basis.
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5.4 Exception Handling

Prior to use, the ABI-VAA checks to make sure tleach channel falls within the
expected measurement range and that valid clearaskgnce and transmittance profiles
are available for each channel. The ABI-VAA is ypplied to a given pixel if all
channels used in the algorithm contain valid datadqrding to the L1b calibration flags);
otherwise the algorithm output is flagged as migsiThe science of the volcanic ash
algorithms does not allow for a graceful degradatnd the products. The algorithm,
however, can tolerate the use NWP data for foreaasiging from 0 to 24 hours.

5.5 Algorithm Validation

Volcanic ash clouds are present infrequently reg¢atd other types of cloud, and lidars
and in-situ instruments rarely observe them. Ashswolcanic ash products are very
difficult to validate. Despite this challenge,ist currently possible to use spaceborne
lidar observations (CALIOP) of volcanic ash andetedust to validate the ABI volcanic
ash algorithm as applied to SEVIRI or MODIS. Dgrihe GOES-R era though, it is not
guaranteed that spaceborne lidar observations lof oasdust, co-located with ABI
measurements, will be available, although the BEemop Space Agency (ESA)
EarthCARE mission is scheduled to coincide with B@ES-R era. The availability of
spaceborne lidar observations during the GOES-Rsleoald only pose a moderate risk
to the validation of the ABI volcanic ash algorithracause the algorithm was designed
to be minimally sensitive to the exact charactesstof the channels used in the
algorithm. The algorithm is sensitive, however,the accuracy of the ABI clear sky
radiance calculations that are needed. Thus, boaramain focuses will be to monitor
the clear sky radiance biases during ABI operatiespecially early on. Finally, we are
hopeful that in-situ observations via UAV’s will ipossible during the GOES-R era, as
in-situ measurements are the ultimate direct vabdasource. Continued collaboration
with the volcanic ash research community is critica assure access to unique and
detailed validation data sets. Please refer toAfBeVolcanic Ash Product Validation
Plan Document for extensive information on pre paost launch validation plans.

6 ASSUMPTIONS AND LIMITATIONS

The following sections describe the current limdas and assumptions in the current
version of the ABI-VAA

6.1 Performance

The following assumptions have been made in deusjpopand estimating the
performance of the ABI-VAA. The following lists ntain the current assumptions and
proposed mitigation strategies.
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. NWP data of comparable or superior quality to therent 6 hourly GFS

forecasts are available.  (Mitigation: Use longetge GFS forecasts or
switch to another NWP source — e.g. ECMWEF).

. Top-of-atmosphere clear sky radiances are availfdsl@ach pixel and 101

level profiles of clear sky atmospheric transmitnand radiance are
available at the NWP data horizontal resolutioniti@dtion: Use reduced
spatial resolution top-of-atmosphere clear sky aades. The profiles of
transmittance and radiance must be present ateast,|the NWP spatial
resolution and 101 vertical levels).

. All of the static ancillary data are available he tpixel level. (Mitigation:

Reduce the spatial resolution of the surface tig®j/sea mask and or coast
mask).

. The processing system allows for processing ofiplalscan lines at once for

application of important spatial analysis techngue (Mitigation: No
mitigation is possible).

. All ABI channels required (serror! Reference source not found) by the

algorithm must be available. (Mitigation: Develapmodified version of the
algorithm. Graceful degradation is not possibledose there are too many
possible channel permutations.).

In addition, the clear sky radiance calculatiorss @tone to large errors, especially near
coastlines, in mountainous regions, snow/ice fezldes, and atmospheric frontal zones,
where the NWP surface temperature and atmospherides are less accurate. The
impact of these errors on the ABI-VAA depends andloud optical depth. For optically
thick clouds (infrared optical depth of about 1/0goeater), these errors have a small
impact since the difference between the observddbatk cloud radiance approach zero
as the cloud optical depth increases. This igshmtase for optically thin clouds, where
inaccurate NWP data can have serious impacts. , Themr sky radiance biases need to
be monitored on a regular basis (~monthly).

6.2 Assumed Sensor Performance

We assume the sensor will meet its current spetifins. However, the ABI-VAA will
be dependent on the following instrumental charasttes.

Unknown spectral shifts in some channels will canisses in the clear-sky RTM

calculations that may impact the performance of A-VAA. Clear sky
radiance biases need to be monitored throughoutsAiBitime.
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6.3 Pre-Planned Improvements

We expect in the coming years to focus on the ¥ahg improvement.

6.3.1 Use of 10.4='m channel

The 10.4um channel is new to the world of satellite imageksrge variations in cloud
emissivity occur in the 10 — J8n spectral range. With the 1Qun channel additional
cloud emissivity relationships can be exploitedi@tecting volcanic ash and determining
its microphysical properties. We expect the GOERRkK Reduction projects to
demonstrate its use before implementation intepherational algorithm.
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Appendix 1: Common Ancillary Data Sets

1. LAND_MASK_NASA_1KM

a. Datadescription

Description: Global 1km land/water used for MODIS collection 5
Filename Iw_geo 2001001 _v03m.nc

Origin: Created by SSEC/CIMSS based on NASA MODIS catech
Size 890 MB.

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitelg
2) In Latitude / Longitude space, use the ancillataddosest to the
satellite pixel.

2. NWP_GFS

a. Data description

Description: NCEP GFS model data in grib format — 1 x 1 degree
(360x181), 26 levels
Filename gfs.tHHz.pgrbfhh

Where,

HH — Forecast time in hour: 00, 06, 12, 18

hh — Previous hours used to make forecast: 0M®&3)9
Origin: NCEP
Size 26MB
Static/Dynamic. Dynamic

b. Interpolation description

There are three interpolations are installed:

NWP forecast interpolation from different forecasttime:
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Load two NWP grib files which are for two differeiorecast time and
interpolate to the satellite time using linear rptdation with time
difference.

Suppose:

T1, T2 are NWP forecast time, T is satellite oleagon time, and
T1<T<T2. Yisany NWP field. Then field Y atsllite observation
time T is:

Y(T)=Y(T1) * W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1)=1-(T-T1)/(T2-T1)

W(T2) = (T-T1)/ (T2-T1)

NWP forecast spatial interpolation from NWP forecas grid points.
This interpolation generates the NWP forecast fortie satellite pixel
from the NWP forecast grid dataset.

Theclosest point is used for each satellite pixel:
1) Given NWP forecast grid of large size than satetjitid

2) In Latitude / Longitude space, use the ancillanaddosest to
the satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level$01 pressure
levels

For vertical profile interpolation, linear interdion with Log
pressure is used:

Suppose:

y is temperature or water vapor at 26 levels, diilyis temperature
or water vapor at 101 levels. p is any pressurel leetween p(i) and
p(i-1), with p(i-1) < p <p(i). y(i) and y(i-1) ang at pressure level p(i)
and p(i-1). Then y101 at pressure p level is:

y101(p) = y(i-1) + log( p[i] / p[i-1] ) * (y[i] -y1i-1] ) / log (
p(i] / p[i-1])
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3. SFC_EMISS SEEBOR

a. Data description

Description: Surface emissivity at 5km resolution

Filename global_emiss_intABI_YYYYDDD.nc
Where, YYYYDDD = year plus Julian day

Origin: UW Baseline Fit, Seeman and Borbas (2006).

Size 693 MB x 12

Static/Dynamic: Dynamic

b. Interpolation description

Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitelg

2) In Latitude / Longitude space, use the ancillataddosest to the
satellite pixel.

4. SFC_TYPE_AVHRR_1KM

a. Data description

Description: Surface type mask based on AVHRR at 1km resolution
Filename gl-latlong-1km-landcover.nc

Origin : University of Maryland

Size 890 MB

Static/Dynamic. Static

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitélg

2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.

5. LRC
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a. Datadescription

Description: Local Radiative Center Calculation
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic. N/A

b. Interpolation description

It should be first noted that the original descdptof the local radiative
center calculation was done by Michael Pavolon@&A/NESDIS) in
section 3.4.2.2 of 80% GOES-R Cloud Type Algorithheoretical Basis
Document. This description takes several parte@friginal text as well
as two of the figures from the original text in erdo illustrate the
gradient filter. In addition, the analysis perfoarey Michael Pavolonis
(NOAA/NESDIS) regarding the number of steps takealso shown in
the LRC description. This description gives an wiew and description
of how to calculate the local radatitive centere Buthors would like to
recognize the effort that was done by Michael Pawislin the
development of this algorithm.

The local radiative center (LRC) is used in vari@BES-R AWG
algorithms as a measure of where the radiativeecénit a given cloud is
located, allowing for the algorithm to look at thgectral information at an
interior pixel within the same cloud while avoiditige spectral
information offered by pixels with a very weak atbradiative signal. A
generalized definition of the LRC is that, for &e pixel, it is the pixel
location, in the direction of the gradient vecigppn which the gradient
reverses or when the input value is greater thagoal to the gradient
stop value is found, whichever occurs first.

Overall, this use of spatial information allows fomore spatially and
physically consistent product. This concept i® @&gplained in Pavolonis
(2010).

The gradient vector points from low to high pixefghe input, such that
the vector is perpendicular to isolines of the inyalue. This concept is
best illustrated with a figure. Figure 1, whictofs Isyopd110/m), is the
actual gradient vector field, thinned for the sakelarity. As can be
seen, the vectors in this image point from clougestdwards the optically
thicker interior of the cloud. This allows onedmnsult the spectral
information at an interior pixel within the samewti in order to avoid
using the spectral information offered by pixelshaa very weak cloud
radiative signal.
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Grodient Filter/RGE

Grodient Filter/Cloud Emissivit

= S o s

Cloud Emizsivity [ ]

0.0 a.2 0.3 o5 a7 0.6 1.0

Figure 15: The gradient vector with respect to clod emissivity at the
top of the troposphere is shown overlaid on a falseolor RGB image
(top) and the actual cloud emissivity image itselfoottom). The tail of

the arrow indicates the reference pixel location.
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While the above was a generalized description @fgttadient filter, we
next describe the method for calculating the LRt @radient vector).

The LRC subroutine (also known as the gradierdgriluses the following
inputs

1. The value on which the gradient is being calculated
(Grad_Input)

The number of elements in the current segment
The number of lines in the current segment

LRC Mask for the current segment

The minimum allowed input value (Min_Grad)

The maximum allowed input value (Max_Grid)

The gradient stop value (Grad_Stop)

Nooak~wd

The input values to the LRC routine are typicalther the 111m
troposphere emissivity, swropd 11/m), the nadir corrected 11m
troposphere emissivitgsiopo, nagi{114m) or the 111m brightness
temperature. A full list of the input values forchalgorithm is listed in
Table 1. The output for the LRC algorithm is asdois:

1. Array of element indices of the LRCs for the cutreegment
2. Array of line indices of the LRCs for the currergsent

The first thing that is done for a given segmendath is the computation
of the yes/no (1/0) LRC Mask. This mask simplyesavhat pixels the
LRC will be computed for. For each algorithm, thediiition for the LRC
mask criteria is defined in table 1.

The LRC routine loops over every line and elemealculating the LRC
for each pixel individually. For all valid pixelhe LRC algorithm
initially uses information from the surrounding &gls (i.e a 3x3 box
centered on the given pixel) to determine the timacf the gradient
vector. The number of pixels used is the samedch algorithm. The
validity of a given reference pixel (& is determined by the following
criteria

1. Does the pixel have a value greater than the mimrallowed
value (Min_Grad)?

2. Does the pixel have a value less than the maximlowed input
value (Max_Value)?

3. Is LRC mask is set to “Yes"?

If any of the above statements are false, the LR@ighm will simply
skip over that particular pixel. However, if alf#e statements are true,
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then the pixel is considered valid and the alganithill proceed to the
next step.

The next step in the gradient filter is the detaation of the initial
direction of the gradient. Initially, the gradigest value (Gs), which is a
local variable, set to a large number (99999) &eddirection is set to
missing. The gradient (fg) between the reference pixel{fpand the
neighboring pixel is calculated. This differenceigy calculated if the
neighboring pixel is greater than or equal to Minagband less than or
equal to Max_Grad. For each direction, {ff3s less than &, then G
is set to Gir. Gyirr IS calculated for each of the 8 surrounding pixaisl
the direction that has the smallest@s selected as the direction to look
for the local radiative center. If the directiorsest to missing, then the
LRC routine moves to the next pixel in the segme&his can only occur if
all the surrounding pixels are either smaller taad_Min or greater than
Grad_Max.

The directions of the gradient are specified infdll®wing manner:

Table 25. Definition of the directions used in thgradient filter.

Direction # Y direction X direction
1 Elem-1 Line+0
2 Elem-1 Line + 1
3 Elem+ 0 Line + 1
4 Elem+ 1 Line + 1
5 Elem +1 Line + 0
6 Elem +1 Line -1
7 Elem+ 0 Line -1
8 Elem-1 Line -1

One the direction of the gradient has been estadlisthe gradient filter
then looks out in the direction for one of six i conditions:

Al S

The test pixel is less than or equal to Min_Grad

The test pixel is greater than or equal to Max_Grad

The test pixel is greater than or equal to the stpe (Grad_Stop)
The test pixel is less than the reference pixel.

The gradient filter has reached the maximum nurobsteps to
look out

6. The test pixel is at the edge of the segment

Table 2 shows how the gradient determines theptest. For example, for
pixel 30,30 of a given segment, if the gradienédiion is #3, then the
gradient filter tests along (30, 30+n), where this current step being
tested. Once one of these conditions is met, tieediement number is
stored as the LRC for the given reference pixelgi@ally, the maximum
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number of steps that could be taken was set toH&@ever, a study done
by Michael Pavolonis (NOAA/NESDIS) showed that #werage number

of steps that are needed to find the LRC is less tr equal to 30, as can
be seen in figure 2.

6. CRTM

a. Datadescription

Description: Community radiative transfer model
Filename N/A

Origin: NOAA / NESDIS

Size N/A

Static/Dynamic: N/A

b. Interpolation description

A double linear interpolation is applied in theargolation of the
transmissitance and radiance profile, as well dkersurface emissivity,
from four nearest neighbor NWP grid points to theBite observation
point. There is no curvature effect. The weightsheffour points are
defined by the Latitude / Longitude difference betw neighbor NWP
grid points and the satellite observation poinhe Tveight is defined with
subroutine ValueToGrid_Coord:

NWP forecast data is in a regular grid.

Suppose:
Latitude and Longitude of the four points are:

(Latl, Lonl), (Latl, Lon2), (Lat2, Lonl), (Lat2, bd)
Satellite observation point is:

(Lat, Lon)

Define
alLat = (Lat — Latl) / (Lat2 — Latl)
alon = (Lon — Lonl) / (Lon2 — Lon1)

Then the weights at four points are:
wll = alat * aLon
w12 = alat* (1 —aLon)
w21 = (1 — alLat) * aLon
w22 = (1-aLat) * (1 — aLon)

Also define variable at the four points are:
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all, al2, a21, a22

Then the corresponding interpolated result at atelbservation point
(Lat, Lon) should be:

a(Lat, Lon) = (al1*wll + al2*wl2 + a21*w21 + a22%) / u
Where,

u=wll +wl2¥P1 + w22

c. CRTM calling procedure in the AIT framework

The NWP GFS pressure, temperature, moisture anteqaofiles start on
101 pressure levels.

They are converted to 100 layers in subroutine
Compute_Layer_Properties. The layer temperatunedsat two levels is
simply the average of the temperature on the twelse
layer_temperature(i) = (level_temperature(i) + letemperature(i+1))/2
While pressure, moisture and ozone are assumedggdmnential with
height.

hp = (log(p1)-log(p2))/(z1-z2)

p = p1* exp(z*hp)

Where p is layer pressure, moisture or ozone. peptesent level
pressure, moisture or ozone. z is the height ofatyer.

CRTM needs to be initialized before calling. Tregdbne in subroutine
Initialize_ OPTRAN. In this call, you tell CRTM whhcsatellite you will
run the model. The sensor name is passed througtida call
CRTM_Init. The sensor name is used to constriestdnsor specific
SpcCoeff and TauCoeff filenames containing the sy coefficient
data, i.e. seviri_m08.SpcCoeff.bin and seviri_ m@8Joeff.bin. The
sensor names have to match the coefficient fileasanyou will allocate
the output array, which is RTSolution, for the nianbf channels of the
satellite and the number of profiles. You alsodle memory for the
CRTM Options, Atmosphere and RTSoluiton structtitere we allocate
the second RTSolution array for the second CRTMtoatalculate
derivatives for SST algorithm.

Before you call CRTM forward model, load the 10@dapressure,
temperature, Moisture and ozone profiles and tHelé@el pressure
profile into the Atmosphere Structure. Set thesufot the two absorbers
(H20 and O3) to be MASS_MIXING_RATIO_UNITS and
VOLUME_MIXING_RATIO_UNITS respectively. Set the
Water_Coverage in Surface structure to be 100%dardo get surface
emissivity over water. Land surface emissivity vod using SEEBOR.
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Also set other variables in Surface data strucsueh as wind
speed/direction and surface temperature. Use NWRce temperature
for land and coastline, and OISST sea surface teahpe for water. Set
Sensor_Zenith_Angle and Source_Zenith_Angle in Ge#onstructure.
Call CRTM_Forward with normal NWP profiles to flR'TSolution, then
call CRTM_Forward again with moisture profile mplted by 1.05 to fill
RTSolution_SST. The subroutine for this step id CAPTRAN.

After calling CRTM forward model, loop through eadirannel to
calculate transmittance from each level to Top whédsphere (TOA).
What you get from RTSolution is layer optical defthget transmittance
Trans_Atm_CIr(1) = 1.0

Do Level = 2, TotalLevels
Layer_OD = RTSolution(ChnCounter, 1)%Layer_QCaiti Depth(Level
-1)
Layer_OD = Layer_ OD/
COS(CRTM%Grid%RTM(LonIndex,Latindex) &
%d(Virtual_ZenAngle_Ind#SatZenAng * DTOR)
Trans_Atm_Clr(Level) = EXP(-1 * Layer_OD) &
* Trans_Atm_Clr(Level - 1)
ENDDO
DTOR is degree to radius P1/180.
Radiance and cloud profiles are calculated in CIRRadiance_Prof
SUBROUTINE Clear_Radiance_Prof(Chnindex, TempPratjProf,
RadProf, &
CloudProf)
B1 = Planck_Rad_Fast(Chnindex, TempProf(1))
RadProf(1) = 0.0_SINGLE
CloudProf(1) = B1*TauProf(1)

DO Levellndex=2, NumLevels
B2 = Planck_Rad_Fast(Chnindex, TempProf(Ledslk))
dtrn = -(TauProf(Levellndex) - TauProf(Levelkdl))
RadProf(Levellndex) = RadProf(Levellndex-1) +
(B1+B2)/2.0_SINGLE * dtrn

CloudProf(Levellndex) = RadProf(Levellndex) +
B2*TauProf(Levellndex)

B1=B2
END DO
Transmittance, radiance and cloud profiles areutatied for both normal
CRTM structure and thé"2CRTM structure for SST.
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Call Clear_Radiance_TOA to get TOA clear-sky radeaand brightness
temperature.
SUBROUTINE Clear_Radiance_TOA(Option, Chnindex, Riaal
TauAtm, SfcTemp, &
SfcEmiss, Rad®@rrTemp_Clr, Rad_Down)
IF(Option == 1) THEN
IF(PRESENT(Rad_Down))THEN
RadClIr = RadAtm + (SfcEmiss * Planck_Rad_&ishindex,
SfcTemp) &
+ (1. - SfcEmiss) * Rad_Down) * TauAtm
ELSE
RadClIr = RadAtm + SfcEmiss * Planck_Rad_Fast(ndex,
SfcTemp) &
* TauAtm
ENDIF

CALL Planck_Temp(Chnindex, RadClIr, BrTtemp_ClIr)

ELSE

RadClr = 0.0

BrTemp_ClIr=0.0
ENDIF
In this subroutine, Rad_Down is optional, dependingf you want to
have a reflection part from downward radiance wy@n calculate the
clear-sky radiance. Notice that clear-sky radiaamoe brightness
temperature on NWP grid only calculated for nor@RITM structure not
the SST CRTM structure.

Also save the downward radiances from RTSolutiash RmSolution_SST
to CRTM_RadDown and CRTM_RadDown_SST. Save CRTMutated
surface emissivity to CRTM_SfcEmiss. The abovestp done in
subroutine CRTM_OPTRAN

84



