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FOREWORD

This national evaluation final report presentsaase study and lessons learned resulting from
the examination of the events, challenges, andfathat affected the deployment of the
Integrated Incident Management System (IIMS) in Néwk State. The IIMS system
deployment occurred within a five-borough area e\ ork including: Manhattan, the Bronx,
Brooklyn, Queens, and Staten Island. Initially plec as a two-phase deployment (beginning
with Phase 1 on the highways of Brooklyn, patrolbgdNew York Police Department Highway
Patrols and expanding to Phase 2 in the remainimglforoughs) the post 9/11 deployment was
refined to include both phases. The system has dygerating across all five boroughs of New
York City since March 2003, with additional IIMS itsbeing deployed continuously since that
time.

The initial IIMS deployment focused on incident rmgeament, including the deployment of new
technologies that improve emergency response dépesbiln particular, emphasis is placed on
information exchange and data sharing, and fatiiggahe coordination of incident response
management activities. In the second phase, indiep¢mvaluations were conducted to
document lessons learned; collect and analyze digid on a “before” and “after” project basis;
and to identify benefits realized during the fiejgkrational tests.

This Final Report presents the findings of the petelent evaluation of the IIMS project. This
report encompasses the IIMS evaluation initiatedlea®PAS | Contract Number DTFH61-96-C-
00098, Task 9818, completed in April 2004 and cared under IPAS IDTFH61-02-C-00061,
Task 61016. The reason for the extended evalupgond was to enable the IIMS system to be
assessed as a mature system. While 1IMS is na@t gedduction system, the system is being used
on a regular basis in multiple uses by various aigsn Several system enhancements are nearing
deployment, and when deployed, will enable lIM3nove to a production-level system. The

IIMS system has matured to the point where theolesgearned and benefits realized are
sufficient to successfully complete the evaluation.

The purpose of this document is to report a conthexaluation and case study analysis of the
events associated with the IIMS deployment effand to present lessons learned that are based
on the IIMS Evaluation and IIMS Deployment Teamgderiences. It is anticipated that

reporting on the events and lessons learned magdfeal to other public/private sector
individuals, Metropolitan Planning Organizationsdgurisdictions who may be considering a
similar deployment effort.

This document supersedes an earlier report ornuthjed.
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EXECUTIVE SUMMARY

Introduction

The Integrated Incident Management System (IIMSYéw York State is a real-time incident
management system that enhances the incident nmrapagprocess through improved
communications among the participating agendiés. IIMS project is under the overall
direction of the New York State Department of Traorsation (NYSDOT) Research and
Development (R&D) Bureau, with direct oversightahgh NYSDOT's Region 11 Office. The
NYSDOT'’s Office of Information Services (OIS) isgmiding technical support at the State
level, and the New York City Department of Informoat Technology & Telecommunications
(DoITT) is doing so at the city level.

Current IIMS users represent many of the City'poese and highway community. At the State
level, NYSDOT headquarters and Region 11 officeurats in New York City (NYC), and
NYC’s DOT, Police Department, Office of Emergencamdgement, Fire Department,
Emergency Management Services, Department of Sianitdepartment of Environmental
Protection and the Metropolitan Transportation Aty Police all participate and have mobile
and local units.

The IIMS deployment area includes the freewayf@five boroughs of New York City.
Approach

Initially, the expectation was that the informatexchange facilitated by IIMS would lead to
faster incident clearance times, reduced secorwiasy risk, and operational savings for the
incident responders. Therefore, the initial evatumatnethodology focused on identifying the
general benefits of the IIMS deployment througteaegal, comparative “before” and “after”
comparison of incident management metrics such@adant duration, mobility, response time,
on-scene time, and incident verification time. Bwaluation team immediately noted it would

be difficult to assess these metrics in the “béfecenario; hence, they focused on developing
case studies using existing metrics from [IMS drahtconducted focus groups to assess how the
system had affected the incident response and reareag process. Time savings were then
identified for the “before” and “after” cases.

After the initial focus groups had been conducteddadway damage incidents and the draft
Final Report produced, the Statement of Work ferdkaluation was revised so that the focus
became identifying specific benefits by incidengeyAt this stage in the evaluation however, it
was truly difficult to ascertain the “before” andfter” effects of IIMS, especially for particular
incident types because the complexity of the fapoasip/Delphi panel process precluded its use
in the later stages of the evaluation. In this vilayas difficult to expand the evaluation to
additional incident types.

As the evaluation concluded and the IIMS systenelbpers began the deployment of the Web
services version of IIMS, though, the general biemetemed stronger as they related to the

New York Integrated Incident Management System Final Report 1
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increased inter-agency collaboration and the piatiegatd existing use of archived data, as
opposed to shortening the duration of a particyiee of incident. The lesson learned the
Evaluation Team took away from this experience twasove forward with the promising
conclusions offered by the stakeholder and usarggcas they are also powerful in expressing
how the system is actually being used and the uhlaiethe stakeholders currently see in IIMS.

Therefore, this evaluation report presents the tadine results from the initial roadway
damage case studies, as well as other quantitaisudts on IIMS system usage, incident
durations, and lane closure durations. In an eftoexpand the evaluation to include additional
incident types, the team did evaluate a segmeinicafent records for tractor trailer, debris spill,
and fuel spill incidents to investigate certainident management metrics such as incident
duration and lane closure duration. Lastly, thdweatson also includes anecdotal and qualitative
results on innovative system usage and the quaéthenefits that local system stakeholders
have recognized.

Findings

While the Evaluation Team initially focused on qgtitive conclusions, the recent system
upgrades have highlighted a number of key qualgdindings. The Evaluation Team
considered these findings to be of equal or greatgortance than the quantitative analysis
results. Therefore, this report provides a mix @hbguantitative and qualitative findings. At a
high level, there were eight key findings (moreadlain these can be found in section 5 of this
report):

1. IIMS Stakeholders consider the deployment ta baccess. They have concluded this
success by measuring a consistently large creafiogcords among agencies. In
addition, IIMS is “mainstreamed” as an operatiosyagtem by the NYSDOT OIS and the
NYC DolITT.

2. The Web services IIMS system has been desigitbccast savings in mind. The Web
services version has resulted in server consatidaghich resulted in significant cost
savings. In addition, report creation will be sugied by archived incident data.

3. The evaluation case studies have identifiegsdns where IIMS can improve incident
response operations:

a. Reduction in roadway damage incident duration.

b. Reduction in incident verification and commuigas times.
The evaluation case studies have shown the toatéar [IMS to improve mobility.
IIMS has the potential to improve traveler aesjpponder safety:

a. Reduction in exposure times for responding persio

IIMS has the potential to provide energy andremmental benefits.

[IMS has improved the incident management docuat®n process, especially in three
areas:

New York Integrated Incident Management System Final Report 2
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a.
b.
C.

Unit activities.
Record-keeping activities.
Monitoring activities.

8. IIMS has improved the post-incident analysiscpes through the provision of a

centralized database of incident records and thréloig maintenance of archived records

(under the Web-services version), which allow fatividual agency and State-level
report creation.

These findings are mapped to the original evaladtigpotheses presented in Table 1.

Table 1. Evaluation Hypotheses and Findings

Goal

Hypothesis

Finding

Evaluate the
incident
management
effects of the
IIMS

[IMS will result in improved incident
response.

Finding 3: The IIMS case studies
successfully identify situations where the
use of IIMS has the potential to improve
incident response operations.

[IMS will result in improved
communications.

[IMS will result in improved coordination
of resources.

Finding 8: IIMS improves the post-incident
assessment/evaluation process.

Evaluate the
transportation
system
performance
effects of the
[IMS

[IMS will result in improved mobility.

Finding 4: The case studies identify how
the use of IIMS has the potential to
substantially improve mobility.

Evaluate the
energy and
environmental
effects of IMS

[IMS will result in energy and
environmental benefits.

Finding 6: IIMS has the potential to provide
Energy and Environmental Benefits.

Evaluate the
safety effects

IIMS will result in increased traveler
safety.

Finding 5: IIMS has the potential to
improve traveler and responder safety.

of IIMS. . o

[IMS will result in increased worker

safety.
Assess the [IMS will result in better incident Finding 7: The use of IIMS has resulted
process management documentation. in better Incident management
improvements documentation.

and institutional
impacts of the
IIMS.

[IMS will improve evaluation and
assessment of the process and its
performance.

Finding 1: IIMS has been considered a
successful deployment (by stakeholders).

Finding 2: IIMS was deployed in a cost-
effective manner.
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Lessons Learned

The deployment of IIMS has been ongoing for sewgals. During this time, system
stakeholders noted several deployment lessonsaléaiithough the IIMS deployment is
considered successful, some of these lessons tedlustrate how the ITS deployment process
can be painstaking, detailed, and lengthy. Theolestearned also illustrate some key aspects
that have led IIMS to become a system that is mated into normal operations and one that has
maintained consistent usage for several years.

First, it was important that the system was devadopsing standard agency system
development processes. This ensures that the sygtemeet agency standards and
operating requirements, and that the system witheastreamed into agency
Information Technology (IT) services and prograthsis ensuring ongoing operations
and maintenance support.

Second, it was critical that high-level managensempiport be obtained for system
development. This would ensure that system devedopmvas supported by and
integrated into existing IT resources and programtisin an agency. This action also
would provide an incentive to other user agen@gzdmote system deployment and
integration to a priority level.

- It also was important to involve users in discugspstem requirements and
enhancements, and to ensure that this is ongorogghout the system development
process. As an added benefit, user feedback cedlent a periodic basis once the
system is operational eventually warranted a nesvemasable version of the
application. This type of involvement provided anwe for users to take ownership of
the system, and ensured that the system wouldeaped to meet user needs, thus
ensuring that over time, a consistent or increaksngl of usage is realized.

- System developers have realized that the systehopélate more effectively if the
list of users is maintained and frequently updaiduls should help maintain the
system units, ensure that all users have the niosnt training, and ensure that
usage remains consistent within all agencies.

Third, the IMS deployment benefited immensely fromter-agency collaboration.
Through discussions on IIMS, agencies were brotaggther and further improved
communications and relationships through projetviéies such as table top exercises to
identify requirements and needs.

Last, IIMS stakeholders recognized that the devakaqt of the initial system could have
been delayed by trying to implement a formal orgational structure too soon in the
process. The establishment and execution of Mendaraa of Understanding (MOUS)
will likely be significantly easier for the IIMS akeholders to achieve now, as all
stakeholders are aware of the fact that IIMS is deployed and successfully
operational.

- Stakeholders now feel that establishing a fornrakstire such as MOUs will likely
make further system enhancements easier to “sefltakeholders who are aware that
their implementation will significantly improve agss to IIMS. This demonstrates the
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importance of showing the benefits of system uggotential users, which in turn,
obtains further stakeholder buy-in and support.

In general, IIMS benefited from its “grass root&€gmning and initial positive attitude by all
involved. The IIMS users also determined that aghgelongevity through more formal
organizational structure/roles may be needed tarersontinued and expanded use of [IMS.

Conclusions

The following conclusions were reached as the exmn was completed. Many of them reflect
the positive nature of the deployment and the systsuccess.

« Conclusion #1: IIMS provides Interoperable Real-Tme Communications.This
interoperability will continue to expand with themloyment of the new Web Services
version of IIMS. Without question, the key potehbanefit offered by IIMS is the
deployment of an interoperable communications systé&h real-time exchange of data.
IIMS has addressed what has been a significan igithe responder communithe
lack of interoperable communications. With IIMSspender agencies at both the State
and New York City (or in other regions municipaduaty, other local government
agencies) are able to communicate directly andheseystem to coordinate incident
response activities.

« Conclusion #2: The Integrated Incident Management stem can be considered a
successful deploymentIMS is being used by multiple users from multiplgencies, as
summarized in section 3 of the report. These wmersontinuing to create thousands of
[IMS incidents on an annual basis and have alsamdgd the use of IIMS to support
highway maintenance activities in the New York Qagion. Responders routinely take
pictures of and create incidents related to maartea activities such as damage to
roadside infrastructure such as guard rails antss@nd also the identification of
potholes and other roadway required roadway repairs

« Conclusion #3:1IMS has been “mainstreamed” as an operational sysim as
technical and operations support for IIMS is beingprovided by the NYSDOT OIS
and the NYC DolTT. What this means is that funds needed for operatiads
maintenance support are included as part of Dola@ht OIS’s overall IT program
support activities and technical support is beiraygled by staff from both
organizations. This incorporation of IIMS suppatioi OIS and DolTT operations
addresses what is consistently a major issue rd@ploymentsidentifying and
securing the dedicated sources of funding and teahsupport needed to keep
deployments operational.

Recommendations

Based on the positive nature of the preceding csiahs, the Evaluation Team provided several
key recommendations for the Joint Program Offi¢@R0) consideration as they relate to the
continued monitoring of IIMS as future enhancemeanémade.

New York Integrated Incident Management System Final Report 5



Executive Summary March 2007

Also, due to the system’s continued use and sugcitesay be prudent to provide some outreach
on the system’s success and lessons learned.

Following are the recommendations offered:

- Recommendation #11t is recommended that the project partners caetio provide the
JPO with information on overall use of IIMS by agg@and number of responders, and
that this information include appropriate trendlgses. In addition, as the use of IMS
expands, the data available for analysis will belmmicher and the possibility of
guantifying direct IIMS impacts more feasible. THeO may wish to provide support for
further quantitative analyses when the JPO ancprgartners agree that IIMS use is at
a point and data availability is such that a sysitmpact assessment may be feasible.

« Recommendation #21t is therefore recommended that the JPO contioueonitor
IIMS deployment to determine if further evaluatmnassessment would be of benefit to
the Public Safety Program. The JPO should congidrfiding other states and regions
with information about the IIMS deployment. As mibjgreviously, IIMS has the potential
to provide an interoperable, real-time communigasgstem for incident and emergency
management and addresses a major need of the desmmmmunity.

+ Recommendation #3it is therefore recommended that the JPO develtreach
materials summarizing the 1IMS deployment and dgvel plan for making these
available to other jurisdictions.
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1. INTRODUCTION

The Intelligent Transportation Systems (ITS) PuBlafety Program was initiated in 2000 to
“develop and demonstrate innovative proceduredectthologies for more coordinated public
safety and transportation operatioh3.he Federal Highway Administration (FHWA)
recognized that ITS technologies were deployecelgngithout input from the public safety and
law enforcement agencies. To remedy this, FHWAatet the program to establish working
relationships between transportation agencies jgséafety, and law enforcement at the Federal,
State, and local government levels. The goal aféfffiort is to improve coordination of
operations and facilitate the deployment of nevatetogies that could improve public safety.

The initial program focused on incident managemiectyding the deployment of new
technologies that improve emergency response dépesbiln particular, emphasis is placed on
information exchange and data sharing, and fatiiigahe coordination of incident response
management activities. To help meet these progats ghrough the ITS Public Safety
Program, FHWA is funding a series of national Fi@lgerations Tests (FOTSs) in different
regions of the country, which are designed to:

« Develop interagency working relationships betwédengublic safety and law
enforcement agencies and departments of transjportatimprove the coordination of
incident response and management activities.

- Develop and test new technologies to enhance #idinee exchange of communications
and data between agencies, and between field apdtdh operations.

A key component of the FOTs was to conduct indepenhdvaluations to document lessons
learned; collect and analyze field data on a “fand “after” project basis; and identify FOT
benefits. The New York City Integrated Incident Mgement System (NY 1IMS) FOT, one of
the first such tests to be funded through the IUBliP Safety Program, also was selected for
independent evaluation through the Joint Prografic€$ (JPO) ITS Program Assessment
Support (IPAS) program. Science Applications Indgional Corporation (SAIC) was selected as
the independent evaluator (Evaluation Team) far pinoject.

This Final Report presents the findings of the petelent evaluation of the IIMS project. This
report encompasses the IIMS evaluation initiatedlea®PAS | Contract Number DTFH61-96-C-
00098, Task 9818, completed in April 2004 and cargd under IPAS IDTFH61-02-C-00061,
Task 61016. The reason for the extended evalupgond was to enable the IIMS system to be
assessed as a mature system. While 1IMS is na@t gedduction system, the system is being used
on a regular basis in multiple uses by various aigsn Several system enhancements are nearing
deployment, and when deployed, will enable lIM$nove to a production-level system.

However, the IIMS system has matured to the pohre the lessons learned and benefits
realized are sufficient to successfully completedhaluation.

1ITS Public Safety Program Website, last accessatM13 2007:
<http://www.itsdocs.fhwa.dot.gov/pubsafety/what_tspub.htr.
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2. IIMS PROGRAM OVERVIEW

The IIMS is designed to allow real-time transmigssod accurate data about the location,
severity, and impact of an incident to secondaspoeders with the New York City Department
of Transportation (NYCDOT). The intent of this ré@he information exchange function is to
enable the NYCDOT to dispatch appropriate equipmeptied to respond to an incident without
also dispatching field Supervisors to the incidgtg to verify what the secondary response
should be. Initially, the expectation was that thiermation exchange would lead to faster
incident clearance times, reduced secondary cralshand operational savings for the incident
responders.

Funding for the project was provided in part by th&. Department of Transportation
(USDOT). This funding was used to equip the NewKkY@ity Police Department’s (NYPD) first
response (NYPD) and NYCDOT’s Office of Emergencgpmnse (OER) “second-response”
vehicles and to augment existing dispatch facditiehe USDOT’s participation enabled the
FOT to expand to the NYC Department of SanitatdMCDOS). The NYCDOS assumes
responsibility for incident cleanup and deploymeintepair crews during evenings, weekends,
and holidays, when the NYCDOT OER is off duty.

2.1 1IMS Project Background

The IIMS project is under the overall directiontié New York State Department of
Transportation (NYSDOT). The project is under therall direction of the NYSDOT Research
and Development (R&D) Bureau, with direct oversitiibough NYSDOT’s Region 11 Office.
The NYSDOT's Office of Information Services (OIS)providing technical support at the State
level, and the Department of Information Technol@ggroviding the same for New York City
Department of Information Technology & Telecommuations (DolTT). Current IIMS users
include:
« NYSDOT:
- Region 11 Traffic Management Center (TMC).
- Region 11 Office.
- Albany.
+ NYC Department of Transportation.
« NYC Police Department.
+ NYC Office of Emergency Management.
« NYC Fire Department / Emergency Management Ser{EpS).
+ NYPD Emergency Operations Center.
« Metropolitan Transportation Authority Police.

+ NYC Department of Sanitation.
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+ NYC Department of Environmental Protection.

The IIMS deployment area includes the freeway$fi@following five boroughs: Manhattan, the
Bronx, Brooklyn, Queens, and Staten Island. Injtiplanned as a two-phase deployment
(beginning with Phase 1 on the highways of Brookpatrolled by NYPD Highway Patrol (HP)
Unit 2 and expanding to Phase 2 in the remaining f@roughs) the post 9/11 deployment was
refined to include both phases. The system has dygerating across all five boroughs of New
York City since March 2003, with additional IIMS itsbeing deployed continuously since that
time; as an example, over 10 units were put inteice during 2006 alone. The total IMS
coverage is shown in Figure 1.

Staten
Isiand
Phase 1
: . Phase 2
e —

Source: IIMS User Training Manual

Figure 1. IIMS Deployment Areas.

2.1.1 lIMS System Description

[IMS is a real-time incident management system d¢méiances the incident management process
through improved communications among the partteigaagencies. Real-time, rich
communications increases situational awarenesg@snation is passed in text and image form
from the personnel on the scene, to dispatch fi@siito a regional operations center, to key
emergency response leaders. The system is coltalgrallowing the participants to leverage
information in the development of incident-specdjmerational strategies.

Communications are facilitated by the deploymentioéless, mobile computers in incident
responder vehicles equipped with Global PositiolBggtem (GPS) transponders as shown in
Figure 2. The computers in the field include irded systems that complement the operational
environment using push button screen displays tkertfze IIMS easy to use for operators, while
ensuring the flexibility to adapt to new and undsiilcumstances.
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IIMS is organized around one or incident managerenters, or one or more stationary
workstations or “centers”, also known as “localtayiiand to the NYPD’s TMC. A local unit is
comprised of a workstation computer, display, keydpand mouse. Each center can also have a
remote unit, which is a workstation located withipartner agency location outside of an

incident management center and can be a virtual logt. All IIMS units require authorized

users to log in with a unique user name and pads. @&n overview of the IIMS operation and

how the partner agencies are involved is showngorg 22

NYPD
Highway
District CMD,

NYPD Highway
Ptrol

NYPD
Traffic Mgt.
Center

NYPD
One Police
Plaza

NYCDOT
Emergency Yards
Response
NYSDOT
Transportation
Mgt.Center
DSNY Yards

NYCDOT
Transportation
Mgt.Center

Metro Transit

Authority

FDNY/EMS

Source: IIMS User Training Manual
Figure 2. Overview of the IIMS Operations and Parher Agency Inter-Relationships.

The field units, known as “mobile units,” consi$teocomputer with a touch screen display,
keyboard, and digital camera (see Figure 3). Theilmanits are integrated with digital imaging
systems that allow the on-scene responder to tiatisenractual on-site conditions to dispatch
centers (who assign and allocate resources), atie toperations centers and senior leaders
(who formulate and implement incident managemeategjies to mitigate negative impacts).

Computers in the incident management centers aperaf network to provide access to stored
information for facilitating the command and cohfoocess. Geographic Information Systems
(GIS) and satellite imagery provide instant ac¢edbe location of key points of interest. These
items may include: utility and rail lines; locat®for staging areas; proximity to schools and

2]IMS Local Unit Training Manual, Calspan — Univeysat Buffalo Research Center, Inc., January 2p8ge 2.
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neighborhoods and associated evacuation routespates that can be used by incident
responders.

A breakdown of the number of units is presenteskiction 3, IIMS Usage.
Data communicated from the on-scene (mobile umtsyides:

+ Incident location.
« Incident type and information needed to dispatehptoper equipment.
« Photographs of the incident scene.

Data from the center or local/unit is typically peent incident response information such as
which equipment was dispatched and expected tinagrvial. Both the local and mobile units
can provide and enter pertinent traffic informatisach as which lanes are closed when the
incident is cleared.
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2.1.2 Creating an IIMS Incident Record

A typical IIMS incident management sequence caitilstrated using the following mobile unit
example, which is a composite of actual IIMS inaideand the associated data. The screen
views are similar for a local unit creating an demt or adding data to an existing incident;
however instead of a “Quick Data” tab to begin ingilaée incident data entry, a local unit would
either open an existing incident (to add datapbfoW an Incident Creation “wizard,” which is
shown in Figure 4. The remaining tabs to enterrmftion are generally the same.

JIMS Incident Data Management Congole
File Incident Pictures Options View H
e N ApeT
EreatingiiNewdlincident
= e
Incident NP1 wnigent Tabls 155 G
B Ack| ¢8| Ini | Pic [PMR]_ 1D Mumber | State | Time Opened | MUl
Create New @ _‘E\JD ?ND 1 .ﬂ Mo ‘NVPD:TMCi}_ZS ‘C_)p.en .DMDSI?DS 1734 ﬂll. 1 ! .Nu ] R-2483: 2479 VICTORY
[V Mo Mo @ (Mo MYPD_TMC 224 [Open 0410505 17:26:05 Accident Mo Mo | OHRBACH LAKE SH...
Qp‘ [ 0 Mo RWPD_TMC 223 Open  D4DSIOS1T:21:44 Accident Mo Mo L-201:208 83RD
3 v 0 Mo KWYPD_TMC 223 Open (04/05M511:21:13 Accident | 1L-B30S1;53069 WO,
g [ 0 Ho WYPD_TMC_221 (Open |04/0410517:21:20 | Accident
L BERLGERLLE ¢ Creation Wizard
OK [# 0 Mo WYPD_TMC_
N ) 0 me wveomc. Set Location -
cancel |12 o ho [vRDTMC Please set the location of the incident on the map
¥l 0 Mo NYPDTMC.
I} 0 Mo [WPD.TMC - S
v 0 Mo RYPD_TMC T
= o |No ¥PDTMC, Borough: Brooklyn ¥ | Closest Mie Marker:
= 0 Mo NYRD_TMC. i, Street [BOE ~ | [ Eyiass [ Lanchiark
SEIRN 0 Mo NYRDIMC_ Crass Street. [MANHATTAN J[ave =]
v 0 Mo WYPD_TMC. s
2 0 Mo NYRD_TMC. ‘ BOE and MANHATTAN AVE b \
Flickanods [ scacn || Loadonmap | Set Location
| tocsistateiopen W
Status: Incidert cetected -
Locatiar:
‘Set Location:
- Tow Roadway Dan
ouble Basin
Features Flathed Eritige/OPass ; -
Back o= 1
Ly Dty i | <o || 0 =N
Miew i Etandard Exp. Jaint
- ” othole oveable Bartier pit Open
Shifted Plate -head Sign Yes
Solid Barrier anc Barrel
Spill Road Weather Road Closed Other
ntireeze Fiooding Ful 8 15/Crime ‘ Ho Selected AS No
ehris Fogy Fart fime Scene
iesel ce Fire
asolie Lines Down Injury
Hazwat EVErE. Fin Jaok
iearhy Basin Ao Fropetty Only
il [Trees Down

Source: IIMS Software Screen Capture

Figure 4. Local Unit Incident Creation Wizard.

Incident Description

A tractor trailer overturns on one of the IIMS cos@ freeways and spills hazardous material
(Hazmat) onto the freeway. In the crash, therarqueies and there is roadway damage in the
form of guardrail damage. The first IIMS-equippedponder (an NYPD HP Officer) on the
scene immediately calls for backup for traffic mgeraent. Once the patrol vehicle is parked, the
Officer logs into the system and generates theeacsown in Figure 5 that enables the selection
of incident type. This “Quick Data” tab allows tmétial selection of the incident type.
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© 1M Incident Data Managenent Console - Yersion {Development) - User leveld, Uril 1 =100 x|

Incident: NYCDOT_OER_1162: ASTORIA at /23RD45TH. .. m
SEAUE|Ep] Quick Data [RibHires||Detaled Dat| MEssaaing|

Incident Type?

Accident Other Emergency

Disabled Only Non-Emergency

Unfounded
{10-90}

Source: IIMS Software Screen Capture

Figure 5. “Quick Tab” Incident Type Selection Scren.

Once the incident type is selected, the systemnaatioally creates a GPS record of the
responder’s location (the blue circle highlightadrigure 6). Since the satellite image is a file
image, the incident will not be seen in this frame.

With the immediate situation under control, thepmgler can annotate the location of the
incident scene on the GIS system using the satatliagery (the red triangle highlighted in
Figure 6). This enables the responder to identifical information such as which side of the
roadway is impacted and location of the incidentt@roadway, such as shoulder, on the road,
and which lane or lanes are affected.
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1185 Incident Dats Management Console - Yersion (Development) - User leveld, Unik 1
.
Paoirt
I Property Only '
e N
[ Injury
~ Pin Job i | e
5
Center
Pan
Zoom In
| i | Zoom Out
Blocking A | Off-Road = | il
Send = << Cancel

Source: IIMS Software Screen Capture

Figure 6. IIMS In-Vehicle Screen Reporting Inciden Type and Location.

The Officer is then able to leave the vehicle gmor@ach the scene to enable Fire and EMS
vehicles and personnel access to the injured. Wéldigital camera, the Officer is able to
photograph the extent of the spill (as shown irufegr) and to document the type of material
using the push button incident display screen mtesein Figure 8. The Officer is also able use
the mobile unit to store and view all pictures ns@e complete coverage of the incident and
maintain an incident photographic log.
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Source: IIMS Software Screen Capture
Figure 7. IIMS Storage Log Containing Digital Images.
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Source: IIMS Software Screen Capture
Figure 8. IIMS In-Vehicle Screen Providing Incider Details.
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Once backup traffic management support arrivesQOtifieer is able to download the images and
label them with text captions that describe theagion. The Officer submits the images
instantly, making them available to the operatiand dispatch centers (i.e., local units) as
shown in Figure 9. Subsequently, environmentalagedprs are able to dispatch the proper
equipment quickly, and the emergency managememgrcsmable to quickly scan the area for
neighborhoods, schools, and hospitals.
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% F wsioen v Chie sibsn e
£ Wen T ae e AT

8N
.
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Source: IIMS Software Screen Capture

Figure 9. IIMS Center Screen with a Quad View of Rlevant Information
Including Digital Images and Captions from the Sceea.

Evacuation routes are planned and forwarded to NYR&ging areas are designated, and an
evacuation corridor is prepared as indicated iifegd 0 (blue and green polygons drawn on the
satellite image). NYPD escorts are dispatchedad Emergency responders to the site using the
opposing lanes.

The NYPD TMC is able to post messages on the Dynahaissage Signs (DMS) indicating the
lane closures and contacts neighboring statesviseathotorists in advance, allowing them to
make alternate route or mode selections as depictedure 11. As the individual activities on
scene are completed, Fire and EMS personnel depatitonmental cleanup is completed on the
affected roadway section; tow and recovery opematare completed, thus allowing one or more
travel lanes to be reopened. A new report on lgatesis transmitted throughout the 1IMS
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network allowing updates to traffic management gland plans to restore normal operations,
including the return of evacuees.

Source: IIMS Software Screen Capture

Figure 10. IIMS Screen Showing Access/Evacuationdates and a Staging Area.
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Source: IIMS Software Screen Capture

Figure 11. IIMS Center Screen Showing Lane Status.
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2.1.3 Recent Upgrades

[IMS was initially deployed using a Common Obje@drest Broker Architecture (CORBA), an
openly distributed object computing infrastructugh each agency having its own IIMS server.
A total of eight servers were deployed to suppdts. In 2004, the NYSDOT OIS began to
integrate ITS into the Department’s overall IT fdam. At this time, a study of IIMS was
conducted, resulting in a June 2005 decision tbogdfMS as a regional system, with

NYSDOT operating one server in Albany and NYC Doldgerating one server in New York
City.

In addition to consolidating the number of servMS also was transitioned to regional
databases. Since Oracle had been the NYSDOT sak#tads choice for many years, its use was
mandated. This required transitioning IIMS so ithabnformed to New York State database
standards for naming configurations.

Moving to the regional server-centralized datalzaseept has several benefits. In the previous
model, each server required an Oracle databasesécat a cost of $40,000, to enable data
sharing within IIMS. By changing to a regional gystusing two servers, a total of eight Oracle
database licenses were no longer needed, resintangost savings of $320,000. In addition,
since there are only two servers to maintain, theedower maintenance costs. These operating
and maintenance costs have been mainstreamedheddvtC DolTT budget, freeing up more
time and budget for training and other commitmeAssthe system grows, it also will be easier
to expand the cluster in New York City as IIMS usagcreases. Using Oracle as the backbone
of the regional databases also will provide a regeneration capability for each agency in a
format to which they are accustomed. Although daigability is not yet fully operational, it is
planned for full deployment in mid-2007.

With these new changes, IIMS now operates a diggtbmodel using client-server architecture,
as shown in Figure 12, which illustrates the cohoépegional servers using regional databases.
In converting IIMS to a centralized system, systiwvelopers had begun to move IIMS from
CORBA to HyperText Transfer Protocol over Secureksts (HTTPS) to pass the data using the
totally open Institute of Electrical and Electramiengineers (IEEE) 1512 protocol. This allows
IIMS data to pass from client to server using HTTd®8nections to provide security. This
upgrade was planned then re-deployed to coincitietive centralized servers and database;
together, these upgrades to IIMS are known as\Web“services” version of IIMS. This

version’s capability increases access to the syatammakes it easier to link IIMS with other
systems used by the local agencies.

To access the Web services version of IIMS, awseneed a Web browser as opposed to
having the IIMS application loaded and installedtlom user’s individual hardware. The Web
services version requires a Web browser, authoused name, and password for registered
users to gain access. Therefore, users could palte@tccess via wireless handheld device,
permitting the entry of additional field data. THisxibility in connectivity would also allow
mobile users to enter incident data directly fréma $cene, without returning to their vehicle.
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Source: IIMS Software Screen Capture
Figure 12. IIMS System Architecture.
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The initial deployment of Web services will provittead only” functionality for the Web
browser in addition to current users who are emgediata using the IIMS application installed in
existing hardware. The functionality enabling dat#éry using the Web browser will be a future
enhancement.

Operating the Web services version of IIMS with @rmcle backbone provides robust data
management and backup capabilities, along withigpert generation capability previously
discussed. In addition, the SSL virtual privatenogk (VPN) client architecture has increased
the IIMS session time-out period to 8 hours, whe@avious versions would time out several
times during the course of a shift.

The Web services version of IIMS is expected tadmapletely operational during the current
calendar year. The network connection to the systerurrently being tested and the installation
of the client software is being completed at NYSD®@®dth the production server and database
are already in place.

Another upgrade that may occur in the future isube of a NYC-planned wide area network.
This network is being set up by NYC DolTT and igemded to act as a redundant wireless
network covering all of New York City. This netwodoes not require a VPN log in, and will be
set up over NYC DolTT'’s private network. The onbglin that will be required is the standard
log in that users are required to use to accesNY& DolTT’s private network. This network
will operate at a higher speed, which may allowtfar addition of slow scan video, more data,
and more effective transmission. The increasedn@ahcy of such a network improves the
consistency of system operation. This upgradenently being tested by NYC DolTT in lower
Manhattan using the previous version of IIMS.

Lastly, two agenciesNYC Office of Emergency Management (OEM) and thevN&ork Fire
Department (NYFDjare planning improvements to their stovepipe systeothat they may
interact with IIMS and benefit from the data anfbrmation it provides. Although these
improvements are currently paused due to staffgémrthese improvements will resume with
the redeployment of Web services in mid-2007.

2.2 Lessons Learned

2.2.1 IIMS User Group and System Enhancements

As part of the process in planning for the deployhaé Web services, IIMS users were
interviewed to identify additional features thatuldenhance the IIMS system. As a result of
this consultation, a number of additional systetmageements also were identified and are being
added to the system’s functionality. A good exangflthis type of user input included the added
capability for the saving and adding pictures MSIstorage log, and in creating a Help Desk,
which is available to users 24-hours per day, % gy week.

Lesson Learned

It is important to involve users in discussing systrequirements and enhancements, and to
ensure that this is ongoing throughout the systemeldpment process. As an added benefit, user
feedback collected on a periodic basis once thesys operational may eventually warrant a
new version of the application. This type of invatvent provides a venue for users to take
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ownership of the system, and ensures that thersystk be developed to meet user needs, thus
ensuring that a consistent or increasing levelsabe is realized.

2.2.2 Software Testing

NYSDOT OIS uses a two-tiered process for testirityswe releases: testing and production.
This process involves deploying the system in ciifé stages, with additional capabilities being
tested during the testing stage, and the finalimerdseing deployed during the production stage.
In the future, a three-tiered system involvingitegtstaging, and production system will be used
for the development and deployment of Web servidd® test stage will be used for final
customer acceptance and approval. The staging wifidee used to test the system under load
to simulate operation as a production system. Tria $tage will be actual deployment as a
production system.

This process is supplemented by an independerfication process. The process utilized for the
deployment of IIMS followed this model.

Lesson Learned

It is important that the system be developed ustagdard agency system development
processes. This ensures that the system will ngegicy standards and operating requirements
and that the system will be mainstreamed into agérformation Technology (IT) services and
programs, thus ensuring ongoing operations andter@nce support.

2.2.3 Resource Allocation

During the initial phases of IIMS development, NYSD OIS system deployment and upgrades
were delayed due to other commitments and IT wbhks made it difficult for user agency
points of contact to obtain approval and suppaninfhigher management. The decision by OIS
to take ownership of IIMS and conduct the studyhow best to deploy IIMS helped the project
become a priority deployment. This in turn ensured IIMS was provided technical and
operations support by NYSDOT, as well as other agencies. In addition, it was difficult for
system developers to track the “human” side of I&ff turnover in certain organizations
sometimes resulted in malfunctioning units remanmthe field and or not being repaired in a
timely fashion. In addition, staff changes sometiroaused users to not be immediately trained
on the system’s use or staff changes at the mareagdavel resulted in units not being used at
all.

Lesson Learned

It is critical that high-level management suppa@tdbtained for system development. This
ensures that system development will be supposteahtd integrated into existing IT resources
and programs within an agency. This action willtum, provide an incentive to other user
agencies to promote system deployment and integr&tia priority level. In addition, the
system will operate more effectively if the listugers is maintained and frequently updated.
This should help maintain the system units, enthatall users have the most current training,
and ensure that usage remains consistent withagealcies.
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2.2.4 Interagency Collaboration

The IIMS project benefited enormously from inteeagy collaboration. This collaboration
involved New York City agencies as well as NYSD@ther State agencies, FHWA and its
regional office. This collaboration was done withesatablishing any formal Memorandums of
Understanding (MOUSs) between agencies, and insedidl on existing working relationships
and shared needs. The participating agencies #itbadedge that as IIMS becomes more
structured, especially with the deployment of Wetyvies, the next level of structure may
require the establishment of inter-agency MOUsisuee continued operations. In addition, a
more formal program structure may make it easieotdinue operations if a “champion” is lost
within an agency.

IIMS has also benefited from the regional FHWA tielaship with the City and State. Through
discussions on IIMS, agencies were brought togethdrfurther improved communications and
relationships through project activities such ddetdop exercises to identify requirements and
needs. In general, IIMS benefited from its “gra®sts” beginning and initial positive attitude by
all involved. The IIMS users also determined thati@ving longevity through more formal
organizational structure/roles may be needed tarerontinued and expanded use of IIMS.

Lesson Learned

Establishing collaborative inter-agency relatiopshis critical to obtaining buy-in and support
for the development of a system such as IIMS. Waibingle agency may take the lead on
developing the system, as NYSDOT did, involvingusér agencies in the process ensures that
agency needs are addressed. This involvement edsaps a forum for identifying and

resolving interagency differences or issues.

In addition, development of the initial system nhaydelayed by trying to implement a formal
organizational structure too soon in the procest,gs IIMS was not delayed by the process of
developing MOUs. The establishment and executidd©fJs will likely be significantly easier
for the IIMS stakeholders to achieve now, as aksholders are aware of the fact that IIMS is
now deployed and successfully operational. Thism&drstructure will likely make further system
enhancements easier to “sell” to stakeholders wh@waare that their implementation will
significantly improve access to IIMS. This demoatds the importance of showing the benefits
of system use to potential users, which in turnaiols further stakeholder buy-in and support.
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3. USAGE ANALYSIS

This section discusses the following three keydspi

1. The deployment of the physical IMS mobile aaddl units and system servers used by
various agencies.

2. An overview of the usage of the IIMS in the @ngesince it was deployed.
Specific examples of innovative IIMS usage by plarticipating agencies.

3.1 1IMS Units by Agency

When the IIMS project began in 2000, the USDOT faogdvas used to equip NYPD first
response and NYCDOT OER second response vehiclégpaugment dispatch facilities with
local units. After September 11, 2001, the proyeas redefined slightly to reflect the operational
need for fielded capability. As of 2003, IIMS haekln deployed in five operations centers:

« NYPD Highway District Command.

« NYPD TMC.

« NYCDOT OER Operations Center.

« Department of Sanitation of New York Public WorksSNY).
« NYSDOT Joint Traffic Operations Center (JTOC).

Additional units had been deployed in NYCDOT OERurt yards and in vehicles operated by
NYPD HP and OER Supervisor vehicles. Since 2008Slhas been expanded to include
additional operational components (as plannedjoijunction with the system upgrades
discussed in section 1, additional mobile and locéls and system servers have been deployed.
In addition to the expanding the number of [IMStsid other transportation operations within
the City, and the upgrade of the system'’s softwachardware backbone, recent years have
seen the development of a 24-hour per day, 7-dayweek Help Desk and the provision of
additional training to users.

Table 2 summarizes the deployment of units for gaeln by agency and location. Figure 13
summarizes the cumulative deployment of both madoilé local units from the system’s initial
deployment in 2000 through the redefinition of lystem’s scope in 2001 through to 2006, the
last full year of data. In 2000, the system begdh just 4 mobile units being deployed;
currently, there are over 108 total units in ogerat56 mobile units and 52 local units.
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Table 2. Total Units by Agency and Year
Total Total
Agency | Location | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | Local | Mobile
Units Units
Agency HQ 3 3 0
DOT 9 0 9
Mobile
Harper St. 1 1 0
NYCDOT | pobile 4 0 4
NYSDOT 1 0 1
Other 6 6 0
T™MC 5 5 0
Agency HQ 8 7 1
NYSDOT | Other 1 1 0
TMC 1 1 0
Agency HQ 8 4 4
Hwy 1 5 0 5
Hwy 2 4 0 4
NYPD Hwy 3 6 2 2 6
Hwy 5 3 0 3
Other 1 1 1 1
TMC 6 5 1
OEM Agency HQ 12 12 0
DNy Agency HQ 1 1 0
Other 1 1 0
FDNY Agency HQ 1 1 0
MTA PD | Agency HQ 1° 1 0
Total Units 52 56

% There were four NYCDOT mobile units deployed betw&601 and 2003. No information was available to
determine how many units were deployed for eadhede years; therefore, the table shows them islglskeployed

in 2001.

*“DSNY” is the City of New York Department of Saaiion.
® The local unit within the Metropolitan Transit Auirity (MTA) PD is expected to become active in 2@fth the
deployment of the Web services version. This wndirrently on line but with limited access to [IM8e to

firewall issues.
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Figure 13. Cumulative Number of IIMS Units by Year.

In addition to these mobile units, there are a wiaight servers deployed with the IIMS. Each
agency has one server housed at its headquartatslp, with the exception of NYCDOT,
which houses two servers at its TMC. Once the Webices version of IIMS is deployed, these
servers will be consolidated to two, with one ebeimg located at NYSDOT and NYCDOT.

3.2 1IMS Usage Information

3.2.1 Incident Record Creation

During the expanded IIMS deployment, which bega2(@3, user feedback reporting on the
system’s ease of usage became apparent. Withithgidrst 5 months of deployment, the
incident record creation steadily grew, as eviddnod-igure 14.

IIMS Incident Record Creation
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Mar Apr May June
ENYCDOT TMC 1 2 3 0
ONYSDOT JTOC 22 2 4 1
ONYPD TMC 207 161 91 173
ENYPD HP 150 208 340 347
EONYCDOT OER 206 246 198 205

Figure 14. The Trend in IIMS Incident Record Creation Over the First 120 Days
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During these first few years of operation from 260@003, the system matured and the users
became more comfortable with the system. In addiiothe field inputs which dominated the
first 2 years of the system’s operation, TMC pem&bibegan to use the system to record and
distribute key information from non-IIMS source$i¥ expanded the number of records
generated by mobile versus local IIMS units.

Since 2003, additional units have been deployedhgrtire five key agencies and to new
agencies as well. Since 2003, the five key ageii@es continued to lead as the primary
creators of IIMS records. While IIMS usage has legef in the past 3 years (as seen in

Figure 15), it is important to note that the ushgs not dropped off; rather, it has remained
consistent in direct relation to the number of dieeits. In addition, if one agency or department
has created fewer records, the trends indicatdhlbaigency’s mobile or TMC unit has increased
in the number of records created. As an examplengl2004 the NYPD’s HP unit and TMC
created approximately the same number of recorden®the 2005-2006 time period, the
number of records created by the NYPD HP unit deserd, while the number of records created
by the NYPD TMC increased proportionately.
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) [ S
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£ 15.0% =
% 10.0% - T —=
& 50%
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—&— NYCDOT OER —#— NYPD Hwy Patrol NYPD TMC OER Mngmt Center === JTOQ

Figure 15. Trends in IIMS Incident Record Creationfrom 2004 to 2006.

3.2.2 Improved Usage and Data Accuracy

In addition with achieving consistent usage ofItMS, the quality of the records has
continually increased. During the initial deploymehunits, the quality of the IIMS reports was
low, which showed a lack of familiarity with thestgm. One notable example of improved data
quality is shown by reviewing the number of incitteareated by type of incident, as presented
in Figure 16. In particular, the incident type “@dnhded” indicates a false entry, or an entry
where an incident has not really taken place. Qutlre 2004-2006 time period of increased
deployment of both mobile and local units, the éased familiarity with the system’s operation
and increased training practices showed a notaueedse of nearly 3 percent per year in the
number of incidents classified in IMS as “Unfouddeln addition, there was a 3 percent
decrease overall during the same time period imtimeber of incidents identified as “Type not
specified.”
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Figure 16. Incidents Created by Type from 2004 t@006.

Lane Closure Data | mprovements

In addition to improved classification of incidegpe, another significant improvement of the
[IMS system came in 2005, when IIMS users becanetatenter lane closure information.
While lane closure information could be enteredmpio this point, the 2005 improvements in the
lane closure software led the capture of more ateunformation about the time of closure,

time of lane clear, and closing agency could bereqt In addition, IIMS usage facilitates the
improved exchange of information, which appearnsidicate the more efficient closure of lanes.

Since this improved lane closure data has only beaitable since 2005, it was not possible to
assess the efficiency of prior year lane closuteities. Table 3 summarizes the lane closure
activity by the number of lanes closed. From thlséd, it does appear that from 2005 to 2006,
IIMS contributed to a reduction in the percentrafidents with three or more lanes closed from
60 percent to 3 percent; conversely, there was@ease in the percentage of incidents with one
lane closed from 21 percent to nearly 60 percaoimFa traffic management perspective,
however, the impact on mobility with one lane chbsefar less than with three lanes closed.

Table 3. Incidents with Lane Closure

>3 Total
Year/ 1Lane | 2 Lanes | 3 Lanes Lanes Incidents Total
% Closed Closed Closed Closed W/ Closure Incidents
Total
2005 813 N\ 421 268 2,251 N\ 3,753 4,885
% Total 21.7 11.2 7.1% 60.0 76.8
2006 2,251 844 562 112 3,769 4,379
% Total \ 59.7 22.4 14.9% \ 3.0 86.1

Similarly, when looking at lane closure by incidéyge, the improved efficiency in the lane
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closure software is particularly evident with ineids classified as an “Accident” or “Disabled
Only.” Given that these are two of the more comnmmident types which occur, the benefits
offered by IIMS can help to reduce the number nétaand to improve the data captured with
respect to their closure. Table 4 summarizes the ¢dosure information with respect to the
various incident types in IIMS. As noted, withirethAccident” incident type, the percent of
incidents with one lane closed increased from geld¥lpercent to 26 percent, while the percent
of incidents with greater than three or more laziesed decreased from 30 percent to nearly 2
percent. For “Disabled Only” incident types, thegamt of incidents with one lane closed
increased from 6.5 percent to 16.5 percent, whtepercent of accidents with three or more
lanes decreased from about 12 percent to lessltpancent.

Table 4. Lane Closure by Incident Type

> £l s | 8| =
Number S |3 % O = S | 508l 52
of Year T [£D -~ o = s |5852| 83
Lanes 3 |O0¢g o @ | E |[Feg| F©
Closed = 7 8 Vs | g | g% =
ose w 2 ) s £
A\
1 Lane 2005 9.6% \ 25% | 2.5% 6.5% | 0.5% | 0.2% 3753 4885
Closed
2006\ 26.1% /6.7% 7.8% | 16.5% | 2.0% | 0.6% 3769 4379
2 Lanes 2005 49% | 1.8% | 1.8% 1.9% | 0.7% | 0.1% 3753 4885
Closed
2006 11.0% | 3.9% | 3.6% 1.6% | 1.9% | 0.3% 3769 4379
3 Lanes 2005 33% | 1.3% | 1.1% 1.2% | 0.1% | 0.0% 3753 4885
Closed
2006 8.0% | 3.0% | 1.7% 1.5% | 0.7% | 0.1% 3769 4379
> 3 Lanes 2005/ 30.3% \ 9.3% 6.4%/ 12.2% \}.5% 0.3% 3753 4885
Closed
2006 1.6%/) 0.6% 0.3%\\ 0.2% 3% | 0.0% 3769 4379

Recent IIMS data reflects a reduction in the peroéfane closures lasting less than 120
minutes, as shown in Table 5. As with the reduciimoimcidents with multiple lanes closed, this
indicates that the execution of lanes closureg®iming more efficient. Short duration lane
closures, especially those less than 30 minuteg repaiesent incidents where a lane closure was
not entirely necessary. Also, a reduction in sldoration lane closures indicates an
improvement in data recorded for lane closures.

Table 5. Lane Closure Durations in Minutes

— | N 120- | 180- | 240- Total
Yea <=10 | 10-30 | 30-60 120 180 240 300 >300 Lanes
% Tptals \ Closed
2005\ 1,382 961 1,034 830 // 357 270 140 1,275 1,382
% TotaN\ZZ.l 15.4 16.5 2 5.7 4.3 2.2 20.4 22.1
2006 @‘G’:ﬂl—_ 791 572 363 279 195 1,703 881
% Total 16.2 12.0 14.5 10.5 6.7 51 3.6 31.3 16.2
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Software improvements specifically related to theording of lane closure data were
implemented in 2005; their success is also evittetite corresponding data. It should be noted
that incidents with lane closures lasting longantB hours actually increased; again, this may be
because the software improvements improved theacgwof the data being recorded. Also, the
use of IMS cannot reduce the severity of incidemtthe likelihood of them occurring.

The past 3 years of IIMS usage also has shownuetied in the number of incidents lasting less
than 10 minutes. When looking at incident datahinfirst few months of operation, the
Evaluation Team members noticed an extremely hagilurmence rate in incidents lasting less
than 10 minutes. In one incident class, “Roadwam&ge,” 40 out 65 records fell into this
category. When the Evaluation Team members reseditbtie cause of this observation, and
determined that a major contributing factor was wueperator error.

When reviewing data from the past 3 years, incsl&adting less than 10 minutes have decreased
steadily, as shown in Table 6. It should be noted the reason for the number of incidents being
significantly less in 2004 is due to a new IIMSsien being deployed in August, which
significantly changed the IIMS data model. Therefarhile it is possible to obtain data for
January to August of 2004, it is extremely labdemnsive to do so. Therefore, only data from
August to December 2004 is reflected in the table.

Table 6. Incident Durations in Hours

_ 2004 2005 2006
Mm/H%/T(E % Total Total % Total Total % Tota >

<= 10 min— 32.8 1,528 24.6 1017 | 232 |
10-60 min 422 29.6 2,380 38.3 1,438 32.8

1-2 (hour) 139 9.8 857 13.8 510 11.6
2-3 45 3.2 307 4.9 256 5.8

3-4 43 3.0 202 3.2 175 4.0

4-5 34 2.4 125 2.0 136 3.1

5-6 31 2.2 88 1.4 103 2.4

6-7 26 1.8 74 1.2 88 2.0

7-8 24 1.7 50 0.8 79 1.8

8-9 10 0.7 58 0.9 59 1.3
9-10 14 1.0 39 0.6 45 1.0
10-15 85 6.0 144 2.3 185 4.2
15-20 24 1.7 84 1.4 64 15
20-24 12 0.8 35 0.6 48 1.1

>24 hrs 48 3.4 249 4.0 176 4.0
Total: 1,425 6,220 4,379
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3.2.3 Future Report Generation Using Archived Data

With the deployment of the Web services versiolidE in 2007, each agency will have the
capability to produce their own reports using aretlidata. There already has been some
experimentation with reports being developed byd&eairDynamics (IIMS Deployment Team).
Using basic Microsoft Access query structure, tleewddopment Team has been able to build
reports showing a multitude of information fromiohent type-specific durations to agency-
specific responder information. Currently, the Depenent Team can create reports on the
following topics with relative ease:

- Responding Agency Report, which contains tableafofmation on:

Summary of incident response count by agency:

= Number of incident acknowledged in [IMS.

=  Number of incidents which the agency was the fosrrive.
= Number of incidents updated in IIMS.

=  Number of incidents closed in IIMS.

Incident acknowledgement times by agency displayedinutes (time of
acknowledgement minus incident creation time inSM

Incident responder on-scene times by agency disglayminutes (time of first
arrival minus the incident creation time in [IM®)sing this table, the IIMS
Deployment Team also has been able to calculatéutaion the responder is on
scene.

Incident last update time by agency displayed inutgs (last update time minus
incident creation time in IIMS).

Incident closed time by agency displayed in mingitesident close time minus
incident creation time in IIMS).

+ Incident Duration Report:

Number of incidents by Duration.

Number of incidents by Type.

Number of incidents with blocking, Quick Data lasiesure, Local Unit lane closure.
Number of incidents by Borough location.

Number of incidents by type and duration range.

Number of incidents with lane closures.

Number of incidents with tractor trailer involventeimcluding the specific number of
disabled vehicle incidents involving a tractor legi

+ Lane Closure Report:

Number of lane closures by duration and closinghege
Incidents with lane closure, by agency and numb&ares closed.
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Lanes closed by mobile or local unit or by agency.
Lane closures by lane designation.

Comparison of local unit lane closure and Quicka@atobile unit) lane closure
usage.

Comparison of local unit lane closure and blockisgge.
Lane closure durations.

« Quick Data (Mobile Unit) Report:

Incident counts by category/descriptor set.

3.3 Innovative Uses of IIMS

As IIMS system usage grows, certain agencies hagarbto utilize the system in innovative
means to assist in their incident management psese®©ne agency in particular, OER, has used
the recently added photo-saving capability to e@@atown internal reports. In addition, as early
as 2003, the Evaluation Team noted that OER hadl Ii/g& mobile units to capture roadway
maintenance projects as a means of tracking opértenance activities. In this way, the llIMS
has assisted OER in its maintenance managemerggs:oc

IIMS stakeholders feel that the deployment of thebVBervices version of IIMS will facilitate
the system’s use as a lessons learned tool fateantresponse. In particular, the Web services
version will help the NYSDOT at the State level argland the incident response process in
New York City; likewise, the archived system daaa provide all IMS stakeholders with a
lessons learned tool for each agency’s (and tlagtnpr agencies) incident management
activities. Should IIMS provide a greater underdtag of each agency’s incident management
processes, this may increase the interoperalfilitithe system already offers its stakeholders.
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4. CASE STUDIES

In the initial evaluation, cases studies were péahior the top three incident classes: Roadway
Damage, Debris Spill and Fuel Spill, and Tractailér. Three Roadway Damage incident case
studies were expanded and executed using theatktiltical Path Method (CPM) and focus
group approach. These case studies were completed)dhe initial 2003 evaluation phase
using data from the first 5 months of IIMS operatio

The three case studies are described in sectiotJdig these studies, the Evaluation Team then
re-assessed Debris Spill and Fuel Spill and Trabtaiter incident information using 2006 data
to evaluate whether similar benefits could be s&hrs evaluation is discussed in section 4.3.

4.1 Development of Initial Case Studies

Initial case study development relied heavily om tise of the CPM, which depicts and analyzes
systems of task activity requests, such as IIM®& CRM method defines the “critical path” as a
set of dependent tasks which take the longestttinsemplete. Tasks that fall on the critical path
are typically called out in activity diagrams. Tégvantage of the CPM approach is that it
reveals the system level impact of incremental owpments within the individual activities that
lie on the critical path.

Focus groups were convened to develop the dat&eeqo support the initial CPM-based
analysis methodology. In the case study focus groapost-IIMS incident record was pulled
and the CPM-based methodology was used to devalaptavity network diagram to support
development of the performance measures of intefas provided the “after” data. To obtain
the “before” data, the participants in the actnaldent were gathered in focus groups to build
the activity network diagram of the same incidenifdt had occurred in a pre-lIMS
environment. Where estimates of activity duratiad ko be made in the construction of the pre-
IIMS case, the groups used the Delphi methiodjenerate activity duration values for use i th
activity network diagram.

To ensure the highest degree of accuracy, the grasipg the Delphi method operated under a
set of pre-defined rules. These rules were uséthibthe scope of the estimating process only
to those activities that were identified as thenany leveraging factors within the [IMS-based
incident management process, and included thewitp

- Changes in the requirement for secondary respomger@sors to travel to the scene

®The Delphi method is a technique used to arrive@immon group position or consensus regardingsareiunder
investigation. This method consists of a serieepéated interrogations, usually by means of questires, of a
group of individuals with expertise in a relatedarwhose opinions or judgments are of intereserAhe initial
interrogation of each individual, each subsequaetriogation is accompanied by information regaydire
preceding round of replies, usually presented ammugly. Each individual is encouraged to reconsided if
appropriate, to change a previous reply in the rextd in light of the replies of other group memsbigom the
previous round. After two or three rounds, the grposition is determined by averaging. The Delpéthad was
originally developed at the RAND Corporation by {Heelmer and Norman Dalkey.
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prior to dispatch of secondary response teams.

- Conversion of the secondary dispatch communicationess from a serial, telephone-
based process to a parallel, data-based process.

« Increased accuracy in the information availablelémtify the required resources.
+ Increased ability to get decision quality infornoatito leadership quickly.

4.1.1 Selection of Incident Types

The Evaluation and 1IMS Deployment Teams seledtedRoadway Damage incident class for
use in the evaluation, as it appeared to be adentitype which may realize a myriad of IIMS
benefits. After this selection, the Teams proceetditl a search method to identify the
individual incidents the focus groups would uséeoive representative “before” incident
duration data. The method included analysis ofribguency distribution of the Roadway
Damage incidents according to the total incidematons as reported in the IIMS archived
incident reports. Figure 17 shows the distributiod the descriptive statistics.

Incident Class - Roadway Damage
(all incident durations)
Distribution of Incident Durations
March 1, 2003 to July 16, 2003

IIMS has led to documentation of the 10-minute
incident — minor damage is noted by field unit and
reviewed by shops and supervisors via IIMS and
referred for routine maintenance. Reduces need to
get supervisor “eyes on”.
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Mean: 27.5 Std Dev: 45.7 Min: 5 Max: 190 Count: 65

Figure 17. Distribution of Incident Durations for all Roadway Damage Incidents.

One of the first things that became apparent reggttiis distribution is the high number of
incidents with durations of 10 minutes or less carefd to what was expected based on
experience. The Team members were concerned thatata may indicate a problem with the
IIMS incident logging system or that there wasrordinately high number of operator errors
taking place in the field. The Team members loakéal this observation by interviewing those
involved in OER operations, resulting in an intéresconclusion: operator error. Those
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guestioned felt there were some cases of operatorie using the system (i.e., not initiating an
IIMS event until the incident was almost over aadrertently reporting the incident as over
when, in fact, it was not). The Team members aiteitd the large number of errors to the ease
and utility of reporting and recording all incideni 1IMS.

Pre-1IMS, an OER responder may have simply notsmdething that deserved a quick-fix
attention, and normally would have fixed it with@@nerating a report. Using IIMS essentially
provided a means to document roadway damage irtsidlest were fixed on the spot or that did
not require emergency repair. OER field Superviseprted that they had, in some cases, used
the system as a tool to record an image of the damaveloping an accountability trail to
ensure that non-emergency work orders were geweaatt that the repairs were made.

Based on this information, the Evaluation and IIBI&loyment Teams identified the
“10-Minute Incident” as a special sub-class andaesd the incidents in the sub-class from the
case study search database. Figure 18 shows tlaetimp the incident duration distribution and
the revised descriptive statistics.

Incident Class - Roadway Damage
(duration greater than 10 mins)
Distribution of Incident Durations
March 1, 2003 to July 16, 2003

This region was selected as the “review zone”
for the case studies used to develop incident

§ 51 data for before/after analysis. The target zone
§ was determined computing the Mean and the
g ‘T A/ Mean plus one standard deviation.
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Mean: 62.2 Std Dev: 58.0 Min: 10 Max: 190 Count: 25

Figure 18. Distribution of the Roadway Damage Inaents
with a Duration of 10 Minutes or Greater.

4.1.2 Description of Specific Incidents

The next step in selecting the case study incideassa line-by-line review of the incidents that
were close to the class mean in duration. The tGbgeof this review was to identify three
incidents within the Roadway Damage incident c{dssation greater than 10 minutes), which
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could be used to generate the pre-lIMS activitywoek diagrams. Two incidents were selected
to represent those with durations between the rapdrthe mean plus one standard deviation.
These were used to generate an understandingtgbiadl” incident within this class. The third
was selected from the extreme high end of the abvigildata to generate an understanding of a
“worst case” incident within this class. The thineeidents, identified as IIMS Incident Numbers
NYPD_TMC_4886, 1593, and 2431, respectively, areflgrdescribed as follows.

Casel: IIMSIncident Number 4886

This incident involved a damaged overhanging skigure 19) on the Long Island Expressway.
The damage was discovered by an NYPD HP Officgrairol. The NYPD vehicle was [IMS-
equipped. The Officer set up a temporary traffintoa plan by closing the right lane in the
vicinity of the sign. The Officer created an lIMi&ident record that reported the NYPD
vehicle’s location and the location of the sigrotigh the IIMS system. The OER mobile at a
location approximately 30 minutes away, was ablestess the damage form the photos and
dispatch a repair crew without traveling to thengcéOnce on scene, the sign repair crew spent
12 minutes effecting the appropriate repairs angeging the lanes.

Source: Viden Capture ngenc}ng_r:l‘}:F'-D . Distribute: ‘r’es_

Source: IIMS Software Screen Capture

Figure 19. Unsecured Overhanging Sign in Incidert886.

Casell: IIMSIncident Number 1593

This incident took place during the evening rusbriamn the Long island Expressway. A large
pothole had opened up on the right edge of the kgle of the 3-lane facility. Near a catch basin
drainage grate, the pothole had caused flat tines ew York State Police (NYSP) vehicle and
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a civilian vehicle. The NYSP Officer notified Newo¥k City officials based on his estimate of
the responsible jurisdiction. OER dispatched a 8uger to the scene. Upon arrival, the
Supervisor noticed that the damaged roadway wasdaudf the city limits and was, in fact, in
the Nassau County area of responsibility.

Realizing the delay and the associated negatiffectflow impacts that would be caused by
shifting the repair responsibility to the countye tOER Supervisor engaged the IIMS system to
generate an incident record that could be usedttoegl-time approval from the New York City
OER Assistant Commissioner for the out-of-jurisidictrepair.

Using GPS coordinates on a GIS satellite photolayethe IIMS allowed the damage location

to be plotted (Figure 20). This provided OER leatlgr with the exact location of the damage.
The on-scene Supervisor also was able to transgiiadmages of the damage (Figure 21) and
articulate an estimate of the repair requiremaffigh the high fidelity information, the OER
Assistant Commissioner was able to authorize thairevithin minutes after the OER
Supervisor had arrived on the scene. The OER Sigpermompleted an emergency repair using
cold-patch and documented the repair using lIM&alignaging (Figure 22). NYSDOT was
advised of the repair and notified of the needoenmanent repair, which could be accomplished
outside the peak travel period.

ol

1IMS Incident Data Management Console - ¥ersion ¥2_4_10 - User leveld
File Incident Pictures Options View Help

| SeiSctlincident @ﬂﬂﬂﬂm@

Find Location)

Set Location:

Source: IIMS Software Screen Capture

Figure 20. GIS Location System Showing Satelliteriage.
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1IMS Incident Data Management Console - Version vZ_4_10 - User leveld
File Incident Pictures Options View Help
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Figure 21. Roadway Damage Next to a Drainage Grate
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Figure 22. Temporary Repair to Restore the Right kane.
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Caselll: [IMSIncident Number 2431

This incident took place during the morning ruskithon the FDR Drive into Lower Manhattan.
At 7:11 a.m., the Computer-Aided Dispatch (CAD)teys alerted the TMC of a missing
manhole cover in the roadway. The first respondes avnon-IIMS NYPD Officer. Upon arrival,
the Officer noticed what appeared to be major siftecture damage in the form of roadway
buckling. This level of damage prompted closuralbfanes in both directions at 7:30 a.m. OER
responded to the scene with a Supervisor in an4gdpped vehicle and made an initial
confirmatory report of roadway buckling. After leag the vehicle, the OER Supervisor
approached the damaged area and began to docuraatarhage using the 1IMS digital imaging
system to provide the engineering shops and skadership with an accurate understanding of
the damage level.

Because of concern over the impact of a bucklirglway, the OER Director contacted the
NYCDOT Commissioner for an information briefing. i@urrently, the news media was notified
of the full roadway closure, and began to repaetititident and its impact on mobility.

Once the IIMS images were received, the OER Diremtaferred with the appropriate
specialties. The on-scene OER Supervisor attenptigtus in on the precise nature of the
damage and to develop the appropriate responselplaimg this process, the images, other
information available on IIMS (such as the locatadrpower and other utility lines), and inputs
from key advisors allowed the OER Director to detiewe that the roadway was not buckling and
he retracted the buckling report. This reclasdiftcachanged the incident management plan,
thereby allowing the immediate opening of all thseethbound lanes and one northbound lane.
OER notified Connecticut-Edison Power personnel@odided them a detailed description of
the damage. OER and NYPD personnel maintained emesicaffic control responsibilities until
the power company repair crews arrived.

4.2 Initial Case Study Analysis

Activity network diagrams were produced for eachhaf three cases using CPM. Once these
diagrams were constructed, each case was analgzertang to the following performance
measures, resulting in reductions in certain intgiddements. The incident elements and how
changes in their durations were calculated are sanmed as follows:

« Overall incident duration: the delta between theftie” and “after” total incident
duration as defined by the incident managementaripath.

« Incident verification times: the delta between ‘thefore” and “after” Supervisor
verification time.

- Dispatch times for participating agencies: thealblttween the “before” and “after” time
when the repair crew was dispatched.

« On-scene times for incident response personnetdha between the “before” and
“after” calculation of time an agency departs mithestime the agency first arrived on
scene.

Non-value added time for personnel from each agenmlved (i.e., wait time): “before”
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and “after” time spent waiting for the completiohaotask by another agency before the
initiation of incident management activities by tigency of interest.

« Exposure time for incident response personnel: @ispn of “before” and “after” time
spent performing incident-related traffic managenastivities. These times were
determined using the following methods, and asstivatea certain period of time (10
minutes) will be dedicated to reporting the sitoatio the TMC and/or the agency
control center:

- For police personnel: exposure time = (on-scene #mO0 minutes) x 0.75.

- OESR Supervision and repair crews: exposure timan=sgene time — 10 minutes) X
0.6.

- The duration of lane closures: comparison of “befand “after” calculation of time
between time lane blockage was detected and tleettiemscene is clear/all lanes
reopened.

421 Case l: Incident 4886

The Pre-IIMS and IIMS activity network diagrams focident 4886 are shown in Figure 23 and
Figure 24, followed by Table 7, which summarizes dhnalysis results. In the activity network
diagrams, there are three distinct paths. The ceatbway primarily depicts, from left to right,
the physical activities that take place throughitisedent management process. The upper
pathway depicts the law enforcement activities @issed with the incident management process.
The lower pathway depicts supervisory activitiest tiake place as the incident management
process progresses.

Incident 4886 presents a case in which there igrafisant portion of the critical path in the pre-
[IMS case time is made up of supervisory activitythe pre-lIMS case, 30 minutes are
dedicated to Supervisor travel time to verify tla¢ume of the damage and to determine the
required resources for dispatch. The digital imggiomponent of the IIMS system allows the
Supervisor to make the required assessments frewifsite location reducing the supervisory
time on the critical path to 3 minutes.

" The factor 0.75 represents the fact that some dimscene will be devoted to duties other tharfi¢crefanagement.
For Police Officers, the assumption is that no mbea 75 percent of the time on scene will be ded/oo traffic
management.

8 The factor 0.6 represents that some time on swithlee devoted to duties other than traffic mamagat. For
repair crews, the assumption is that no more tilgpescent of the time on scene will be devotedatfii¢
management.
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Figure 23. Pre-1IMS Activity Network Diagram Incid ent 4886.
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Figure 24. IIMS Activity Network Diagram Incident 4886.
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The CPM analysis of the “before” and “after” dava Incident 4886 indicated reduction in
several time spans, which are summarized in Table 7

Table 7. Incident 4886 Performance Measures

Categor “Before” Alter” Reason
gory Duration Duration
Overall Incident 93 minutes | 93 minutes | Elimination of the OER Supervisor traveling to the
Duration scene to verify the resources to dispatch.
Incident Verification 36 minutes 3 minutes | Elimination of need for OER Supervisor to travel to
Time the scene to verify the nature of the incident
Dispatch Time for 36 minutes | 3 minutes | Elimination of the OER Supervisor traveling to the
Secondary scene to verify the resources to dispatch.
Responders
On-Scene Times for OER Supervisor: OER Supervisor did not travel to the scene.
Incident Response , )
Personnel 57 minutes | 0 minutes
NYPD Officer: NYPD Officer stayed on scene during the repair to
37 minut 49 minut supervise OER Crew because OER Supervisor did
minutes MINUEES | 16t travel to the scene.
OER Crew: No change — repair time was consistent.
10 minutes | 10 minutes
Wait Time for Each OER Supervisor: OER Supervisor did not travel to the scene.
Agency'’s Personnel ) )
57 minutes 0 minutes
NYPD Officer: NYPD Officer waited for the OER Crew to arrive
. . because OER Supervisor did not travel to the scene.
37 minutes | 49 minutes
OER Crew: Attributed to the reduction of the incident verification
30 minutes | 0 minutes time.
Exposure Time for OER Supervisor: Attributed to the reduction of the total incident
Incident Response 39 minut 0 minut duration.
Personnel minutes minutes
NYPD Officer:
22 minutes | 30 minutes
OER Crew:
2 minutes | 2 minutes
Duration of Lane 1 Lane: Attributed to the reduction of the total incident
Closure . . duration.
93 minutes | 59 minutes

4.2.2 Case ll: Incident 1593

The Pre-IIMS and IIMS activity network diagrams focident 1593 are shown in Figure 25 and
Figure 26, followed by Table 8, which summarized #éimalysis results. In the activity network
diagrams, there are three distinct paths. The ceatbway primarily depicts, from left to right,
the physical activities that take place throughitisedent management process. The upper
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pathway depicts the law enforcement activities @issed with the incident management process,
and the lower pathway depicts supervisory actiwitieat take place.

CER CER
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CER. Center - SUpervisor
Notified firrive and Corfirms NEDOT Y State
Cetection/ Verifies Cutside of Begins g?fl}ce
o OR City Limits ! icer
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Figure 25. Pre-1IMS Activity Network Diagram Incid ent 1593.
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Figure 26. IIMS Activity Network Diagram Incident 1593.
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Incident 1593 presents a case in which there rgfgignt supervisory activity, which requires
coordination between personnel: in the field;hie bperations centers; in positions of senior
leadership within the agencies and the city; anotier external agencies.

In the pre-1IMS depiction of Incident 1593, thesgearvisory activities make up a significant
portion of the critical path requiring 48 minutesrh the time the OER Supervisor becomes
engaged and the time that responsibility for tlogdient scene is turned over to the NYSDOT
crews. The activities taking place to effect thasi-off are voice-intensive communications that
occur among a network of participants. These conmcation patterns are guided by protocol in
the initial notification effort, and they tend tewklop into ad hoc patterns as each participant
seeks to gain a higher level of understanding loymanicating with others. The communication
patterns introduce significant opportunities fosimierpretation, and the potential to extend the
incident duration because they take place on phehgorks primarily in a one-to-one mode.

In the IIMS case, Incident 1593 is not only shoetm duration, but is also changed in its
complexity as illustrated by the significant chamgéhe supervisory time that is on the critical
path. This time was reduced from 48 minutes to I8ites. Further, the communications are
shifted from the voice network and are made ordtta network using images, annotation, and
text messaging. Data communications, particuldmydigital imaging component, reduce the
chance of misinterpretation and provide the memobfktise decision network a common basis

for discussion using messaging capabilities anddore communications.

The CPM analysis of the “before” and “after” dava Incident 1593 indicated reduction in
several time spans, which are summarized in Table 8

Table 8. Incident 1593 Performance Measures

Categor EEIBIE AT Reason
gory Duration Duration
Overall Incident 117 minutes 87 Minutes | Improvement in supervisory communications and
Duration coordination.
Incident Verification 20 minutes 20 minutes | No change: OER Supervisor had to travel to the
Time scene in both scenarios because the primary
responder was not lIMS-equipped.
Dispatch Time for 33 minutes 0 minutes The requirement to dispatch secondary
Secondary responders (i.e., NYSDOT) was eliminated since
Responders the OER Supervisor made use of emergency
repair materials to complete the emergency
patch.
On-Scene Times for OER Supervisor: OER Supervisor spent more time on scene
Incident Response 60 minut 78 minut because he was able to do the required repair
Personnel minutes minutes eliminating the need to dispatch a repair crew.
NYSP Officer: NYSP Officer spent less time on scene as a
60 minut 30 minut function of a shorter time from incident detection
minutes MINUES | 16 the beginning of the emergency repair.
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Category

“Before”
Duration

“Afterﬂ
Duration

Reason

Wait Time for Each
Agency'’s Personnel

OER Supervisor:

OER Supervisor did not have to wait for the State
repair crew to arrive and begin patching.

35 minutes 3 minutes
NYSP Officer: NYSP Officer spent less time on scene as a
] ] function of a shorter time from incident detection
60 minutes 30 minutes

to the beginning of the emergency repair.

Exposure Time for OER Supervisor: Attributed to the reduction of the total incident

ll:?é:rlgce)rr:;gesponse 0 minutes | 40 minutes duration.
NYSP Officer: OER Supervisor had to maintain control of the
38 minutes | 15 minutes scene during the repair process instead of
handing the scene off to the NYSDOT Repair
Crew.
Duration of Lane 1 Lane: Attributed to the reduction of the total incident
Closure . . duration.
117 minutes | 87 minutes

4.2.3 Case lll: Incident 2431

The analysis of Incident 2431 follows a differeattprn. In the previous two cases, the
comparison was made between a pre-lIMS incidentaggment process and an IIMS-supported
process. For Incident 2431, the Evaluation and IIMployment Teams developed the activity
network diagram for the incident as it actuallyweed, with the existing level of IIMS
deployment, where the primary responder was noStdduipped, with results in Figure 27. An
activity network diagram also was developed to skimevcase in which 1IMS is fully deployed
the primary responder would be 1IMS-equipped, wbults in Figure 28. Comparison is made
between the two cases using the same performaitegacused in the other two case studies.
The focus group felt that had this incident takiee in a pre-1IMS environment, the overall 5-
hour duration would easily have been extendedhous or more.

Incident 2431 is a case in which the initial damaggessment is of a severity that dictates
roadway closure for an extended period of timesTéwel of impact brings higher echelons of
NYCDOT into the incident management process andires|that the NYPD TMC initiate a
regional response to coordinate with TMCs in netghiy states. A freeway closure for an
indeterminate period represented a significantspartation event. As a result, this incident
involved supervisory activity across the spectroomf shop chiefs to the NYSDOT
Commissioner. In the processes that supported Hutisdties, accurate and timely information
proved to be the key components of a successfillent management process.

This incident is an example of one in which therany responder was not IIMS-equipped. The
IIMS event was not created in the field, but byastigipating operations center, the NYPD
TMC, who created an incident record to supportiticglent management process. Using GIS,
the IIMS facilitated the process as the TMC andiggating field units and operations centers
identified the location of utility lines in the a®f the incident; planned access routes for
responding personnel; and planned diversion siegemd associated messages for posting on
the DMS on local and regional freeways, and for imédoadcast.
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As with the other case studies, the incident agtivetwork diagrams present three distinct
activity paths. The center pathway primarily depidtom left to right, the physical activities that
take place through the incident management pro@éssupper pathway depicts the law
enforcement activities associated with the incideahagement process, and the lower pathway
depicts supervisory activities that take place.sBh®upervisory activities make up a significant
portion of the critical path in the existing lIM@ployment case requiring 36 minutes from the
first reports of “buckling” until the “buckling” ngort was retracted. In a case where IIMS was
fully deployed, this time could be reduced to 2humtés. Like the previous case study of
Incident 1593, there is a positive impact of th@riaved communications associated with [IMS
in both time and situation understanding by altipar

In Incident 2431, the importance of these two pasiimpacts is magnifiedunlike the single

lane closure in Incident 1593, this incident invem\closure of all three travel lanes in both
directions. This incident demonstrates that théezaan IIMS-equipped vehicle can get on
scene, the quicker the coordination and decisitiviges can take place, thereby minimizing the
potential for decisions that have large negativeaats on regional mobility.

MYPD Mon- [IMS CER regoonse
1IMS vehicle vehicle arrives COFR Director views
or-scene reports “Buckling’ 1IMS images, CON-ED NYPD
CER S ; confers w/ CER arrives and  Officer
rotified [:I:))ir::dci)g staff, refracts takes the  departs Scere Clear
voice report of [IMS vehicle  PHeKING” report, scere Lares Open
CAD “Buckling” tr;;ngaﬁ?ed notifies CON-ED
Motification I CER
Fesponder
departs
«
OER Director e e e e
cortacts
NYCDOT Commissioner OER Director
with concems about notifies Media
“Buckling”
....... Time Spent Waiting on Cthers
_______ Time Spent Waiting o Yerify
Task Completion OfF-Saene
Time Performing Cn-Scere
Traffic Contra

Figure 27. Existing IIMS Deployment Activity Netwak Diagram Incident 2431.

New York Integrated Incident Management System Final Report 45



Case Sudies March 2007

[IMS vehicle
images
NYPD TIMS  transmitted 1IMS CER. response
vel;::c;igrr WVehicle arrives
reports CER Supervisor 10 Support traffic MYPL
“Buckling” views [IMS management é]fﬂcetrg Scere Clear
images, dispatches CONED s Lanes Cpen
OFR resporse arrives and OER
o) vehicle takes the responder
sCcene departs
Notification A 85 =2

o e 77 " @

(CER. Director views \
[IMS images,
corfers w/ COER,
Staff, revises
damage
assessment

metifies COMNED

....... Time Spent Waiting on Others

Time Spent Waiting to Verify
Task Completion &fFSoane

Time Performing Cn-Scene
Traffic Confrol

OER Director
notifies Media | =======

Figure 28. Full IMS Deployment Activity Network Diagram Incident 2431.

The CPM analysis of the “before” and “after” daba Inhcident 2431 indicated reduction in
several time spans, which are summarized in Table 9

Table 9. Incident 2431 Performance Measures

“Before” “After”
Category Duration Duration AEEEEL
Overall Incident 310 295 minutes | Early development of decision-level information.
Duration minutes

Incident Verification 50 minutes 35 minutes | Early development and distribution of decision-level
Time information allows OER director to provide earlier
notification to Consolidated Edison, Inc.

Dispatch Time for 92 minutes 77 minutes | IIMS allowed the person in charge (PIC) to
Secondary determine exactly which agencies needed to be
Responders dispatched. The reduction can be attributed to the

overall reduction in incident duration.
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Category

“Before”
Duration

“After”
Duration

Reason

On-Scene Times for
Incident Response
Personnel

OER Responder:

In full IMS deployment, the OER responder’s role
is traffic management only; in addition, this

54 minutes | 43 minutes reduction is a function of the overall incident
duration being shorter.
NYPD Officer: This reduction is a function of the overall incident
86 minutes 71 minutes duration being shorter.

Wait Time for Each
Agency's Personnel

OER Responder:

56 minutes 35 minutes
NYPD Officer:
78 minutes 63 minutes

IIMS allowed the PIC to determine exactly which
agencies needed to be dispatched. Thus, the
correct unit (Consolidated Edison, Inc.) arrived
earlier in the incident management process.

Exposure Time for
Incident Response
Personnel

OER Responder:

35 minutes | 20 minutes
NYPD Officer:
56 minutes | 42 minutes

Attributed to the reduction of the total incident
duration.

Duration of Lane
Closure

1% Lane — Same Direction:

285

285

2" Lane — Same Direction:

85

70

3" Lane — Same Direction:

70 50
All 3 Lanes — Opposite
Direction:

45 25

Due to the nature of the incident, the time that one
lane (same direction) would be closed would
remain the same.

The primary impact of the full IMS deployment
would be a reduction in the time required to extent
of the roadway damage in the other lanes, and thus
reduce the total facility/roadway closure time.

4.3 Analysis of Additional Incident Types

Midway through the Evaluation Team’s work, a remisto the Statement of Work was made,
which specified that the quantitative analysisude an assessment of IIMS performance with
respect to the following incident types:

+ Roadway Damage.

« Commercial Vehicle Incidents.

+ Injury/Fatality Crashes.
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This section of the report is meant to discussethigses of incidents in detail, with the exception
of Injury/Fatal crashes. The reason these typesashes were not analyzed in detail was
because incidents in the IIMS are not specificedtiegorized in this manner. The primary
method of classifying an incident is in accordawdé the following initial “Quick Data”
categories that are available on the initial inoidgreation screen:

« Accident.

- Disabled [Vehicle] Only.

« Construction.

« Maintenance.

- Non-Emergency.

« Other Emergency.

« Unfounded [False Alarm].

« Type Not Specified.

In addition to these main “Quick Data” categoriesjdents can be further classified by one or
more “category descriptors.” This is typically thecond screen the responder sees when creating
an incident. The different category descriptors are

- Roadway Damage.
+ Roadside Damage.
+ Road Weather.

« Tractor Trailer.

- Spill.

« Tow.

« Road closure.

« Other.

The notion of an injury or fatality occurring in arcident is a “yes” or “no” box that is checked
as part of the detailed incident data entry, whiehresponder may or may not enter. Therefore,
it is not possible at this time to understand dpEdly how many injury or fatal incidents occur
each year, as the system cannot accept a blankasnan assumption of no injury.

Data from 2006 on the remaining incident typestériest was examined, and is discussed in the
section 4.3.1.
4.3.1 Review of Additional Incident Types

The Evaluation Team received 6 months’ worth of plate IIMS data for January through June
2006. In keeping with the approach taken duringstilection of the initial case studies in 2003,
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the Team first conducted a statistical analysisaah incident type and its corresponding
incident duration. As with the 2003 data, the Tewted that for each incident type there was a
spike in incidents with durations of less than liutes. For each incident type, between 16 and
30 percent of incidents were less than 10 minutekiration. The Team omitted these incidents
from the calculation of the statistical descript@s they were likely reflective of either data
entry error or a case where IIMS was used to doatiwther damage, especially in Roadway
Damage incidents.

When reviewing each incident type of the 2006 ddi@,Team noticed a few outlier incidents
with durations of more than 1,000 minutes (abouhdérs). These durations also were excluded
from the calculation of the statistical descripi@s they were representative of the extreme high
end of the duration range.

The distribution and descriptive description forddway Damage, Debris Spill and Fuel Spill
(which is a combination of oil, diesel, and gaselapills, as classified by detailed descriptors in
[IMS), and Tractor Trailer incidents are showniftgidents of 10 minutes and greater in Figures
29 through 32. Note, if a 10-minute range is ngticted on a figure’s graph, this indicates that
no incidents occurred within that duration range.
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Figure 29. Roadway Damage Incident Duration Desqptors.
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Figure 32. Tractor Trailer Incident Duration Descriptors.

Given that the 2003 statistical descriptors welg oalculated for the Roadway Damage
incidents, the Evaluation Team was only able togam the 2006 data for that category. For the
6 months in 2006 during which data was collectiedre were twice as many roadway damage
crashes as for the 4-month period of 2003 datacdin. There were 58 Roadway Damage
incidents from January to June 2006 of longer tttaminutes in duration, while there were only
25 Roadway Damage incidents over 11 minutes fronrcMeo June 2003.

In addition to the greater number of incidentsreheere great differences in the statistical
analysis results for the 2003 and 2006 data. Bethntean and standard deviation for the 2006
Roadway Damage incident durations were signifigamtiher than for the 2003 data: in 2006,
the mean roadway damage incident duration was 2hthiutes, while in 2003 it was 62.2
minutes. Likewise, the standard deviation for Roaglamage incident durations was 230.8
minutes, while in 2003 it was just 58 minutes. Tihdicates that while there were more
incidents in 2006, there was more variation indbeation. There were more incidents with
durations longer than the mean in 2006 than in 2808 the maximum duration was
significantly longer than in 2003.

While 2003 statistical data was not available Far dther incident types (as the desire to focus
on these types was not requested until after ittnaf) t the Evaluation Team felt that the
conclusions for the 2006 Roadway Damage statistiestriptors holds true for the other

incident types examined. From this observation,Tiaam can deduce that while incidents with
durations of less than 10 minutes may indicate eatgy error, incidents with extremely long
durations may indicate the same types of errod) as a responder forgetting to close out an
incident within IIMS. Aside from data entry errotee Evaluation Team does feel that the added
incident types (Tractor Trailer, Debris Spill andefF Spills) may represent the type of incident
which would be severe enough to last several hours.
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Explanation of Outliers

As mentioned, the calculation of the statisticaalgtors excluded incidents longer than 1,000
minutes. In addition, when sorting the incidentorels by incident or lane closure duration, the
Evaluation Team noted several other unusual ococese

+ Incidents with negative lane closure or incidemagions.
« Incidents with extremely high (5- or 6- digit) dticas, in minutes.

« Incidents with large, negative (i.e., a combinadihe first two bullets) lane closure or
incident duration.

« Incidents where the lane closure duration was greéhan the incident duration.
Incident durations of zero with a lane closure tdarawithin the normal range.

The Evaluation Team noted multiple occurrencefie$¢ outlier durations. In each incident
type, approximately 2-5 percent of records hadamaore of these types of outlier incident
durations in their incident. While it was too tinmgensive to review all records related to lane
closure for each incident type in detail, a quicirsof the records indicated that a larger
percentage of incident may have outlier lane clslurations. To a large extent, the outlier
incident duration errors were caused by a softwesblem that has since been corrected. While
there may still be user-related errors that caseawtlier incident duration errors, the system
has been corrected.

The Evaluation Team selected a specific incidene&zh type of outlier occurrence and
investigated the reasons for these durations.dh ease, the contributing factors were identified
as being either a data entry or operational ert@nwsing IIMS. Table 10 summarizes the
reasons for these types of outlier durations.

Table 10. Outlier Duration Examples

Outlier Description Reason
Lane closure duration greater than Incident was re-opened after it had been closed in IIMS to enter
incident duration. specific lane closure times. The lane closure values were then
entered incorrectly.
Large negative incident and lane Entry was incorrect due to a mobile unit GPS time
closure duration. synchronization issue that occurred during the incident; this

resulted in times being recorded as occurring 12 hours earlier
than the incident itself.

Zero incident duration with normal An [IMS-equipped vehicle was not on scene; hence, the incident
lane closure duration. was created from local unit based on data called in from the field.
The local unit user incorrectly entered this data, so the incident
creation time and all lanes clear time were equal.
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Outlier Description Reason
Large (5-digit) lane closure and The incident was created by NYCDOT OER, but OEM EOC
incident duration. reviewed the incident data in IIMS and entered a second “all

lanes clear’ time during their review that was significantly later
than the original “all lanes clear” time entered by NYPD Officer.

4-digit incident duration (1200 Two issues: First, a mobile unit GPS time synchronization error
minutes) and 5-digit lane closure on incident creation time. Second, OEM again updated the lane
duration. closure “all lanes clear” time with a significantly later time than

NYPD Officer had entered.

Incident duration at high end of Mobile unit GPS time synchronization issue.
duration range included for
statistical analysis (835 minutes).

The most common reasons for outlier durations apjdae mobile unit GPS time
synchronization issues (where the time will be @@rk off of the correct time) or incorrect
editing of an incident’s data after the incidenbv®r. In either case, these types of errors occur
in a relatively large portion of incidents. As mened earlier, the software error that created a
large majority of these has been corrected buEtlauation Team recommends additional
testing to ensure accuracy and reducing futureshbyworking with IIMS users to ensure
accurate data entry.

The GPS time synchronization issue in the mobilesus more of a software issue that would
need to be dealt with during normal system maimteeaThis error would need to be noted and
the specific mobile unit examined. In terms of ith@rrect entry of data after an incident is over,
this could be addressed in future training sessoms the user’s manual.

4.3.2 Analysis of Additional Individual Incidents

Initially the Evaluation Team planned to selectiwiatlial Tractor Trailer, and Debris Spill and
Fuel Spill incidents to analyze the effect of IIM$fortunately, as the Evaluation Team found
initially when completing the case studies in 200% difficult to measure the “before” and
“after” impacts of IIMS without “before” incidentada. In 2003, a Delphi panel was assembled
and the detailed incident records examined. Resallocation prevented the Evaluation Team
from re-creating that elaborate process.

Essentially what the Evaluation Team found was ithatdifficult to ascertain the improvements
in communications that can be attributed to IIM@dy by reviewing the incident record from
the system. What the Evaluation Team did noteviergng specific incident records for tractor
trailer and spill incidents was that the recorasadly described the duration, severity and
response resources required for each incidentp@rieular reason for this may be the “Quick
Data” screens used by mobile unit responders, wiiatie the user through the initial incident
classification and response resources.

For example, one Fuel Spill incident record thas weviewed showed specific details about the
incident itself and the response resources requimetiis particular case, the incident was a
severe Tractor Trailer and Fuel Spill incident ilwiog an overturned tractor trailer with
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multiple substance spill (antifreeze, oil, and diegere involved). In this case, the initial

incident description calls for both a double andvyeduty tow to remove the tractor trailer as
well as NYDOS support to clean the spill. In adxfhtithis incident record captures the need for a
full road closure to complete the incident removal.

In this case, the Evaluation Team feels that thigydnd benefit of IMS are apparent in that
these key pieces of information are captured withéfirst few screens of data entry. In
addition, all information can be entered from thebite unit. In looking at additional records for
Tractor Trailer and Debris Spill incidents, the Enxsion Team noted that in each case, multiple
agencies-often the key agencies (NYCDOT OER, TMC, NYPD, NYPBIC, and NYSDOT
JTOC)-are reviewing and acknowledging the records froair local units. In this respect, it is
apparent that all agencies are actively usingye&s.

Certain items could be better highlighted in thehared records like the Evaluation Team
reviewed. One particular item is the agency thatades “all lanes clear,” as this entry typically
signifies the end of the incident’s duration. Wtitke record creation usually has an agency
identified, the “all lanes clear” entry does nahigwould help in reviewing how the agencies
work together during an incident: for example, ¥GDOT OER is the first agency on scene,
does this agency also typically work the scend atitianes clear or does NYPD assume traffic
management responsibilities and declare “all lates?” The system could better indicate
which agency is assuming particular incident mameege activities, especially if the agencies
decide to use archived IIMS data to review theiident management practices once the
reporting capability is available in the IMS Wedrgces version.
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5. EVALUATION FINDINGS

The Statement of Work issued for the expanded atialu of the 1IMS project requires that the
Evaluation Team quantitatively describe [IMS pernfance and qualitatively describe the
impacts that IIMS has had on congestion, safety,iacident management operations. This
section of the evaluation report presents the fligslifor these evaluation metrics, and also
presents additional findings that were identifiedlinlg stakeholder interviews.

5.1 Findings

While the Evaluation Team initially focused on qgtitive conclusions, the recent system
upgrades have highlighted a number of key qualgdindings. The Evaluation Team
considered these findings to be of equal or greatgortance than the quantitative analysis
results. Therefore, this section provides a mikath quantitative and qualitative findings.

5.1.1 Finding #1: The Integrated Incident ManagemeirSystem can be Considered a
Successful Deployment

IIMS is being used by multiple users from multiplgencies, as summarized in section 3 of this
final report. These users are continuing to crdaiasands of IIMS incidents on an annual basis
and also have expanded the use of IIMS to supjgitray maintenance activities in the New
York City region. Responders routinely take pictuog incidents while on scene and create
incidents related to maintenance activities, suctiaanage to roadside infrastructure, including
such items as guard rails and signs, and the famxibn of potholes and other elements
requiring roadway repairs.

[IMS has been “mainstreamed” as an operationaésysts technical and operations support for
IIMS is being provided by the NYSDOT Office of Infoation Systems (OIS). What this means
is that funds needed for operations and maintensunggort are included as part of OIS’s overall
IT program support activities and technical suppoleing provided by OIS staff. This
incorporation of IIMS support into OIS operatiordkleesses what is consistently a major issue
for ITS deploymentsidentifying and securing the dedicated sourcesiodling and technical
support needed to keep deployments operational.

5.1.2 Finding #2: The Integrated Incident ManagemernSystem is Designed to Deploy New
Technologies in a Cost-Effective Manner

The NYSDOT OIS is transitioning to move IIMS to aeWservices technology system based on
open IEEE 1512 protocols. Currently, a user needsmve 1IMS software installed on the user’s
machine to access the system. The applicationRee®te Procedure Call (RPC) and CORBA
software to access an IIMS server. With the pendeygoyment of Web services, users will be
provided with “read only” functionality for the Wedrowser in addition to current users who are
entering data using the IIMS application instaile@xisting hardware. The functionality
enabling data entry using the Web browser will lietare enhancement.

The Web services capability will make use of staddaternet security technologies and all
transmissions will be encrypted through the udetipis technology. In addition, system access
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will be user name and password protected. This nmWeéeb services will substantially enhance
IIMS accessibility, and offers a significant oppority to increase the number of agencies and
responders using IIMS.

The change in the system architecture from thaalmbn-distributed system where each project
agency required its own server to support lIMShregional server deployment has generated
substantial cost-savings. The use of two regiosaless as compared to eight agency-specific
servers has resulted in an immediate cost saving32®,000 in Oracle database licenses given
the per-server license fee of $40,000. In additomerall operations and maintenance costs for
IIMS users have been reduced.

An additional benefit of the integration of IMStiother NYDOT OIT systems is that IMS
data can be archived using existing Oracle databaes reduces data archiving costs and also
makes data available to a wide range of users @it agencies. An additional benefit here is
that reports can be generated from IIMS data irffdheats used by other agencies.

5.1.3 Finding #3: The IIMS Case Studies Successfuldentify Situations Where the Use of
[IMS has the Potential to Improve Incident Respons®perations

In all three case studies examined within the R@gd@amage incident class, the overall
incident duration was reduced. IIMS has the gréatgsact on those incidents in which ratio of
decision-making time to repair time is high. The@mwvements are the result of the ability to
give the members of the decision group an imagheoflamage without having to take the time
to travel to the scene in order to verify the akctlzanage and determine what the appropriate
response should be. The results of analysis ahilee case studies are shown in Table 11.

Table 11. Quantitative Improvements in Incident Reponse

Measure Incident Incident Incident
4886 1593 2431
Reduction in Overall Incident Duration -37% -26% -5%

In two of three cases examined within the RoadwasnBge incident class, improvements in
communications facilitated the reduction in timguieed to verify the incident. One of the three
incidents demonstrated a measurable change ind&goresponder dispatch time that
corresponded with the change in incident verifaratime. In the second incident, the
requirement for secondary response was eliminaté¢kdeaon-scene OER personnel were able to
make an on-the-spot repair due to the aggressiia@gsoOER has adopted towards equipping
response vehicles. In the third incident, no chamge measurable because secondary response
was made by an out of network agency. The restitti®analysis are shown in Table 12.
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Table 12. Quantitative Improvements in Incident Mamagement Communications

Measure Incident Incident Incident
4886 1593 2431
Reduction in Incident Verification Time -92% No Change -30%
Reduction in Dispatch Time for -92% Requirement Not
Secondary Responders Eliminated Measured

5.1.4 Finding #4: The Case Studies Identify How thgse of IIMS has the Potential to
Substantially Improve Mobility

Assessment of this finding includes two levels mdlgsis: the impact on the regional delay due
to non-recurring congestion and the localized impéancident reduction on the length of
freeway queues caused by incident-related bottlenec

At the regional level, the Texas Transportationiiate (TTI) indicated that incident

management programs that employ service patrolsamneillance cameras can reduce the
annual incident related delay by 5 percent for Varge metropolitan aredS.he Institute also
reported that New York City and San Francisco-Qaklaegions are estimated to derive the most
benefit from incident management. New York Cityaaspecific non-recurring delay reductions
due to incident management strategies involving lsatmeras and service patrols are estimated
to be 37,880,000 vehicle-hours. If the effect &dily deployed IIMS is considered to leverage
these benefits by 20 percéhg fully deployed IIMS system has the potentidiueher reduce

delay by 7,576,000 vehicle-hours.

At the localized level, incidents take lanes ouseivice for which cause bottlenecks at incident
locations, causing queues to build on the highwsatha freeway capacity is reduced. Incidents
during congested periods will cause these backapsxtend upstream a significant distance
depending on the number of lanes that are closgdhenduration of the closure.

Table 13 provides quantitative examples of the ichppa the formation based on the impact of
IIMS on incident duration for the two representatiRoadway Damage incident class incidents
analyzed in section 4. Assumptions used in comgutie length of the queues are:

« Upstream traffic approximates mid-day traffic lodidsving at Level of Service (LOS) C
at an approximate density of 24 vehicles per nvifer() (11 car lengths between
vehicles) at the speed limit.

° Texas Transportation Institute, 2003 Urban MopiBtudy accessed October 24, 2003 from TTI Website
available at: fttp://mobility.tamu.edu/ums/

9 The fact that IIMS leverages the existing incideinagement strategies as revealed through lIMSstagies
suggests some improvement factor between 0.000&n The value selected, .20, is a conservativenasti based
on the IIMS impact on incident verification and gedary responder dispatch.
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« Incident freeway section traffic is flowing at L&Sat an approximate density of 100
vpm (one car length between vehicles) at an avespged of 15 mph through the
bottleneck area.

- Drivers will not execute route choice options andliiwersion options.

Table 13. Typical Queue Lengths due to Roadway Daage Incidents
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The result of the computations, indicate a sigaificreduction in the localized mobility impact,
indicating that for the conditions assumed, forrg\38-minute reduction in the lane closure,
there is a 5-mile reduction the upstream impactikgrihe table results, which assume no route
choice and no diversion options are exercisedyerréal world, drivers will make “bail-out”
decisions and the actual queue length will likedy @qual the theoretical queue length. In the
real world, driver choices spread the impact ofitfeedent onto the arterial streets decreasing
mobility across a portion of the transportationwerk.

5.1.5 Finding #5: IIMS Has the Potential to ImproveTraveler and Responder Safety

It has been widely accepted that secondary craieso incidents are related to incident
duration but, a 2000 study of approximately 1,0@&kes in Maryland found that a linear

1 vehicles per hour (vph) information computed using capacity reduction factors provided by FHWA e
Traffic Incident Management Handbook, November 200fdrmation accessed on October 24, 2003 from the
FHWA Website available at:http://www.itsdocs.fhwa.dot.gov/index.htm

12 Computed using the equation for the movement dibelsvave due to a bottleneck presented by Nict@kber
and Lester Hoel Traffic and Highway Engineeri@gd Edition, Books/Cole Publishing Co., Pacifio@e,
California, 1999.
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relationship exists between the occurrence of stangrerashes and incident duratidithe
Maryland freeways examined experienced secondashaiate between 5 and 15 percent for the
years 1992-1994 with an average of 5.7 percenttifeoB-year period, 563 crashes per year were
considered to be secondary crashes. This correspuitid analysis of the year 2001 New York
City freeway crash data conducted by the Evalualieem. During 2001, there were 16,337
crashes of which 1046, or 6.4 percent, were foonddet a secondary crash definition of
occurrence within 4 miles and 2 hours of a prin@aash. Table 14 shows the results of various
secondary crash search strategies performed dilnéngnalysis of the 2001 crash data.

This analysis only addressed secondary crashés asdult of a primary crash thus, the total
secondary crash estimates should be consideredflsecondary crashes were linked to all
incidents, the total number of secondary crashagddnikely increase by a factor of 2.0 or 3.0 to
a range of 13-20 percent based on the proportiagmcafents that are crashés.

Table 14. Results of Various Secondary Crash Sedr&trategies

Number Number of Events
Crashes 2 Hours 2 Hours 2 Hours 2 Hours 2 Hours
PerEvent | ¢ wmiles 0.5 Miles 1.0 Miles 2.0 Miles 4.0 Miles
1 16,028 15,903 15,763 15,658 15,296
2 287 398 511 654 850
3 22 34 57 101 157
4 2 2 6 21 27
5 1 9
6 2 1
7 2
Total 16,337 16,337 16,337 16,337 16,337

Using the method developed by the University of Weard, a reduction in Roadway Damage
incident duration of between 15 and 25 percent dbalve a measurable effect on secondary
crashes associated with Roadway Damage incidenésteduction in secondary crashes could
be estimated as illustrated below based on the 2¥h data:

« Percentage of non-crash incidents classified asiRayaDamage: 30 percent.
« Number of crash related secondary incidents: 1,046.

« Total number of secondary crashes (2.0 factorp22,0
- Total number of secondary crashes (3.0 factorB&,1

13 Chang, Gsang-Len, “Performance Evaluation of CHARThe Real-Time Incident Management System — Year
2000,” prepared for the Maryland State Highway Auistration by the University of Maryland DepartmefiCivil
Engineering, March 2002.

14 Based on the proportions recorded in the firsttmoof IMS operation (the first comprehensive diital New
York City freeway incident database), the propariid crashes to incidents ranges between 33 apeR&nt.
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« Number of non-crash related secondary crashes ¢etandary crashes — crash-related
secondary crashes) — 2.0 factor: 1,046.

« Number of non-crash-related secondary crashed $etandary crashes — crash-related
secondary crashes) — 3.0 factor: 2,092.

« Percent reduction in Roadway Damage incident cangtow): 15 percent.
- Percent reduction in Roadway Damage incident dagtiigh): 30 percent.
Conservative estimate: 1,046 (.30) x .15 = 47 se@anncrashes per year.

Aggressive Estimate: 2,092 (.30) x .30 = 188 seapndrashes per year.

The use of IIMS also appears to have the potetatimhprove responder safety. Anecdotal
information obtained during interviews confirmeatinesponders are at greater risk of injury the
greater the time spent on site at an incidentt benaging traffic, removing debris, or removing
an incident from the roadway. In all three casemsm@red within the Roadway Damage incident
class, the overall time dedicated to traffic mamagget was reduced. IIMS appears to have the
greatest impact on those incidents in which ratidezision making time to repair time is high.
The improvements are the result of reducing the fp@rsonnel are on the roadway managing
traffic while verification, damage assessment, @pair crew dispatch processes take place. The
results of analysis of the case studies are showialle 15. This reduction in exposure time at
roadside implies that responder safety is enhanced.

Table 15. Reduction in Exposure to Hazardous Contions

Measure Incident Incident Incident
4886 1593 2431
Reduction in Exposure Time for Incident 45% 19% -
Response Personnel

5.1.6 Finding #6: IIMS Has the Potential to ProvideEnergy and Environmental Benefits

Assessment of this hypothesis is based on thetatiiai comparison of speed profiles across the
freeway section affected by the incident. As intidan section 5.1.4, the moving shockwave
reduces traffic flow upstream of the incident to&.®. In LOS F conditions speed profiles are
choppy as the close proximity of vehicle causesedsi with varying car following skills to allow
gaps to build prior to accelerating then perceiesure and begin to decelerate. The more
drivers involved and the wider the car followinglistange of the driver population, the more
pronounced the wave effect becomes. It is undesetbhenditions where speeds vary around a
low average speed, that energy emissions efficieregks down and emissions per mile
increase dramatically as compared to steady spetds of 45 mph or high&r.

!5 Based on the assumptions and typical values emgloyFHWA'’s Surface Transportation Efficiency Aysib
Model (STEAM). The STEAM methods are describecdhim $oftware documentation available at the FHWA
Website accessed on October 20, 2003, availabthap://www.fhwa.dot.gov/steam/20manual.btm
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In the case of the two incidents used to definartbielent duration response to IIMS for the
Roadway Damage incident class, a reduction in emtiduration leads to a reduction in the
number of vehicle that must travel through theieaabperating at LOS F. At upstream flow
rates of 1,800 vehicles per hour on the 3-lanenageapproximately 5,400 vehicles enter the
congested state in each hour. Every 30-minute demeto the time the freeway is encumbered
reduces the number of vehicles that are forcedlavidfuel efficiency and high emissions speed
profiles by approximately 2,700 vehicles. Thosé twmarrive during the incident-caused
congestion state will have their exposure time ceduas incident duration reductions further
reduce the length of the queue and the time redjiréraverse the congested area.

5.1.7 Finding #7: The Use of IIMS Has Resulted iBetter Incident Management
Documentation

Assessment of this hypothesis is based on the atsopaof the pre-IIMS incident records
system with the IIMS incident records system ar@h@ring the improvement in use rates of the
IIMS record system over the initial operationalipér

In the pre-IIMS environment, there was no centeglimcident management record-keeping
function. Each agency in the process used papsrttomake notes of incident management
activities. These records are retained by eaclvishaial agency according to individual agency
archiving policies. The only automated incident agegment activity in the pre-lIIMS
environment was the CAD system, which is not desigmith an archiving feature.

Prior to IIMS, incident records were fragmented dethiled records were not available. The
“history” of an incident resided primarily with thedividuals who participated. Generating a
coherent picture of what happened and what wasrtpact was extremely difficult and subject
to human error as accounts were generated forihigrest level incidents in arrears. Since the
IIMS implementation, the system has provided a re¢artapture important information. The
information captured can be broken down into tluaegories:

« Individual Unit Activities: This category includes the automated notation @fittivity
of an lIMS-equipped response unit. Push buttonests®n the in-vehicle computer
simplify on-scene record entries. This functionorels typical events from assignment to
an incident to arrival on-scene through departtomfthe scene.

« Incident Record-Keeping Activities: This category includes the record building system,
which uses a combination of push button screenst@ctly classify the incident. The
first entry concerns incident classification. Dataring whether the incident is a traffic
accident, a disabled vehicle, other emergencyporamergency. The next entry will
include sub-classification such as “Roadway Dantgjé/Fuel or Oil”. This
classification function will create the appropriagéeord type and will provide the
appropriate fields to the participating membersfitbin as the incident progresses. As
each participant in the distributed record generafiinction makes an entry, it is
recorded and displayed to all other members oirttident-specific response team. Key
parameters that are captured include incidentiiot, verification, secondary dispatch,
secondary arrival, and on-scene time for equippeis.u
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« Incident Impact Monitoring Activities: This category includes the record of the lane
closures and re-opening activities associated wiitdent management. These activities
are recorded by any participant in the system (lystree TMC). These records can be
supplemented by photos and notes posted as phatiortsby any participant. The
center-level IIMS systems provide access to thedak8base and the development of
Incident Impact Mitigation plans by referencing ess routes, utility locations, school
and neighborhood data, etc. The center-level systdso have a “notes” feature, which
allows then entry of descriptive and ancillary mmfation.

The records functions of the IIMS system were ftlitecal element in generating this evaluation
report. Within just the first 5 months of operatidime number of IIMS incident records created
rose each month. Since that initial deployment @hdiscussed in section 3), IIMS usage and
report generation has remained consistent each Ipeaddition, the deployment of both mobile
and local units has continually grown each year.

The case studies and the development of the peafiztexmeasurement data act as an example of
the data contained in IIMS records. During the eaibn process, the Evaluation and 1IMS
Deployment Teams identified numerous improvemenmtgtord keeping. These improvements
have been key to implementing upcoming softwarererdware updates. Examples of the
improvements include a more intuitive way to redarte closure activities and more intuitive
push buttons in the field units.

5.1.8 Finding #8: IIMS Improves Post-Incident Assesment/Evaluation Process

As indicated in section 4.1.7, there was no cemtrdlincident records system to enable an active
system-level approach to process improvement.dn flae incident management process itself
was more a collection of independent but relatéiies centered in space and time around an
incident. One of the significant impacts of IMSsvan the culture of New York City incident
management process in that incident managementwiseen as a process that can be measured
in its entirety and in its elements. Over the fasveral months of IIMS operations, individual
Evaluation and IIMS Deployment Team members begaee the value of the system as a
leveraging function. As the successes increasadnmber and the active participation of
individuals increased, the Evaluation and IIMS gpient Teams realized that the benefits had
moved beyond individual incidents and had demotesiremprovement across a range of

incident types and incident complexities.

This realization resulted in a dedicated efforptoduce a system of performance measures for
IIMS. The results of this effort are the performamseasures used to conduct the analysis in this
evaluation report. At the highest level, the priatimeasures include the incident duration
frequency distribution and descriptive statistimsdach defined incident class for any defined
time period of interest (month, quarter, and/oruein These performance measures can be
generated through automated records queries t@dupanagement level review of the incident
management process. An example of a quarterlywefdethe Roadway Damage incident class
is shown in Table 16.
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Table 16. Quarterly Review Data for Roadway Damagicident Management

March 2003 April 2003 May 2003 2" Quarter 2003
Incident (Mean/ (Mean/ (Mean/ (Mean/
Classification Std Dev) Std Dev) Std Dev) Std Dev)
(Minutes) (Minutes) Minutes) (Minutes)
Roadway 62/44 90/69 64/76 72/61
Damage

The information presented in Table 16 can now beveed by the New York City Freeway
Incident Management Team, formed under the diread@idche NYCDOT Commissioner as a
product of the visibility provided by IIMS. Fromehop-level information, reviewers can “drill-
down” to levels of detail that will reveal opportties for process improvement or resource
distribution.

At a more detailed level, the evaluation has resiih methods to generate key incident
management performance reports which can addretb& encident class level down to the
incident level, key measures of interest including:

+ Incident duration (minutes).

« Verification times (minutes).

- Dispatch times for participating agencies (minutes)

« On-scene times for incident response personnelutes).
« Exposure time for incident response personnel (tagju

- Lane closure histories (minutes of 3, 2, and 1 dasure and percent of incident
duration in which the 3, 2, and 1 lanes were clpsed

These same measures can be used to track perf@masictime revealing patterns and
opportunities for process improvement.

Lastly, as indicated previously in this report,tagr agencies have discovered IIMS benefits
their post-incident and maintenance activities. &@ample, pre-IIMS, an OER responder may
have simply noticed something that deserved a efinckttention, and normally would have

fixed it without generating a report. Using lIMSsestially provided a means to document
roadway damage incidents that were fixed on thé @pthat did not require emergency repair.
OER Field Supervisors reported that they had, mesoases, used the system as a tool to record
an image of the damage developing an accountatyéityto ensure that non-emergency work
orders were generated and that the repairs were.mad

In addition, OER has been using IIMS’ new photdasinig capability to input additional
incident information. OER also has used the newSlis&dve and print capability to archive
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pictures, maps, and archived data to create atdbdite reports. An example of archived
pictures and maps are presented in Figure 33 anad-8B4. These pictures provide a better
“story” as agencies gather their lessons learneth&r incident management and response
practices.

Source: IIMS Software Archive

Figure 33. Sample Archived Picture in [IMS.

r

Source: IIMS Software Archive

Figure 34. Sample Archived Map in IIMS.
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5.2 Evaluation MOEs
Table 17 maps the original evaluation hypothesdsgaal areas to the final evaluation findings.

Table 17. Evaluation Hypotheses and Findings

Goal

Hypothesis

Finding

Evaluate the
incident

management
effects of the

[IMS will result in improved incident
response.

Finding 3: The IIMS case studies
successfully identify situations where the
use of IIMS has the potential to improve
incident response operations.

[IMS

[IMS will result in improved
communications.

[IMS will result in improved coordination
of resources.

Finding 8: IIMS improves the post-incident
assessment/evaluation process.

Evaluate the
transportation
system
performance
effects of the
[IMS

[IMS will result in improved mobility.

Finding 4: The case studies identify how
the use of IIMS has the potential to
substantially improve mobility.

Evaluate the
energy and
environmental
effects of IIMS

[IMS will result in energy and
environmental benefits.

Finding 6: IIMS has the potential to provide
Energy and Environmental Benefits.

Evaluate the
safety effects

IIMS will result in increased traveler
safety.

Finding 5: IIMS has the potential to
improve traveler and responder safety.

of [IMS. _ o

[IMS will result in increased worker

safety.
Assess the [IMS will result in better incident Finding 7: The use of IIMS has resulted
process management documentation. in better Incident management
improvements documentation.

and institutional
impacts of the
IMS.

[IMS will improve evaluation and
assessment of the process and its
performance.

Finding 1: IIMS has been considered a
successful deployment (by stakeholders).

Finding 2: IIMS was deployed in a cost-
effective manner.

5.3 Evaluation Lessons Learned

With respect to conducting the quantitative assessmf the impact of IIMS, the Evaluation
Team notes that straight “before and after” analyss difficult using:

- Data collection and accuracy improved substantthligugh the use of IIMS to generate
incidents. However, corresponding “before IIMS”aagainst which direct IIMS impacts
can be measured is not as robust or as available.
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« While the use of IIMS helped to standardize datenfds and structure, these are
somewhat different from the same used by ageneiesdthe deployment of IIMS. In
addition, incident classification codes were reglif@ough IIMS. The result of this is
that it is difficult to map the before and aftetaléo obtain an accurate comparison of
incident response times.

« The Evaluation Team was not able to isolate theactgof IIMS from such external
variables such as weather, time of day, level afjestion, etc., and therefore, was not
able to develop a quantitative assessment of irmpact

In addition, there was a shift in focus mid-wayotigh the evaluation process from identifying
the general benefits of the IIMS deployment tortgyio identify specific benefits by incident

type. As the evaluation concluded and the lIMSeaystlevelopers began the deployment of the
Web services version of IIMS, though, the geneeaidits seemed stronger as they related to the
increased inter-agency collaboration, and the piatiesnd existing use of archived data, as
opposed to shortening the duration of a particylee of incident.

In addition, it was truly difficult to ascertaindltbefore” and “after” effects of IIMS, especially
for particular incident types. The complexity oétfocus group/Delphi panel process precluded
its use in the later stages of the evaluationhiway, it was difficult to expand the evaluation
to additional incident types. The lesson learnedBtaluation Team took away from this
experience was to move forward with the promisiogatusions offered by the stakeholder and
user groups, as they are also powerful in exprgssimv the system is actually being used and
the value that the stakeholders currently seeMi$ll
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6. CONCLUSIONS, RECOMMENDATIONS, AND FUTURE
CHALLENGES

6.1 Conclusions and Recommendations

The results of the evaluation indicate benefitealy realized through the deployment of IIMS,
as well as the potential future benefits that candalized as IIMS deployment is expanded to
include additional agencies and users. The modepdoy IIMS through Web services
technology also offers a significant incentive éapanding the number of agencies and
responders who use IIMS.

6.1.1 Conclusions
The following conclusions were reached at the amioh of this evaluation:

« Conclusion #1: 1IMS offers Interoperable Real-TimeCommunications.Without
guestion, the key potential benefit offered by lIlM3he deployment of an interoperable
communications system with real-time exchange td.d8MS has the potential to
address what has been a significant issue foreg@onder communigthe lack of
interoperable communications. This lack of interapdity and the difficulties this
causes in responding to major events has beerdo@limented, with the tragic events of
9/11 being the most significant example of how latkteroperable communications
impacts. With IIMS, responder agencies at bothStagée and New York City (or in other
regions municipal, county, other local governmegeracies) are able to communicate
directly and use the system to coordinate incidesponse activities. This will be
significantly enhanced when Web services are deplogs potential users will need only
an internet browser and password to access thensyst

« Conclusion #2: The Integrated Incident Management ¥stem can be considered a
successful deploymentIMS is being used by multiple users from multiplgencies, as
summarized in section 3 of this final report. Thasers are continuing to create
thousands of IIMS incidents on an annual basisteave also expanded the use of IIMS
to support highway maintenance activities in thevN@rk City region. Responders
routinely take pictures of and create incidentatesl to maintenance activities such as
damage to roadside infrastructure such as gudedamad signs, and also the identification
of potholes and other roadway required roadwayirepa

« Conclusion #3:1IMS has been “mainstreamed” as an operational sysim as
technical and operations support for IIMS is beingprovided by the NYSDOT OIS
and NYC DolITT. What this means is that funds needed for operataodsmaintenance
support are included as part of DolTT’s and OlS/erall IT program support activities
and technical support is being provided by DolTd &S staff. This incorporation of
[IMS support into DoITT and OIS operations addresshat is consistently a major issue
for ITS deploymentsidentifying and securing the dedicated sourcesiodling and
technical support needed to keep deployments apeaht
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6.1.2 Recommendations

As the use and deployment of IMS mature, the J@mgram Office (JPO) may wish to
consider periodic updates on trends in IIMS usé bgtagency and by number of responders
and any studies or analyses that are generatdiByadgencies. These updates should include
analyses of trends in the use of IIMS to deternfiseakeholder commitment remains strong and
if any remedial measures are required to improakettolder acceptance. Following are the
recommendations offered:

+ Recommendation #1it is recommended that the project partners contioyprovide the
JPO with information on overall use of IIMS by aggand number of responders, and
that this information include appropriate trendlgs@s. In addition, as the use of IMS
expands, the data available for analysis will bemmicher and the possibility of
qguantifying direct IIMS impacts more feasible. THeO may wish to provide support for
further quantitative analyses when the JPO anaprpartners agree that IIMS use is at
a point and data availability is such that a sysit®ipact assessment may be feasible.

« Recommendation #21t is therefore recommended that the JPO contioueonitor
IIMS deployment to determine if further evaluat@nassessment would be of benefit to
the Public Safety Program. Finally, the JPO shaolusider providing other states and
regions with information about the IIMS deploymefs. noted previously, IIMS has the
potential to provide an interoperable, real-timenomunication system for incident and
emergency management and addresses a major ngedre§ponder community.

« Recommendation #31t is therefore recommended that the JPO develtqgach
materials summarizing the 1IMS deployment and dgvel plan for making these
available to other jurisdictions.

6.2 Remaining Challenges

6.2.1 System Limitations

While the system error that was causing incorreeB@mestamps has been resolved, system
stakeholders should maintain awareness of simitarsin the future so as to reduce the number
of incidents with outlier incident and lane closdrgations. This may affect the accuracy of
future reports which each agency can create uemgéw archived data feature of the Web
services version of IIMS.

Another item the Evaluation Team noticed while eswing archived records was that the system
does not track which agencies are responsibleddrcplar incident management activities. For
example, while the record creation usually hasgamey identified, the “all lanes clear” entry
does not. This would help in reviewing how the ayesnwork together during an incident: for
example, if NYCDOT OER is the first agency on scataes the agency also typically work the
scene until all lanes clear or does NYPD assunfiectraanagement responsibilities and declare
“all lanes clear?” The system could better indicaéch agency is assuming particular incident
management activities, especially if the agencezsd# to use archived IIMS data to review
their incident management.
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Lastly, given the transition to the new Web sersicersion of IIMS, system stakeholders
recognized that they must be aware of version inadrbility. System developers have already
encountered one instance of incorrect data entgylooal unit caused by version
incompatibility, as opposed to human error. Thiarigssue which should be monitored to make
sure there are no other similar instances.

6.2.2 Impacts

It appears that the issues causing outlier duraimoes could be remedied through regular
mobile unit testing and maintenance and user trgirit will be key for these errors to be
addressed should the stakeholders decide it isrtarpido create reports on incident and lane
closure durations using archived data. In additibe,user's manual for both the local unit and
mobile unit could call out these particular probgermhis would encourage mobile unit users to
double check the automatic GPS time stamp and eageulocal unit users to double check their
inputs before closing out the incident in 1IMS.
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