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FOREYORD

The material presented in this volume is essentially a revision of
a publication entitled "Statistical Methods in Hydrology," January 1962,
by Leo R. Beard. This latter work has served as a basic reference for
hydrologic engineers in the Corps of Engineers and other organizations
for more than a decade. The revision has consisted primarily of adding
three chapters, 2, 3, and 6, on probability theory, statistical concepts,
and the effect of development on frequency curves, and additional explana-
tions throughout the text of the volume with the objective of providing
the reader with more information on the principles underlying the technigues,
Some additional texts published since the publication of "Statistical
Methods" have been added to the list of references.

The revision was accomplished by Augustine J. Fredrich and was reviewed
by Bill S. Eichert, Harold E. Kubik, John Peters and Leo R. Beard. Darryl
W. Davis performed raview, final editing and was responsible for production
of the report.
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CHAPTER 1. INTRODUCTION

Section 1.01. Nature and Objectives of Statistical Analysis

Statistical analysis as applied in hydrologic engineering consists
of (a) estimating the future frequency or probability of hydrologic
events based on information contained in hydrologic records and (b)
correlating interrelated hydrologic variables. In probability analyses,
statistical methods permit coordination of observed data to yield a more
accurate estimate of future frequencies than is indicated by the observed
data, and also provide criteria for judging the reliability of the fre-
quency estimates. In correlation analyses, statistical methods provide
means for deriving the best relationship for predicting the value of one
variable from known values of other variables, and also provide criteria
for judging the reliability of forecasts or estimates based on the derived
relationship.

Section 1.02. Purpose and Scope

The purpose of this volume is to describe and illustrate the applica=-
tion of statistical analysis in hydrologic engineering. The scope of the
volume includes the following items:

a. A review of the basic concepts of probability that are
applicable in hydrologic engineering, with a guide to supplemental reading
for further study.

b. Presentation of detailed computation procedures and support-
ing justifications and computation aids for derivation of probability or
frequency estimates based on analysis of hydrologic records that have
been adjusted to be consistent with selected reference base conditions.

€. A summary of procedures for developing "regionalized"
hydrologic frequency estimates, based on analyses of hydrologic records
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available at stream gaging stations, adjusted to provide generalized
flood-frequency relations that are considered most representative of
lTong-period hydrologic characteristics in various drainage areas in

the region. Also, illustrations and explanations of simple general-
ization procedures for use where these are adequate and advantageous
are given.

Section 1.03. References

There are many textbooks on statistics, probability, and correla-
tion, and a multitude of technical papers on the statistical aspects
of hydrologic engineering. Selected references considered particularly
applicable and useful for the purpose of supplementing material con-
tained herein are given at the end of the text. Reference 33 is a user
document for a computer program that can be used for most of the statis-
tical computations described in this volume.
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CHAPTER 2. GENERAL PROBABILITY CONCEPTS AND PROCEDURES

Section 2.01. Introduction

The concepts of probability and frequency of occurrence are familiar
in at least an informal, nonmathematical way, to almost everyone. Most
people are familiar with some type of game of chance which involves the
use of probability theory to compute the "odds" or the pay-off function
that relates possible outcomes of the game to the return to the players.
In most games of chance, it is possible to identify every possible out-
come of the game and to compute the relative frequency or probability
of each outcome through the use of exact mathematical formulae. Another
example of the use of probability and frequency is the association of
probabilistic estimates with weather forecasts, e.g., "30 percent chance
of rainfall exceeding 1.5 inches of rain today."” However, in this latter
instance, the probability estimate has a somewhat different implication
because it is not possible to identify discretely every possible outcome
of today's weather and it is certainly not possible to compute the rela-
tive frequency of occurrence of each possible outcome in a precise mathe-
matical way. These two common examples of the use of probability illustrate
two fundamentally different concepts in the application of probability
theory. In the first case, the set of all possible outcomes can be
identified and the probability of occurrence of each outcome can be com-
puted from known physical conditions., In the second case, the set of
possible outcomes cannot be identified exactly, but can only be inferred
from examination of a large number of occurrences (e.g., examining a long
record of climatological data). Moreover, even if a set of possible
outcomes is identified for the second case, the only method for obtain-
ing an estimate of the probability of occurrence for each outcome is to
calculate the relative frequency of occurrence by counting for each out-
come the number of occurrences of that outcome and dividing by the total
number of observations of all outcomes.
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The set of all possible outcomes is called the parent population or,
more commonly, the population. This term is used to describe the possible
outcomes of a phenomenon regardless of whether the outcomes are known
(i.e., can be identified exactly) or unknown (i.e., must be inferred from
observations of occurrences). As indicated in the two cases discussed
above, identification of the parent population is not, in itself, adequate
for developing probability estimates. In addition to identifying the
possible events in the parent population, it is necessary to have some
knowledge of the frequency of occurrence of each event comprising the
parent population. A complete description of the frequency of occurrence
of each event in a parent population is called a frequency distribution
or, more commonly, a distribution. Given a parent population and its
distribution, it is possible to determine the probability of occurrence
of any specified event in the future.

In order for probability theory to be strictly applicable in making
probability estimates for future events, the parent population must have
certain characteristics. First, the events or elements comprising the
population must be homogeneous with respect to some specified property;
that is, there must be at least one unifying characteristic which can
be used as a basis for specifying not only elements that are included
in the population, but also elements that are excluded from the popula-
tion. Also, the individual outcomes comprising the population must be
independent; that is, the occurrence or nonoccurrence of any event
must not depend on or be related in any way to the occurrence or non-
occurrence of any other event in the population. Furthermore, the
order of occurrence of outcomes must be random; that is, whether a
particular event occurs or does not occur at a given time must be com-
pletely a matter of chance. Finally, the population and its frequency
distribution must be stationary or time-invariant; that is, the events
comprising a population and their associated probabilities of occurrence
cannot change with time. Consequently, the physical processes that
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underlie the frequency of occurrence of the outcomes cannot change with
time. If any one of these four properties is not an attribute of a
population, the use of probability theory in making probabilistic
estimates of future events may result in erroneous results. However,
it may be possible to obtain useful probabilistic estimates--even

when the population does not conform strictly to the limitations
imposed by these properties--if sound judgment is incorporated into

the analysis of the population and the development of the estimates.

In engineering problems, it is usually either impossible or infeasible
to identify and analyze the entire population, because most problems
involve physical or natural phenomena, and the recorded data on these
phenomena are relatively limited. Any time the set of observed data
does not constitute the entire population, that set of observed data is
called a sample. For example, a 100-year record of river stages at a
particular point on a particular stream is a sample of the population
of all possible river stages at that point on that stream. By analyzing
the characteristics exhibited by a sample, it is possible to make infer-
ences about the characteristics of the population from which the sample
is drawn.

Section 2.02. Populations and Distributions

The science concerned with collecting, organizing, analyzing and
interpreting numerical data--particularly the analysis of population and
sample characteristics--is called statistics. Before any statistical
analysis of a population or its characteristics can be performed, it is
necessary to define unambiguously the population to be studied. In the
river-stage example cited previously, the population is defined by
identifying river stages as the element or variable to be studied by
specifying the stream and the location of the point on the stream where
the river-stage data were collected. It is worthwhile to note at this
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point that river-stage data are an example of a population that is
1ikely to be nonstationary, because the stage observation is dependent
upon the control characteristics at the gaging location, and on many
streams the control can change with time. Consequently, a stage obser-
vation of 10,0 meters in 1923 will probably not represent the same
physical conditions as a stage observation of 10.0 meters in 1947 if

the geometry of the stream channel at the gaging station changes between
1923 and 1947,

The terms element and outcome have been used to describe the consti-
tuents of a population. In engineering practice, the terms variable and
event are often used with the same meaning as element or outcome. In
defining a population it is necessary to specify not only the homogeneous
characteristics of the population but also the particular attribute of
the event that is to be studied and the unit of measurement that is asso-
ciated with the attribute. In the river-stage illustration, for example,
the attribute to be studied could be annual maximum river stage, annual
minimum stage, or any other attribute that possesses the properties of
independence, randomness and stationarity. The unit of measurement
selected should be stationary and unambiguous. Both the attribute and
the unit of measurement should be related as directly as possible to
the physical or natural phenomenon underlying the population.

The variables or events comprising a population or sample can be
either continuous or discrete. A continuous variable is one which can
take on any value within one or more specified intervals. A discrete
variable is one which can take on only a finite, countable number of
values within one or more specified intervals. Annual maximum discharge
is an example of a continuous variable, since the annual maximum dis-
charge could be any value between zero and infinity. The number of
coliform bacteria per 1000-milliliter water sample is an example of a
discrete variable since the number can only assume integer values

between zero and infinity.
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As previously indicated, when dealing with natural phenomena it is
almost always impossible to identify specifically each possible outcome
in a population and to calculate on a theoretical basis its relative
frequency of occurrence., This impossibility stems from an inability to
identify all of the physical phenomena underlying a particular natural
event and an inability to specify the interactions among physical phenomena
that produce natural events of a given magnitude. For example, if one
were interested in the population composed of coliform bacteria count per
1000-milliliter water sample at a given sampling location, it would be
reasonable to state that the population consists of all integer numbers
between zero and infinity, since there is no physical basis for excluding
any specific integer within that range. However, it is not possible to
calculate theoretically the exact frequency of occurrence of a particular
integer value because the coliform bacteria count depends upon physical
relationships between source and location of coliform bacteria entering
the water from which the sample is drawn, temperature-controlled and
nutrient-controlled reactions within the water body, natural purification
processes and other processes. Our understanding of these processes and
their interactions is not adequate to permit us to calculate how frequently
they will produce a given coliform bacteria count. So, although a general
description of the outcomes comprising the population can be deduced, the
second important element required to completely describe the population--
the frequency of occurrence of each outcome (the frequency distribution)--
cannot be calculated or deduced. When the frequency distribution asso-
ciated with a given population cannot be completely described a priori,
it is necessary to resort to sampling to obtain an estimate of the dis-
tribution. Sampling and samples are discussed in more detail in Section
2.04,

The 1imits, or bounds, upon events which comprise a given popula-
tion are most commonly inferred from knowledge of the physical phenomena
invoived. For example, in most problems the notion of negative streamflow
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is nonsensical, so a lower bound of zero is selected for populations
which are comprised of variables which are functions of streamflow.
Likewise, since there is usually no physical evidence that there is an
upper limit on streamflow, the upper bound for populations involving
functions of streamflow is usually considered to be infinity. Popula-
tions which have an upper limit of infinity are said to be unbounded at
the upper end. Populations which contain variables that can take on any
value between minus infinity and plus infinity are said to be unbounded.
The difference between the largest value and smallest value in a popula-
tion is called the range.

Once a population is described by specifying the homogeneous
characteristic (or characteristics) which uniquely identify the elements
comprising the population, all that remains for a complete description
of the population is to specify the frequency distribution of the events
comprising the population. The frequency distribution is defined by the
relative frequency of occurrence of each event in the population. The
relative frequency of occurrence is simply the number of occurrences of
each particular event divided by the total number of occurrences of all
events:

3
where:
fi = relative frequency of occurrence of the ith event
n. = number of occurrence of the ith event

total number of occurrences of all events

=
i

If the variable describing the events is discrete, and the popula-
tion is relatively small, it is possible to compute fi for each event.
However, if the variable describing the events is continuous (or if the
variable is discrete, but the range of the population is large), it is
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necessary to establish class intervals (arbitrary subdivisions of the
range) and define n; as the number of events that occur within a class
interval. In this case, fi becomes the relative frequency of occurrence
of events within the ith class interval.

The frequency distribution can be represented in a variety of ways.
In some cases, a tabular presentation showing the events or class intervals
and the corresponding values of fi is used. A more common way of pre-
senting the frequency distribution is to prepare relative frequency plots
such as the ones shown on fig, 2,01(a). This type of plot shows graphi-
cally the relative frequency of occurrence of all events in the popula=
tion, It is not mandatory that all class intervals be of equal length
as shown in the example. However, it is essential that the area of the
rectangle representing the relative frequency be proportional to the
relative frequency of occurrence in the class interval. Still another
method of presenting a frequency distribution is to prepare cumulative
frequency plots such as the ones shown on fig. 2.01(b). These cumulative
plots show the proportion of events that exceed a given magnitude. The
histogram type of plot (fig. 2.01(a)) is often used for discrete variables,
and the cumulative type of plot (fig. 2.01(b)) is almost always used
when working with continuous variables.

The information presented by these curves can be interpreted in a
probability context because one definition of probability is the relative
frequency definition which states that the probability of a particular
event occurring is equal to the relative frequency of occurrence of that
event. Thus, based on fig. 2.01, one could state that the probability
of occurrence of an annual peak discharge between 3,000 m3/sec and 3,999
m3/sec in any future year is .28; the probability of occurrence of an
annual peak discharge greater than 4,000 m3/sec in any future year is
about 0.46 or (1,-.54),

Through analysis of sampling experiments and natural phenomena,
statisticians and mathematicians have developed theoretical probability
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distributions that can be defined by general mathematical functions.
It has been demonstrated that the apparent distribution of a large
number of natural phenomena can be closely approximated through the
use of these theoretical distributions. One of the most commonly
used probability distributions is the normal, or Gaussian distribution.
The mathematical function which defines this distribution is:
f(x) = L g~ (X-u)2/20% —m < X < e (2-2)
aveim
where:
a continuous random variable
the population standard deviation of the random variable X
the population mean of the random variable X
base of the Napierian logarithm

[S TS
1 " i

This function is called the probability density function (PDF) for the
normal distribution. It is exactly analogous to the relative frequency
curve previously discussed. Two parameters, u and o, must be known to

define the function for a particular population. The function is unbounded
(i.e., extends from -= to +=) and is symmetrical about the parameter u.
Thus the parameter u is a measure of location (it identifies the point
along the axis between -= and +« at which the function is centered) for
the population. The parameter o is a measure of dispersion (it defines
the degree to which the distribution is spread along the axis between
-» and +=) of the population. The significance of variations in u and
o is shown on fig, 2.02.

By performing the following transformation equation 2-2 can be
transformed to a standardized normal probability density function:

7 =4z (2-3)

o]
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where:
Z = a standardized random variable, and X, u and o are defined
as in equation 2-2.

The standardized random variable, Z, is normally distributed--just as the
random variable, X. The normal distribution of the random variable, Z,
is called the standard normal distribution. For this standardized normal
PDF, the parameter, uy (mean of the standard normal distribution), has a
value of zero and the parameter, o7 (standard deviation of the standard
normal distribution), has a value of one. The probability density func-
tion for this standard normal distribution has been evaluated, and tables
showing the values of f(Z) are available in almost all statistical texts.
By using the tables and reversing the transformation of equation 2-3, it
is possible to transform the standard PDF to the probability density func-
tion for populations that are normally distributed with any values of

p and o.

At this point, it should be noted that the concept of equivalence
between relative frequency and probability is only meaningful when the
number of events in the population is finite. When the number of out-
comes is infinite, as in the case of a continuous random variable, it
can be seen from examination of equation 2-1 that the denominator becomes
infinity. This implies that the relative frequency or probability of
occurrence of a stated specific value of a continuous random variable
is zero. Consequently, the relative frequency and probability concepts
only have meaning for a continuous random variable when they are asso-
ciated with an interval along the X-axis. Therefore, we can speak of
the probability of occurrence of some future event having a value between
two magnitudes, X1 and X2, or greater than X] or less than X]; but not
about the probability that the event will have a value of exactly X].

The interval between X] and X2 can be very small; but as the size of the
interval decreases the probability that a future event will have a value
within the interval approaches zero.
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Since the concept of probability for a continuous random variable
only has meaning for intervals along the X-axis and since the normal
distribution extends from -~ to +~ along the axis (which implies that
the interval from -« to +~ contains all possible values of the random
variable), it follows that the probability of any future value of
the random variable being between -= to +» must be unity; that is, it
is certain that the future value will be within this interval. It can
be shown that integration of equation 2-2 between the limits of -« and
+o will produce a result of unity. Consequently, the area under the
probability density function must be unity.

The foregoing discussion leads to the observation that probability
estimates for continuous variables are related to areas under the PDF
rather than to the ordinates of the PDF. The ordinates of the PDF
relate the relative frequency of occurrence of values of a given mag-
nitude to the frequency of occurrence of values of other magnitudes
within the same population. For example, on fig. 2,02, the relative
frequency in the vicinity of X = 0 for the population with u = 0 and
o =1 is about 0.4, the relative frequency in the vicinity of X = -X2
is 0.2, and the relative frequency in the vicinity of X = X] is 0.13.
This means that observations in the vicinity of X = 0 will occur about
twice as frequently as observations in the vicinity of X = --X2 and about
three times as frequently as observations in the vicinity of X = X]. It
should be noted that this implies nothing about the absolute probability
of occurrence of X = 0, X = -X2 or X = X] since it only describes how
frequently these values occur with respect to each other.

The probability of occurrence of a value within a specified interval
is represented by the area under the PDF within the interval. This is
illustrated in fig. 2.03 where the shaded area between points a and b
on the X-axis represents the probability of occurrence of a value of the
random variable, X, greater than a and smaller than b. Likewise, the
shaded area to the right of point ¢ on fig. 2.03 represents the proba-

bility of occurrence of a value of X greater than c. The actual
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probability can be calculated by integrating equation 2-2 between the
limits a and b for the former case and between ¢ and += for the latter
case. Fortunately, it is not necessary to integrate equation 2-2 each
time a probability estimate is needed. The integration of equation

2-2 for the standard normal distribution (u = 0, o = 1) has been accom-
plished and is available in tabular form in most statistics texts. The
function which shows the relationship between the random variable, X,
and probability of occurrence (area under the PDF) is called the cumula=-
tive distribution function (CDF). The value of the CDF for the normal
distribution approaches zero as X approaches -« and approaches one as

X approaches +»., The relationship between the PDF and CDF for the
standard normal distribution is shown on fig. 2.03. This figure shows
that the area to the left of point a is 0.1 and the area to the left of
point b is 0.50. The area between a and b (and consequently the proba-
bility of occurrence of values of X between a and b) is 0.50 minus 0.1
or 0.4, Likewise, the probability of occurrence of a value of X greater
than ¢ can be calculated hecause the area to the left of point ¢ is 0.95
and the area to the left of += is, by definition, 1.0. Therefore, the
area between ¢ and +~ (and the probability) can be calculated as 1.0 -
0.95 or 0.05. Through use of CDF curves (or tables) for the standard
normal distribution, probability estimates can be made for any interval
along the X-axis, and through conversion by equation 2-3, any normal
distribution can be expressed in terms of the standard normal distribu-
tion, and consequently probability estimates can be developed for any
normal distribution. In most applications, engineers work with the

CDF rather than with the PDF, and in most instances, the work involves
the graphical form of the CDF.

Section 2.03. Probability and Frequency

In many practical applications of probability analysis it is desirable
to work with frequency of occurrence rather than probability of occurrence.
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Frequency of occurrence, which is usually expressed as a percent value,
is related to a specified number of occurrences and is directly related
to the probability of occurrence. For example, if the probability that
a magnitude, X, will be exceeded is .10, it can be stated that there is
a 10 percent chance that X will be exceeded for any given future occur-
rence; or that X will be exceeded, on the average, once in every 10
occurrences; or that X will be exceeded, on the average, 10 times in
100 occurrences. It should be noted that this does not imply that X
will be exceeded exactly once in 10 consecutive occurrences, but rather
that in a very large number of occurrences (as implied by the phrase
"on the average") the ratio-of the number of magnitudes greater than

X to the total number of events is 1/10. Some sets of 10 consecutive
occurrences will have no occurrences greater than X, and other sets will
have more than one occurrence greater than X.

In hydrologic analysis, one is frequently concerned with events that
are identified with occurrence in the time span of a year, such as the
maximum peak discharge in a year or the maximum 6-hour rainfall in a
year. For such events, only one event out of an entire year of data
(the maximum in the cases cited) is of interest and the event is labeled
as the annual event, e.g., the annual maximum peak discharge or the
annual maximum 6-hour rainfall. Probability analyses of annual events
require that one event be selected out of each year of data, regardless
of how many events occurred during the year. That is, if six large floods
occur in a single year, and one is analyzing annual maximum floods, only
the largest flood is used in the analysis even though some of the remain-
ing five floods are larger than the maximum floods that have occurred in
other years. Consequently, there is only one "occurrence" per year,
and the total number of occurrences is equal to the number of years of
data. Thus, number of years is often substituted for number of occur-
rences, and engineers speak of events with "10-year exceedence interval®
or "50-year exceedence interval" with the understanding that the magnitude
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of the event with, for example, a 10-year exceedence interval will be
exceeded, on the average, 1 year in 10 years or that there is a 10 per-
cent chance that this magnitude will be exceeded in any future year.
The curves on fig. 2.03 are plotted on arithmetic scales. HWhen
the CDF for the normal distribution is plotted on arithmetic scales,
it takes on an S-shape as shown in fig. 2.03, It is possible, however,
to develop a "probability scale" for the vertical axis so that the CDF
for a normal distribution will plot as a straight 1ine. Figure
2.04 shows the CDF from fig. 2.03 vnlotted on probability paper. It
should be noted that the probability scales on fig. 2.04 are expressed
as percent values rather than as ratios, as on fig. 2.03. Thus, the
curve is known as a frequency curve (i.e., frequency per hundred events
versus magnitude rather than probability versus magnitude). Also, it
should be noted that the complement of the cumulative frequency (i.e.,
100 minus the cumulative frequency) is called the exceedence frequency.
Many times in engineering problems, the probability estimate needed is
the probability that a given magnitude on the X-axis will be exceeded,
and this is the exceedence probability or exceedence frequency. Thus,
a value with an exceedence frequency of 1 percent (exceedence probability
of .01) will be exceeded, on the average, once in each 100 observations.
Furthermore, for any given future occurrence (say, next year's annual
maximum peak discharge) there is one chance in 100 that the observed
magnitude will exceed the magnitude which has an exceedence frequency

of 1 percent.

There are many probability distributions other than the normal
distribution that are useful in various areas of science and engineer=-
ing. Some of these distributions are completely specified by one or
two parameters, others may require three or more parameters for com-
plete specification. However, many physical and natural phenomena seem
to be normally (or log-normally) distributed, and unless the sample
data are extensive and clearly not normally distributed, it is usually
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desirable to assume that the population is normally distributed. Some
discussion of non-normal distributions for hydrologic engineering are
contained in subsequent chapters of this report.

Once a distribution form for the population has been selected,
it is only necessary to specify the parameters required for the distri-
bution (u and o for the normal distribution) in order to completely
define the distribution. However, the parameters are unknown and must
be estimated from sample data using techniques described in the follow-
ing section.

Section 2.04, Sampling and Statistics

As indicated in previous sections of this chapter, the true charac-
tertistics of the parent population of most natural phenomena are seldom
known; that is, the distribution of the parent population is unknown.

In cases where nothing is known about the distribution of the population,
it may be possible to analyze samples to gain information about the
population, For example, a manufacturer who has produced a million
machined bolts to supply a contract may know that human errors and
maladjusted machines will cause some of the bolts to be defective

(that is, unacceptably larger or smaller than called for in the con-
tract). Typically, a contract would specify that a certain percentage
of the bolts could be defective by a certain amount without causing the
shipment to be rejected. If the penalties for rejection are severe the
manufacturer may measure each of the million bolts to insure that he
complies with the contract. More commonly, however, it is advantageous
to sample the population of one million bolts to determine whether the
Tot should be rejected. Say the manufacturer decides to base his deci-
sion on accepting or rejecting the whole lot by examining a sample of
10,000 bolts selected at random from the shipment. If he knows nothing
at all about how his equipment and personnel perform in producing bolts
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he might assume that the sample results fully describe the distribution
of defective bolts in the lot. He would then compute relative fre-
quencies for various magnitudes of deviations from the specified size
using equation 2-1 and draw a relative frequency curve similar to fig.
2.01(a). This decision to accept or reject the Tot would be based on
the comparison of the results (as exhibited by the curve) with the
contract terms., If, for any reason the manufacturer believes that the
results of the analysis are incorrect (that is unrepresentative), he
simply increases the size of his sample, or takes another sample to

see if the results will change.

If the manufacturer has some knowledge about his equipment and
personnel (say, from analyses of similar lots of bolts in the past)
he may know that a certain type of distribution is always character-
istic of his bolt production efforts and therefore it is not necessary
to compute relative frequencies and draw the curves to describe the
distribution. Instead he can compute from the sample measurements a
few indicators that tell him whether the lot is acceptable. As will be
shown later in this section, this is often the case.

Through analysis of the frequency of occurrence of various outcomes
in a sample, it is possible to infer the characteristics of the popula-
tion frequency distribution. The reliability of the population charac-
teristics inferred from analysis of a sample is directly dependent upon
the extent to which the sample is representative of the population which
is, in turn, dependent to a large extent on the size of the sample. For
example, if a population were defined as the set of all annual peak dis-
charges at a particular location on a particular stream, that population
would include all annual peak discharges that have ever occurred at that
location and all annual peak discharges that will occur at that location
in the future. It is obvious that a historical record of annual peak
discharges--even a record 100 years in length--is a relatively small
sample from this population. However, our knowledge of meteorology,
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hydrology and other sciences that are important in understanding the
natural process that produces streamflow makes us aware that a wide
variety of combinations of physical and natural phenomena will probably
be experienced during a 100-vear period and that inferences we make
about the population from the 100-year sample should be relatively
reliable.

Inferences based on a short record--say, 5 vears in length--will,
on the other hand, be subject to considerable question. The same
knowledge that tells us that a 100-year record should be relatively
useful tells us that protracted wet periods or dry periods can easily
exceed 5 years in duration. Consequently, we are not likely to observe
a representative variety of combinations of physical and natural pheno-
mena during a short period, since conditions during this period might
easily reflect only the short-term influences that existed during the
period. Unfortunately, in hydrologic engineering the "true" values of
population characteristics are almost never known, so there is no way
to determine whether a given sample is representative of the population
other than to rely on the general principle that the degree of repre-
sentativeness generally increases as the size of sample (i.e., length
of record) increases. Since hydrologic engineering evaluations and
the decisions based on these evaluations often cannot be delayed so that
a longer record can be obtained, it is frequently necessary to augment
the available data at a given location through consideration of data
obtained at other locations in the same region. Techniques for this
type of analyses are discussed in Chapter 4 of this volume and in
Chapter 4 of Volume 2.

In hydrologic engineering problems, the sample is used primarily
to draw inferences about the relative frequency of various events within
a population. It should be obvious that a sample would have to be very
large before one could expect infrequent extreme events to be repre-
sented within the sample.
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There are some problems involved in making probability estimates
from relative frequency data developed from a sample. By the very
nature of the computation used to calculate relative frequency, the
relative frequency and therefore the probability of occurrence of a
value larger than the largest value in the sample or a value smaller
than the smallest value in a sample is zero. It should be clear that
this cannot always be true because a sample will not always contain
the largest and smallest values from the population. Since it is known
that events more extreme than those contained in a sample can occur,
there must be some formalism for estimating the probability of occur-
rence of events larger or smaller than those in the sample. That is,
there must be some way of inferring, from the information exhibited
by the sample, enough about the population from which the sample was
drawn to permit one to estimate the probability of occurrence of events
more extreme than those in the sample.

It is possible to infer the characteristics of a population from
the frequency characteristics of a sample drawn from the population if
something is known (or can be assumed) about the general nature (form)
of the population's frequency distribution.

As indicated earlier in this chapter, many natural phenomena seem
to exhibit characteristics which indicate that the normal distribution
satisfactorily describes the frequency distribution of outcomes in the
parent population. Therefore many statistical analyses of natural
phenomena are based on the assumption that the events comprising the
parent population are normally distributed. While this is a common
assumption, it is not one which should be made without due consideration,
because the use of an inappropriate distribution form can produce anal-
yses that grossly distort the significance of sample data.

There are techniques for assessing the validity of the assumption

of a particular distribution. Host of these techniques require statis-
 tical analyses that are beyond the scope of this volume, but are ade-
quately described in statistics texts. Even these techniques do not
2=-21



produce definitive information about the validity of an assumed dis-
tribution. Instead, they provide probabilistic estimates of the
chance that the assumed distribution is incorrect. A less quantita-
tive assessment of the reasonableness of an assumed distribution is
obtained by graphical comparison of observed data with computed data
based on the assumed distribution. Techniques for such comparisons
are described in Chapter 4 of this volume.

A major consideration in the selection of a distribution for use
in statistical studies is whether known characteristics of the natural
phenomena under study are consistent with the known characteristics of
the distribution. For example, as indicated in the previous section
the bounds of the normal distribution are minus infinity and plus
infinity; and therefore one cannot expect that this distribution would
satisfactorily represent the distribution of events from a natural
population with different bounds (for example, phenomena with definite,
fixed upper or lower bounds). In some cases it is possible to transform
the observed data on natural phenomena that does not conform to known
characteristics of a distribution in order to facilitate the use of
the distribution. Streamflow data, for example, would not seem to be
adequately described by the normal distribution because the lower bound
of streamflow is zero rather than minus infinity. However, if the logar-
ithms of streamflow are used in statistical analyses, rather than the
streamflows themselves, the resulting data may conform to the known
characteristics of the normal distribution (as streamflow approaches
zero its logarithm approaches minus infinity). Characteristics of
common statistical distributions can be found in most statistics texts,
and these characteristics should be studied thoroughly before a deci-
sion is made to use any unfamiliar distribution.

In addition to information on the nature of various distributions,
statistics texts provide information on the parameters needed to com-
pletely specify (in a mathematical sense) the distribution. The normal
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distribution, for example, can be completely specified by only two para-
meters: u, the population mean, and ¢2, the population variance. If u
and o could be determined for a given population it would be possible

to compute precisely the probability of occurrence of events within any
range of magnitude associated with the given population. Of course, we
cannot determine u and o in populations of natural phenomena, because
the determination requires complete knowledge of all events comprising
the population, and our knowledge is limited to a relatively few recorded
events. Consequently, just as the bolt manufacturer estimates charac-
teristics of his population of a million bolts by analyzing a sample

of 10,000 bolts, we estimate parameters of a population by analyzing
samples (recorded data).

In the case of the normal distribution the sample mean, generally
represented by the symbol X, is computed from the sample data and used
as an estimator for the population mean, u. Similarly, the sample stan-
dard deviation, generally represented by the symbol S, is used as an
estimator for the population standard deviation, o. That is, the sample
mean is assumed to be equal to the population mean, and the sample stan-
dard deviation is assumed to be equal to the population standard devia-
tion. If the sample is representative of the population, these assump-
tions will be valid, and the probability estimates based on the distri-
bution with u = X and o = S will be satisfactory. Equations for calcu-
lating X and S and techniques for comparing the sample data with the
assumed distribution based on u = X and o = S will be discussed in
Chapter 4. This comparison is the basis for ascertaining whether
the assumed distribution seems to be suitable for probability estimates.

An estimator of a parameter is a statistic computed from sample
data and used in lieu of an unavailable parameter to specify a statis-
tical distribution. In general there are many ways of computing
statistics from sample data for use as parameter estimators, but
statistically-valid estimators have several specific mathematical
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and statistical properties. Although discussion of the properties is
beyond the scope of this text, it should be noted that all meaningful
estimators have a property that is of importance in hydrologic studies.
This property, consistency, requires that as the size of sample increases
the value of the estimator converges on the true value of the parameter
being estimated. Because of this property it can be expected that the
larger samples (e.g., longer hydrologic records) will produce better
definition of the population distribution.

Throughout the remainder of this volume the computational techni-
ques described are consistent with the principles of probabilistic
analysis and sampling described in this chapter. In most cases rigor-
ous mathematical and statistical proofs have been omitted. Questions
regarding the applicability of techniques to situations which differ
significantly from the general principles discussed in this volume or
from those conditions specified as being pertinent should be resolved
through careful study of relevant material in statistical texts.
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CHAPTER 3. PRINCIPLES OF PROBABILITY ANALYSIS
IN HYDROLOGIC ENGINEERING

Section 3.01. Introduction

Frequency curves are most commonly used in studies to determine
the economic value of flood control projects. Other common uses of fre-
guency curves include the determination of reservoir stage for real-
estate acquisition and reservoir-use purposes, the selection of rainfall
magnitude for storm-drain design, and the selection of runoff magnitude
for interior drainage, pumping-plant, and local-protection project
design.

There are two basic types of frequency curves used in hydrologic
work. A curve of annual maximum events is ordinarily used when the
primary interest lies in the very large events or when the second
largest event in any year is of minor concern in the analysis. The
partial-duration curve represents the frequency of all events above a
given base value, regardless of whether two or more occurred in the
same year. This type of curve is ordinarily used in economic analysis,
because often there are substantial damages which result from the second
largest and third Targest floods in extremely wet years and from floods
occurring more frequently than the annual event in rural areas. When
both the frequency curve of annual floods and the partial-duration curve
are used care must be exercised to assure that the two are consistent.

A graphic demonstration of the relation between a chronologic record,
an annual-event array, and a partial-duration array is shown on fig. 3.01.

In almost all locations there are seasons during which storms or
floods do not occur or are not severe, and other seasons when they are
more severe. Also, damages associated with a flood often vary with
season of the year. In many types of studies, the seasonal variation
factor is of primary importance, and it becomes necessary to establish
frequency curves for each month or other subdivision of the year.
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For example, one frequency curve might represent the largest floods

that occur each January, a second one would represent the largest floods
that occur each February, etc. In another case, one frequency curve
might represent floods during the snowmelt season, while a second might
represent floods during the rain season. Occasionally, when seasons

are studied separately, an annual-event curve covering all seasons is
also prepared, and care shoyld be exercised to assure that the various
seasonal curves are consistent with the annual curve.

Section 3.02. Duration Curves

In connection with power studies for run-of-river plants particularly,
and in some phases of sediment studies, the flow-duration curve serves
a useful purpose. It simply represents the percent of time during which
specified flow rates are exceeded at a given location. Ordinarily,
variations within periods less than 1 day are not of consequence, and
the curves are therefore based on observed mean-daily flows. For the
purpose served by flow duration curves, the extreme rates of flow are
not important, and consequently there is no need for refining the curve
in regions of high flow.

The procedure ordinarily used in the preparation of a flow~duration
curve consists of counting the number of mean-daily flows that occur
within given ranges of magnitude. Then the lower limit of magnitude in
each range is plotted against the percentage of days of record that
mean-daily flows exceed that magnitude. A typical flow duration curve
is shown on fig. 3.02.

Section 3.03. Technical Approach in Estimating Frequency Curves

There are two basic approaches to estimating frequency curves--
graphical and analytical. Each of these approaches has several varia-
tions in current practice, but thediscussion nerein will be limited to
certain recommended methods.
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Frequencies are evaluated graphically by arranging observed
values in the order of magnitude and representing frequencies by a
smooth curve through the array of values. Each observed value represents
a fraction of the future possibilities and, when plotting the frequency
curve, it is given a "plotting position" that is calculated to give it
the proper weight.

In the application of analytical (statistical) procedures, the con-
cept of theoretical populations or distributions is employed. The events
that have occurred are presumed to constitute a random sample and accord-
ingly are used to make inferences regarding their "parent population®
(i.e., the distribution from which they were derived). Such inferences
are necessarily attended by considerable uncertainty, because a given
set of observations could result from any of many sets of physical condi-
tions (from any one of many distributions). However, by the use of
statistical processes, the most probable nature of the distribution from
which the data were derived can be estimated. Since this in all proba-
bility is not the true parent population, the relative chance that
variations from this distribution might be true must be evaluated.

Each range of possible parent population is then weighted in proportion
to its likelihood in order to obtain a weighted average. A probability
obtained from this weighted average is herein referred to as the expected
probability PN'

Because of the shortness of hydrologic records, frequency deter-
minations for rare events are relatively unreliable where based on a
single record. Also, it is often necessary to estimate frequencies for
Tocations where no record exists. For these reasons, regionalized fre-
quency studies, in which frequency characteristics are related to
drainage-basin features, are desirable. Regionalized frequency studies
are facilitated by the use of analytical methods, as illustrated in
Chapter 4.
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Section 3.04., Effect of Basin Developments on Frequency Relations

Most hydrologic frequency estimates serve some purpose relating to
planning, design or operation of water resources management projects.
The anticipated effects of a project on flooding can be assessed by
comparing the peak discharge and volume frequency curves with and with-
out the project. Also, projects that have existed in the past have
affected the rates and volumes of floods, and the recorded values must
be adjusted to reflect uniform conditions in order that the frequency
analysis will conform to the basic assumptions of randomness and commom
population. In order for a frequency curve to conform reasonably with
a generalized mathematical or probability law, the flows must be
essentially unregulated by man-made storage or diversion structures.
Consequently, wherever practicable, recorded runoff values should be
adjusted to natural conditions before a frequency analysis is made.
However, in cases where the regulation results from a multitude of
relatively small management works that have not changed appreciably
during the period of record, it is likely that the general mathematical
laws will apply as in the case of natural flows, and that adjustment
to natural conditions would be unnecessary and, because of the amount
of work involved, undesirable. -

If it is practical, the most complete approach to determining
frequency curves of regulated runoff consists of (1) routing flows
for the entire period of record through the proposed management
works, (2) arranging the annual regulated flows in order of magni-
tude, and (3) plotting the frequency curve of regulated flows using
selected plotting positions to determine frequencies of regulated
runoff for extreme floods. A less involved method consists of routing
of multiples of the largest floods of record or multiples of a large
hypothetical flood to yield results approximating those that would
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be obtained by the more complete procedure. Techniques for estimating
project effects are outlined in Chapter 6.

In general, cumulative frequency curves of river stages are deter-
mined from frequency curves of flow because of the advantage available
in fitting flow frequency data with theoretical curves or because the
effects of upstream storage or diversion can best be estimated in terms
of flow. In cases where the stage-discharge relation is erratic, a
frequency curve of stages can be derived directly from stage data, as
illustrated in Chapter 4. Project construction or natural changes in
streambed elevation may change the relationship between stage and flow
at a location. By forming constrictions, levees may raise stages
several feet for some distance upstream. Reservoir or channel work
may cause changes in degradation or aggradation of streambeds, and
thereby change rating curves. Thus, the effects of projects on river
stages often involve the effects on channel hydraulics as well as the
effects on streamflow.

Section 3.05. Selection of Frequency Data

The primary consideration in selection of an array of data for a
frqugncy study is the objective of the frequency analysis. If the
freq&éncy curve that is developed is to be used for estimating damages
that are related to instantaneous peak flows in a stream, peak flows
should be selected from the record. If the damages are related to
maximum mean-daily flows or to maximum 3-day flows, these items should
be selected. If the behavior of a reservoir under investigation is
related to the 3-day or 10-day rainflood volume, or to the seasonal
snowmelt volume, that pertinent item should be selected. Occasionally,
it is necessary to select a related variable in lieu of the one desired.
For example, where mean-daily flow records are more complete than the
records of peak flows, it may be desirable to derive a frequency curve
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of mean-daily flows and then, from the computed curve, derive a peak-

flow curve by means of an empirical relation between mean daily flows

and peak flows. All reasonably independent values should be selected,
but the annual maximum events should ordinarily be segregated when the
application of analytical procedures discussed in Chapter 4 is contem-
plated.

Data selected for a frequency study must measure the same aspect
of each event (such as peak flow, mean-daily flow, or flood volume for
a specified duration), and each event must be controlled by a uniform
set of hydrologic and operational factors. For example, it would be
improper to combine items from old records that are reported as peak
flows but are in fact only daily readings, with newer records where the
peak was actually measured. Similarly, care should be exercised when
there has been significant change in upstream storage regulation during
the period of record so as not to inadvertently combine unlike events
into a single series. In such a case, the entire record should be
adjusted to a base condition, preferably the unregulated condition.

Hydrologic factors and relationships operating during a winter rain
flood are usually quite different from those operating during a spring
snowmelt flood or during a local summer cloudburst flood. Where two or
more types of floods are distinct and do not occur predominantly in
mutual combinations, they should not be combined into a single series
for frequency analysis. They should be considered as events from
different parent populations. It is usually more reliable in such
cases to segregate the data in accordance with type and to combine
only the final curves, if necessary. For example, in the mountainous
region of eastern California, frequency studies are made separately
for rain floods, which occur principally during the months of November
through March, and for snowmelt floods, which occur during the months
of April through July. Flows for each of these two seasons are
segregated strictly by cause--those predominantly caused by snowmelt
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and those predominantly caused by rain. In desert regions, summer
thunderstorms should be excluded from frequency studies of winter
rain flood or spring snowmelt floods and should be considered
separately. Similarly, in coastal regions it would be desirable to
separate floods induced by hurricanes or typhoons from other general
flood events,

When practicable, all runoff data should be adjusted to natural
hydrologic conditions before making the frequency study, because natural
flows are better adapted to analytical methods and are more easily com-
pared within a region. Frequency curves of "present-requlated" condi-
tions (those prevailing under current practices of regulation and
diversion) or of "future-requlated" conditions can be constructed from
the frequency curve of natural flow by means of an empirical or logical
relationship between natural and regulated flows. Where data recorded
at two different locations are to be combined for construction of a
single frequency curve, the data should be adjusted as necessary to a
single Tocation, usually the location of the longer record, accounting
for differences of drainage area and precipitation and, where appro-
priate, channel characteristics between the locations. Where the
stream-gage location is somewhat different from the project location,
the frequency curve should be constructed for the stream-gage location
and subsequently adjusted to the project location.

Occasionally a runoff record may be interrupted by a period of one
or more years. If the interruption is caused by destruction of the
gaging station by a large flood, failure to fill in the record for that
flood would have a biasing effect, which should be avoided. However,
if the cause of the interruption is known to be independent of flow
magnitude, the entire period of interruption should be eliminated
from the frequency array, since no bias would result. In cases where
no runoff records are available on the stream concerned, it is possible
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to estimate the frequency curve as a whole using regional generaliza-
tions discussed in Chapter 4. An alternative method is to estimate

a complete series of individual floods from recorded precipitation

by continuous hydrologic simulation and perform conventional frequency
analysis on the simulated record.

Section 3.06, Climatic Variations

Some hydrologic records suggest regular cyclic variations in pre-
cipitation and runoff potential, and many attempts have been made to
demonstrate that precipitation or stream flows display variations that
are in phase with various cycles, particularly the well-established 11-
year sunspot cycle. There is no doubt that long-duration cycles or
irregular climatic changes are associated with general changes of land
masses and seas and with local changes in lakes and swamps. Also,
large areas that have been known to be fertile in the past are now arid
deserts, and large temperate regions have been covered with glaciers one
or more times. Although the existence of climatic changes is not ques~
tioned, their effect is ordinarily neglected because long-term climatic
changes generally have insignificant effects during the period concerned
in water development projects, and short-term climatic changes tend to
be self-compensating., For these reasons, and because of the difficulty
in differentiating between fortuitous and systematic changes, it is
considered that except for the annual cycle the effect of natural cycleas
or trends during the period of useful project 1ife can ordinarily be
neglected in hydrologic frequency studies.

Section 3.07. Frequency Reliability Analyses

The reliability of frequency estimates is influenced by:
a. The amount of information available.
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b. The variability of the events.
c. The accuracy with which the data were measured.

In general with regard to item a, errors of estimate are inversely
proportional to the square root of the number of independent items con-
tained in the frequency array. Therefore, errors of estimates based on
40 years of record would normally be half as large as errors of estimates
based on 10 years of record, other conditions being the same.

The variability of events in a record (item b) is usually the most
important factor affecting the reliability of frequency estimates. For
example, the ratio of the largest to the smallest annual flood of record
on the Mississippi River at Red River Landing, Louisiana, is about 2.7,
whereas the ratio of the largest to the smallest annual flood of record
on the Kings River at Piedra, California, is about 100, or 35 times as
great. Statistical studies show that as a consequence of this factor,

a flow corresponding to a given frequency that can be estimated within
10 percent on the Mississippi River, can be estimated only within 40
percent on the Kings River,

The accuracy of data measurement (item c) normally has relatively
small influence on the reliability of a frequency estimate, because
such errors ordinarily are not systematic and tend to cancel, and because
the influence of chance events is great in comparison with that of measure-
ment errors. For this reason, it is usually better to include an esti-
mated magnitude for a major flood; for example, that was not recorded
because of gage failure, rather than to omit it from the frequency array,
even though its magnitude can only be estimated approximately. However,
it is advisable always to use the most reliable sources of data and,
in particular, to guard against systematic errors such as result from
using an unreliable rating curve.

It should be remembered that the possible errors in estimating
flood frequencies are very large, principally because of the chance of
having a non-representative sample. Sometimes the occurrence of one
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or two abnormal floods can change the apparent exceedence frequency of
a given magnitude from once in 1,000 years to once in 200 years. HNever-
theless, the frequency-curve technique is considerably better than any
other tool available for some purposes and represents a substantial
improvement over using an array restricted to observed flows only.
Reliability criteria useful for illustrating the accuracy of frequency
determinations and for applying safety factors in design are described
in Chapter 4.

Section 3.08. Presentation of Data and Results of Frequency Analyses

Information provided with frequency curves should indicate clearly
the scope of the studies and include a brief description of the proce-
dure used, including appropriate references. When rough estimates are
adequate or necessary, the frequency data should be properly qualified
in order to avoid misleading conclusions that might seriously affect
the project plan. Summary of the basic data consisting of chronological
tabulation of values used and indicating sources of data and adjustments
made, would be helpful. The frequency data can also advantageously be
presented in graphical form, ordinarily on probability paper, along with
the adopted frequency curves.
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CHAPTER 4, COMPUTATION OF FREQUENCY CURVES

Section 4.01. Computation by Graphical Method

Every derived frequency relation should be plotted graphically,
even though the results can be obtained entirely analytically as des-
cribed in Section 3.02, in order that observed data may be visually
compared with the derived curve. The visual comparison is the simplest
method of evaluating whether or not the assumed distribution is consis-
tent with the observed data. The graphical method of frequency-curve
determination can be used for any type of frequency study, but analytical
methods have certain advantages where they are applicable (see Section
4.02). The principal advantages of graphical methods are that they are
generally applicable, that the derjved curve can be easily visualized,
and that the observed data can be readily compared with the computed
results. However, graphical methods of freguency analysis are inferior
in accuracy to analytical methods where the latter apply, and do not
provide means of evaluating the reliability of the estimates. Comparison
of the adopted curve with plotted points is not an absolute index of
reliability as in correlation analysis, but it is often erroneously
assumed to be, thus implying a much greater reliability than is actually
attained. For these reasons, graphical methods should be limited to
those cases where analytical methods do not apply (that is, where fre-
quency curves are too irregular to compute analytically) and to use as
a visual aid or check on analytical computations.

General principles in the selection of frequency data are discussed
in the previous chapter. Data used in the construction of frequency
curves of peak flows consist of the maximum flow for each year of
record (for annual-event curve) and all of the secondary flows that
exceed a selected base value (for partial-duration curve). This base
value must be smaller than any flood flow that is of importance in the
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analysis, and should also be low enough so that the total number of
floods in excess of the base equals or exceeds the number of years

of record. Ordinarily, the latter criterion controls, and as a matter
of convenience the annual and partial-duration series of events are
often made equal in number. Figure 4,01 is a sample tabulation of

data in the order of magnitude directly from the record, and of corres-
ponding plotting positions.

Recommended plotting positions are tabulated on Exhibit 1. In
ordinary hydrologic frequency work, N is taken as the number of years
of record rather than the number of events, so that exceedence fre-
quencies will be in terms of events per hundred years. For arrays
larger than 100, the plotting position of the largest event, P]; is
obtained by use of the following equation:

1-p (0.5) /N (4-1)

1
The plotting position for the smallest event is the complement of this
value, and all other plotting positions are interpolated linearly
between these two. For partial-duration curves, particularly where
there are more events than vears (i), plotting positions larger than
50 percent are obtained by use of the following equation:

P = (2m - 1)/2N (4-1a)

in which m is the order number of the event (that is, for the largest
event m = 1, for the second largest m = 2, etc.).

The plotting grid commonly used in studies of flood flow frequencies
is the logarithmic normal (logarithmic probability) grid which is designed
such that the logarithmic normal frequency distribution will plot as a
straight line. A plotting grid that covers the usual range of flows
and frequencies concerned in hydrologic studies and designed for
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presentation on letter-size charts is illustrated on fig. 4.02. The
plotting grid used for flood stage frequencies is the arithmetic proba-
bility (or arithmetic normal) grid illustrated on fig. 4.03. The plot-
ting grids should contain a horizontal scale of exceedence interval as
well as a horizontal scale of exceedence frequency and a vertical scale
of flood flow.

Figure 4.02 shows the plotting of a frequency curve of annual peak
flows corresponding to those tabulated on fig. 4.01. The curve should
be drawn so as to balance out the plotted points to a reasonable degree
and so that there is no abrupt break in the frequency curve. Unless
computed as discussed in Section 4.02, the frequency curve should be
drawn as a straight line on the grid whenever data and conditions
warrant,

The partial-duration curve corresponding to the partial-duration
data on fig. 4.01 has been shown on fig. 4.04. This curve has been
drawn by generally balancing out the plotted points, except that it
was made to conform with the annual-event curve in the upper portion
in general accord with the standard relationship discussed in Section
4.02. When partial-duration data includes more events than there are
years of record it will be necessary to use logarithmic paper for plot-
ting purposes, as on fig. 4.04, in order to plot exceedence frequencies
greater than 100 percent. Otherwise, the curve can be plotted on
probability grid, as illustrated on fig. 5.06.

Figure 4.03 illustrates the graphical construction of a river stage
frequency curve. The shape of this curve is dictated by the plotted
points and, in some cases, by consideration of the stage at which over-
bank flows begin., Whenever stage is a consistent function of flow, as
is the usual case, the stage frequency curve should be obtained from
the flow frequency and stage-discharge curves,
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Section 4.02., Computation by Analytical Method

The analytical method of computing a frequency curve is limited
almost exclusively to curves of annual maximum stream flows for a
specified duration (including peak flows) and annual maximum pre-
cipitation amounts for a specified duration. In general, the results
obtained by analytical methods where they apply are considerably more
reliable than those obtained by graphical procedures. They have the
additional advantage that the degree of reliability of frequency esti-
mates can be evaluated.

The most commonly used analytical frequency procedure for hydrologic
investigations involving precipitation and natural runoff is the logarith-
mic Pearson type III distribution. This distribution requires three para-
meters for complete mathematical specification. The parameters are: the
mean, or first moment, (estimated by the sample mean, X); the variance,
or second moment, (estimated by the sample variance, SZ); and the skew,
or third moment, (estimated by the sample skew, g). Since the distribu-
tion is a logarithmic distribution, all parameters are estimated from
logarithms of the observations, rather than from the observations them-
selves. The Pearson type III distribution is particularly useful for
hydrologic investigations because the third parameter, the skew, permits
the fitting of non-normal samples to the distribution. When the skew
is zero the log-Pearson type III distribution becomes a two-parameter
distribution that is identical to the logarithmic normal (often called
log=normal) distribution.

The distribution is fitted to runoff and precipitation data by
calculating the sample mean, variance, and skew from the following
equations:

¥ =2t (4-2)
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2-] . X NSZX} /N (4-3)

_N(5x3) _ N2(=x3)-3n(zx)(=x2)+2(zx)3
(N-1)(n-2)S3 N (N-T)(N-2)S3

Wlak

g

in which:

logarithm of the magnitude of an event in the sample
the mean of the logarithms

= >] >
I

X=X, the deviation of a single event from the mean

=l
L]

the number of events in the sample
S2 = unbiased estimate of the variance
unbiased estimate of the skew coefficient

perform calculation for all values from 1 to N

™MK
it

In terms of the frequency curve itself, the mean represents the general
magnitude or average ordinate of the curve, the square root of the
variance (the standard deviation, S) represents the slope of the curve,
and the skew represents the degree of curvature of the curve.

The types of cumulative frequency curves fitted in hydrologic
studies do not require moments of a higher order than these three, and
frequently only the first two will be required. There is no need to
tabulate the individual deviation for each logarithm, as the second
forms of equations 4-3 and 4-4 can be used to compute the standard
deviation and skew coefficient much more rapidly, directly from the
original logarithms. In computing these quantities in this manner,
however, it is essential that the intermediate quantities in the com-
putation be accurate to at least four decimal places, which is not
practicable without an automatic desk calculator or electronic com-
puter. Computation of the unadjusted frequency curve is accomplished
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by computing values for the logarithms of the streamflow corresponding
to selected points (exceedence frequencies) on the frequency scale.
The points ordinarily selected are shown as column headings on Exhibit
2. The number of points needed to define the curve depends on the
degree of curvature (i.e., the skew). For skew values near zero,
fewer points will be needed, while for skew values near one (or
greater than one) all of the points shown in Exhibit 2 should be
used. The selected exceedence frequency points are labeled P« in this
volume-=the subscript » indicating an infinite sample size. Since the
samples used in hydrologic studies are of finite size, an adjustment
of the exceedence frequency, P», is necessary before plotting the
frequency.

The Togarithms of the event magnitudes corresponding to each of
the selected P~ points are computed by the following equation:

10g Qgp,, = X * kgp,, S (4-5)

where X and S are defined as in equations 4-2 and 4-3 and where

log Q@P&'= the logarithm of the flow (or other variable)
corresponding to a specified value of Pe

the deviation from the mean, K§§, (in standard
deviation units) of the event with an exceedence
frequency of P, Values of k are obtained from

Exhibit 2 for each selected value of P> required

Kope

to define the curve
As shown in the following example, the equation 4-5 is solved by using

the computed values of ¥ and S and obtaining from Exhibit 2 the valle
of k corresponding to the computed skew, g, and the selected point P,
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It has been shown in reference 2 that a frequency curve computed
in this manner is biased in relation to average future expectation
because of the assumption regarding infinite sample size. It has also
been shown that the effect of this bias can be eliminated by an adjust-
ment of the P~ exceedence frequency values to an expected probability
value (designated as PN in this volume) that accounts for the actual
sample size. The adjustment is accomplished by substituting a PN value
obtained from Exhibit 3 (based on P~ and M, the sample size) for the
value of P~ before plotting the frequency curve. The sample size used
to obtain PN from Exhibit 3 should correspond to the equivalent length
of record as determined by procedures described in Section 4.03.

Frequency curves of annual maximum or minimum events are computed

as follows:

a. Mean Logarithm. After tabulation of the data in chrono-
logical order or in the order of magnitude, the logarithm of each dis-
charge is tabulated to at least two decimal places. The mean logarithm
(X) is obtained by dividing the sum of these logarithms by the number
of events (equation 4-2). Time can be saved by obtaining the sum of
the logarithms on one register of a calculator at the same time that
the sum of the squares of the logarithms are obtained on a second
register for step b.

b. Standard Deviation. The standard deviation which is the
square root of the variance (equation 4-3) is computed as follows:

(1) Obtain the sum of the squares of the logarithms in
an automatic calculator. This quantity should not be rounded off, but
all figures carried in the computation.

(2) The sum of the logarithms obtained in the same machine
operation, which figure is also not to be rounded off, is squared and
divided by the number of events. This is a single machine operation,
and the quotient should be carried to as many places as is the sum of
the squares.
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(3) This quotient is subtracted from the sum of the
squares to obtain a quantity numerically equal to the sum of the squares
of the deviations from the mean.

(4) Divide this quantity by one less than the number of
events to obtain the estimated variance (S2). The square root of the
quotient is the standard deviation (S).

When an automatic calculator is not available, steps (1), (2) and
(3) can be replaced, as illustrated on fig. 4.05 by the following:

(1') Tabulate to two decimal places the difference between
each logarithm and the mean logarithm. This quantity is called the
deviation.

(2') Tabulate the square of each deviation to three decimal
places.

(3') Add the squares of the deviations.

c. Skew. Statisticians have demonstrated, through numerous
sampling experiments that the skew parameter obtained from Timited
samples is highly unreliable. That is, the sample skew exhibited by
small samples is not representative of the skew of the population from
which the samples are drawn. Consequently, the value of the skew para-
meter computed from samples with fewer than, say, 100 events must be
viewed with considerable skepticism unless there is physical evidence
to support the computed skew value. Because hydrologic records are
usually less than 100 years in length, the sample skew is frequently
considered to be unrepresentative. A more reliable skew value can be
obtained by studying the skew characteristics of all available stream-
flow records in a fairly large region, weighting the skew values obtained
for each streamflow record in accordance with the Tength of the record
(Tonger records receive greater weight) and computing an average
regional skew based on the weighted individual values. In Section
5.03 skew values of annual flood peaks and flood volumes obtained from
a regional study of streams throughout the United States are tabulated,
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ILLUSTRATIVE EXAMPLE

ANALYTICAL COMPUTATION OF PEAK-FLOW FREQUENCY CURVE
MILL CREEK NEAR LOS MOLINOS, CALIFORNIA

(1) (2) (3) (4) (5)
Water Flow Lo Dev.
Year (c.f.s.) (Xg (x) x2
1928-29 1,520 3.18 -.49 .240
30 6,000 3.78 1 .012
31 1,500 3.18 -.49 .240
32 5,440 3.74 .07 .005
33 1,080 3.03 -.64 410
34 2,630 3.42 -.25 .062
1934-35 4,010 3.60 -.07 .005
36 4,380 3.64 -.03 .001
37 3,310 3.52 -.15 022
38 23,000 4.36 .69 .476
39 1,260 3.10 -.57 .325
1939-40 11,400 4.06 .39 152
41 12,200 4.09 .42 .176
42 11,000 4,04 .37 137
43 6,970 3.84 17 .029
44 3,220 3.51 -.16 .026
1944-45 3,230 3.51 -.16 .026
46 6,180 3.79 .12 014
47 4,070 3.61 .06 .004
48 7,320 3.86 .19 .036
49 3,870 3.59 -.08 .006
1949-50 4,430 3.65 -.02 .000
51 3,870 3.59 -.08 .006
52 5,280 3.72 .05 .002
53 7,710 3.89 .22 .048
54 4,910 3.69 .02 .000
1954-55 2,480 3.39 -.28 .078
56 9,180 3.96 .29 .084
57 6,140 3.79 2 .014
58 6,880 3.84 a7 .029
(6) N 30
(7) X 109.97 -.13 2.665
(8) X 3.666
(9) =xé 405.7813 $2 = 2.6679/29 = .091996
(10)  (zX)&/N 403.1134
(11)  =x 2.6679 S = .303
12 13 14 15 16 (17) (18) (19)
Peo (12) 8.1) %.0) %0 ) éo ) 90 99 99.9
k (Ex 2) 3.09 2.33 1.28 0.0 -1.28 =2.33 =-3.09
log Q@pe (Eq 4-5) 4,602 4,372 4,054 3.666 3.278 2.960 2.730
Q@pe 40,000 23,550 11,320 4,630 1,900 912 537
Py (Ex 3) .25 1.47 10.8 50 89.2 98.53 99.75
Note: Columns 4 and 5 are not required when desk calculator_is available,

but are shown to illustrate procedure us '
difference between 2.665 and 2.668 is due to roundin

able without desk calculator. The
g values in column 4.
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These values are probably satisfactory for use in studies for regions
where the general climatogical conditions do not differ significantly
from those experienced in the continental U.S., and they may be satis-
factory for other regions as well. However, where it is possible to do
so it would be desirable to confirm the applicability of the values to
the region in question by a comprehensive study of the streamflow data
in that region.

If a regional skew value {or the values given in Section 5.03) are
used for analytical computation of a frequency curve it is usually desir-
able to plot the analytically derived curve and the graphically derived
curve (as obtained by procedures described in Section 4.01) on a single
sheet of probability paper for comparison purposes. If there are radical
differences between the two curves and if a sound physical reason exists
for use of either the sample or an adjusted skew rather than the regional
skew, it may be desirable to recompute the analytical frequency curve using
the sample, or adjusted skew instead of the regional skew, The fit in the
upper range of the data for annual flood peaks should be noted. Occasion-
ally one or two of the annual peaks at the low end of the curve will
result in a computed skew coefficient that causes unreasonable results
at the upper end, i.e., the largest recorded value may have an exceedence
frequency of .01 percent (10,000-year exceedence interval) based on the
computed statistics. It may be necessary to drop the low values and
recompute the skew coefficient if a regional value is not practical.

There are physical geographic features that affect the skewness
of the annual flood peaks. A location that has a sizeable percent of
the area in lakes and ponds or that has an extremely wide flood plain
relative to the volume of flow will tend to have negative skew coef-
ficents when computing the log-Pearson type III statistics. A basin
that is fan-shaped, or shaped such that the peak from two or more
tributaries may arrive at the location in question at the same time,
will tend to have a positive skew coefficient.
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d. Computation of Curve, Each frequency curve can be com-
puted as follows (see fig. 4.05 for example):

(1) For selected values of P, tabulate values of k
obtained from Exhibit 2 corresponding to the adopted skew coefficient
(zero value assumed for skew in the example).

(2) Multiply each of these by the computed standard
deviation, and add each product in turn to the mean logarithm (equa-
tion 4-5).

(3) Tabulate values of Py from Exhibit 3 corresponding
to the selected P~ values and the value of N-1,

(4) Plot the antilogarithm of each of the sums obtained
in (2) against the corresponding PN values obtained in (3).

Because the Pearson type III distribution is identical to the
normal distribution when the skew is zero it is possible to simplify
the procedure described above if a skew value of zero is used. Rather
than selecting values of P« initially, obtaining values of k from
Exhibit 2 and converting P« to PN through use of Exhibit 3, one selects
values of PN initially, obtains corresponding values of k from Exhibit
4, computes corresponding values of log Q as in step (2) above, and
plots the antilogs of the sums thus obtained against the selected values
of PN‘

Section 4.03. Partial-Duration Curves

Once a frequency curve of annual events has been established, an
approximation to the corresponding partial-duration curve can be deter-
mined analytically by use of average criteria derived by Walter Langbein
(reference 7). These criteria are based on the assumption that there
are a large number of flood events each year and that these events are
mutually independent. The criteria should not be used without checking
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their applicability unless only very approximate results are desired
and time does not permit a more accurate determination. An average
relationship developed empirically from many stations in a region would
ordinarily be preferred, because experience indicates that the observed
relationship is often different from the theoretical relationship.
Before adopting a partial-duration curve based on the analytical cal-
culations it is always desirable to plot the partial-duration data
using the graphical techniques described in Section 4.01 and to com-
pare the graphically derived curve with the analytical curve. Radical
differences between the two curves would ordinarily suggest that there
is reason to question the validity of the analytical curve.

A summary of the Langbein criteria is contained in the following
tabulation.

Corresponding Exceedence Frequencies per Hundred Years

Annual-event curve Partial-duration curve
(No. of years flow is (Ho. of times flow is
exceeded per hundred years) exceeded per hundred years)

1.00 1.00
2.00 2.02
5.0 5.1
10.0 10.5
20 22.3
30 35.6
40 51.0
50 69.3
60 9.7
63.2 100
70 120
80 161
99 230
95 300
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Section 4.04. Analytical Adjustment of Statistics

In most cases of frequency studies of runoff or precipitation
there are locations in the region where records have been obtained
over a long period. The additional period of record at such a nearby
station is useful for extending the record at the site provided there
is reasonable correlation between recorded values at the two Tocations.

It is possible, by correlation or other means, to estimate from
concurrent records at nearby locatijons the magnitude of individual miss-
ing events at a given site. Techniques for making these estimates are
fully described in Chapter 4 of Volume 2. However, as explained in that
chapter, the use of regression analysis produces estimates which do not
preserve the full variance exhibited by recorded data. While this may
not create serious problems if only one or two events must be estimated
to "fill in" or complete an otherwise unbroken record of 40 years or
more, it does create serious problems if it becomes necessary to estimate
more than several events. Consequently, in frequency studies, missing
events should not be freely estimated by regression analysis.

In order to ensure that estimates, when necessary, do not unduly
reduce the computed standard deviation, an estimate of a missing event
based on concurrent data at a nearby long record (base) station can be
made through use of the following equation:

X]-X} = (Xb'ig) 51/Sb (4-6)
where:
X] = the logarithm of the missing event
2} = the mean logarithm of events at station 1 for the period
of continuous, concurrent record with the base station
Xb = the logarithm of the event at the base station corres-

ponding to the time period for which the event at station
1 is to be estimated
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<
1

" the mean logarithm of events at the base station for the
period of continuous, concurrent record with station 1.

S] = the standard deviation of the logarithms of events at
station 1 during the period of concurrent record
Sb = the standard deviation of the logarithms of events at

the base station during the period of concurrent record.

In cases where frequency curves are calculated analytically using
the techniques described in Section 4.02, it is neither necessary nor
desirable to estimate individual missing events. Instead, the statistics
of the frequency curve can be adjusted to reflect the degree of correla-
tion between a station and a nearby long-record base station. The
procedure for adjusting the statistics involves three steps: (1) comput-
ing the degree of correlation between the two stations, (2) using the
computed degree of correlation and the statistics of the base station
to compute an adjusted set of statistics for the shorter-record station,
and (3) computing an equivalent "length of record" that appropriately
reflects the adjustment of the statistics of the short-record station.

The degree of correlation is reflected in the adjusted correlation
coefficient R as computed through use of the f61lowing eguations:

R2 = 1-(1-&2)(%%) (4-7)

where:

R = the adjusted correlation coefficient

R2 = is the determination coefficient as computed in equation
4-8 below; is the square of the unadjusted correlation
coefficient
the number of years of concurrent record

N



, (zXY=(zXzY) /)2
[X2-(zX)2/M]0sv2-(zY)2/0]

(4-8)

where:
RZ = the determination coefficient
= the logarithm of streamflow at the short-record station
= the Togarithm of streamflow at the base station
N = the number of vears of concurrent record
£ = perform calculation for all values from 1 to N
XY = the product of concurrent pairs of logarithms at the two

stations

The computations required to solve equations 4-7 and 4-8 can be
facilitated by arranging streamflow data pairs in order of chronological
sequence (not order of magnitude) as shown on fig. 4.06. The correla-
tion coefficient thus computed may be higher or lower than the "true"
correlation coefficient (because it is a sample statistic in the same
sense that X and S are estimators of u and o) depending on chance varia-
tions in the data. When many such correlation coefficients have been
computed for many pairs of stations in a region, it may be possible to
modify the computed correlation coefficient by the use of judgement to
produce a more reliable estimate of the degree of correlation. It should
be remembered, however, that this correlation coefficient usually has a
minor influence on the ultimate frequency curve, and therefore extensive
studies designed to improve its reliability might not be warranted.

The correlation coefficient is used in the adjustment of the statis-
tics of the short-record station in the following manner:

s1-5y = (Sé'sb) R2 5475, (approximate) (4-9)
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ANALYTICAL FREQUENCY COMPUTATION AND ADJUSTMENT

I Computation of Statistics II Adjustment of Statistics
Annual max flow (Q) Log Q

Water Sta. 1 Sta. 2 Sta. 1 Sta, 2 Sta. 2 {7) Sy = .303 (Eq. 4-3)
Year cfs cfs (X) (Y)

(1) {2) (3) {4) (5) (6) {8) S, = .397 (Eq. 4-3)
1911-12 4,570 -3.66 .
1912-13 7.760 3.80 (9) sg=.357 (Eq. 4-3)
1913-14 32,400 4.51
1014-15 27,500 4.44 -
1915-16 19000 4.28 (10) X, = 3.666 (Eq. 4-2)
1916-17 241000 .38
1917-18 13,200 4.12 .
1918-19 15.500 2.19 () X, = 4.289 (Eq. 4-2)
1919-20 10,200 4.01
1920-21 14.100 4.15 )
1621-22 14.800 417 (12) X = 4.269 (Eq. 4-2)
1922-23 10,500 4.02
1923-24 11,500 4.06 (o805 12

- . a. .

oot e 428 (13) #2 - = .605 (Eq. 4-8)
1926-27 36,300 4.56 ( 2.6679 ) ( 4.5762)
1927-28 67.600 4.83 -

1928-29 1,520 5,500
1929-30 6,000 25,500
1630-31 1,500 5,570
1931-32 5,440 9,980
1932-33 1,080 5,100
1933-34 2,630 11,100
1934-35 4,010 25,500

. .

29
(14) Ré=1.-(1- .68 ) == 67 (Eq. 4-7)

(15) S! = .303 + (.357 -.397) (.685) (.303 / .397)

1935-36 4,380 38,200 : . = 282 (Eq. 4-9)
1936-37 3,310 7,920

1937-38 23,000 93,000 - 12
1938-39 1,260 - 3,230 (16) X} = 3.666 + (4.269 - 4.289)(.685)

1939-40 11,400 60,200
1940-41 12,200 30,300
1941-42 11,000 35,100
1942-43 6,970 54,300
1943-44 3,220 8,460
1944-45 3,230 28,600
1945-46 6,180 22,000
1946-47 4,070 17,800 )
1947-48 7,320 16,600
1948-49 3,870 6,140
1949-50 4,430 17,900
1950-51 3,870 50,200
1951-52 5,280 21,000
1952-53 7,710 40,000

(.303 / .397) = 3.653 (Eq. 4-10)

(17) g = .00 {assumed)

e —30 - 39,6 years (Eq. 4-11)

(18) N =
1 - 17/47(.67)

—_

(Values same as in Column 5)

III Computation of frequency curve
based on ?}, Si and g

.

D NOYWOHAONOONODOANTTN0 OO WU OO I O Ny et N vt

. . . e + v e = e« o o o
NUMONLWRNRWSITNNNNWROSNOLBSIUIWO WU SO SNO SN

[RERY RYRY AT RS R RYRYRY XY AT RY RERG RPN Y FWFRFRYRY XY RERTRY R R
o s e a s e e « e s s 4 e = » « e «

BOAAOOVONOWUIOON —I O el et BB WOOOTO N O W 000000

. . N s« e s e ® =

Wed NN OMNQUTIODNTTLENDWWUIO 00 O 00 U1 = O Ul I

e ’ ol
954~ s »9 . [y
1955-56  9.180 104,000 ) P (Ex. 4) (Xyrksy) Q
1956-57 6,140 32,700 .
.25 3.01 4,501 31,700
(10) oy () 1.0 2,45 4,344 222100
N 30 30 47 5.0 1.70 4.132 13.600
X 109.97  128.68  200.64 0.0 152 4 0% 10" 600
(Eq. 4-2) X 3.666 4,289  4.269 30.0 0 E4 3802 6380
50.0 0.00 3.653 4,500
2 (7) (8) (9) 70.0 -0.54 3.501 3,170
X, 405.7813 556.5276 862.3764 90.0 -1.32 3.281 1,910
(zg)*/n 403.1134 551.9514 856.5194 95,0 -1.70 3.174 1,490
Ix 2.6679  4.5762 5.8570 99,0 -2.45 2.962 916
Ex2/N - 1 .0920 L1578 1273 99,75 -3.01 2.804 637
(Eq. 4-3) S .303 .397 .357
*|
£XY 474.5925 Based on zero skew and 41 years of record.
IXZY/N 471.6980
Ixy 2.8945
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where:

S{ = the adjusted standard deviation at the short-record
station

S1 = the standard deviation for the period of concurrent
record at the short-record station

Sg = the standard deviation for the entire period of record
at the base station

Sb = the standard deviation for the period of concurrent
record at the base station

R® = the determination coefficient

where:

X! = the adjusted mean logarithm at the short-record station

?} = the mean logarithm for the period of concurrent record
at the short-record station

X% = the mean logarithm for the period of concurrent record
at the base station.

Xb = the mean logarithm for the period of concurrent record
at the base station

R = the unadjusted correlation coefficient

Sy = the standard deviation at the short-record
station

Sb = the standard deviation for the concurrent period
of record at the base station.

An example which illustrates the computation of ﬁe, X, and Si from the
above equation is shown on fig. 4.06,
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The final step in adjusting the statistics is the computation of
the "equivalent length of record" which is defined as the period of
time which would be required to establish unadjusted statistics that
are as reliable (in a statistical sense) as the adjusted values. Thus,
the equivalent length of record is an indirect indication of the reli-
ability of the adjusted values of Y{ and Si. The equivalent length of
record is computed from the following equation:

N1
Ni = —een (4-11)
Ny - N
1 1 o
1 =- R
]
Ny,
where:
N' = the equivalent length of record at the short-record station
N] = the number of years of concurrent record at the two stations
Nb = the number of years of record at the base station
R = the adjusted correlation coefficient

Thus, on fig. 4,06, it can be seen that the adjustment of the frequency
statistics provides an increased reliability equivalent to having an
additional 11 years of record at the short-record station.
The procedure for computing and adjusting frequency statistics

using a base station can be summarized as follows:

a. Arrange the streamflow data by pairs in order of chrono-
logical sequency.

b. Compute X and S for the entire record at the short-record
station.
c. Compute X and S for the entire record at the base station.

d. Compute X and $ for the portion of the base station record
wnich is concurrent with the period of record at the short-record station.

e. Compute the correlation coefficient using equations 4-7

and 4=-8,
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f. Adjust ¥ and S for the short-record station using equations
4-9 and 4-10,

g. Calculate the equivalent length of record for the short-
record station using equation 4-11,

h. Compute the frequency curve using adjusted values of X'
and S' in equation 4-5,

Section 4.05. Use of Estimated Data

vhere the magnitude of one or more large historical floods has been
estimated, the estimated magnitudes can be used as a guide in drawing
the frequency curve, particularly in the range of higher flows. Such
adjustment would ordinarily be done graphically, and the historical
flows would be plotted in the order of magnitude in which they are known
to have occurred, using the entire period of history (not only that
period dating from the earliest measured flood) for the computation of
plotting positions. While it is important that all known information
be used in the construction of a frequency curve, it should be recognized
that historical estimates are not as valuable as comparable recorded
flows, and that the largest known floods are not always representative
for the period. If historical flows are particularly outstanding rela-
tive to recorded data, procedures illustrated on figs. 4.07 and 4.08 can
be used to compute a composite frequency curve.

The procedure requires the computation of a best-fit 1ine from the
following equations:

IXZ-(2X,)2/N
b o= [ 1 1 ]1/2 (8-12)
£X3-(2X,)2/N




Location:
Period of record:

ILLUSTRATIVE EXAMPLE

ANALYTICAL FREQUENCY COMPUTATION
USING PRE-RECORD DATA

Willamette R at Albany, Oregon

1893-1958 (65 years

Years of historical flood estimates: 1861, 1887, 1890 (3 largest known)
Period covered by history and record: 1858-1958)(100 years)

Event k +4.00 Tog Event k + 4.00 Tog
No. N=100 N=65 Smaller q No. N=100 N=65 Smaller Q
(1) (2) (3) (4) {5) (6) (7) (8) (9) (10)
(Ex 5) (Ex 5) {Ex 5) (Ex 5)
1 6.58 6.58 2.53 40 3.84 3.84 1.98
2 6.17 6.17 2.46 41 3.81 3.81 1.97
3 5,96 5.96 2.42 42 3.77 3.77 1.97
4 5.81 6.43 5.81 2.36 43 3.73 3.73 1.96
5 5.70 6.00 5.70 2.36 44 3.69 3.69 1.96
6 5.60 5.77 5.60 2.36 45 3.65 3.65 1.96
7 5.51 5.61 5.51 2.33 46 3.60 3.60 1.94
8 5.44 5.48 5.44 2.32 47 3.56 3.56 1.94
9 5.37 5.38 5.37 2.31 48 3.52 3.52 1.91
10 5.31 5.29 5.29 2.31 49 3.47 3.47 1.91
11 5.25 5.20 5.20 2.29 50 3.43 3.43 1.90
12 5.20 5.13 5.13 2.29 51 3.38 3.38 1.89
13 5.15 5.05 5.05 2.28 52 3.34 3.34 1.88
14 5.10 4.99 4.99 2.26 53 3.29 3.29 1.88
15 5.06 4.93 4.93 2.25 54 3.24 3.24 1.88
16 4.87 4,87 2.23 55 3.18 3.18 1.88
17 4.82 4,82 2.23 56 3.13 3.13 1.86
18 4,76 4.76 2.22 57 3.07 3.07 1.85
19 4,71 4,71 2.22 58 3.01 3.01 1.8%
20 4.66 4.66 2.18 59 2.95 2.95 1.84
21 4.62 4,62 2.16 60 2.87 2.87 1.78
22 4.57 4.57 2.14 61 2.80 2.80 1.77
23 4.53 4.53 2.14 62 2.7 2.71 1.76
24 4.48 4.48 2.14 63 2.62 2.62 1.73
25 4.44 4.44 2.13 64 2.52 2.52 1.72
26 4.40 4.40 2.13 65 2.39 2.39 1.72
27 4.35 4.35 2.1 66 2.23 2.23 1.69
28 4,31 4.31 2.11 67 2.00 2.00 1.67
29 4.27 4.27 2.1 68 1.57 1.57 1.61
30 4,23 4.23 2.10
31 4.19 4.19 2.10 N" 68 68
32 4.16 4.16 2.10 X 277.47 139.73
33 4,12 4.12 2.09 X' (Eq 4-2) 4,080 2,055
34 4,08 4,08 2.08 2
35 4.04 4.04 2.07 X 2 1206.2039  290.1517
36 4.00 4.00 2.06 (zX)c/N" 1132.2000 287.1246
37 3.96 3.96 2.06 diff. 74,0039 3.0271
38 3.92 3.92 2.04 1/2
39 3.88 3.88 1.99 S=b = (3.0271/74.0039) = 202 (Eq 4-12)
X=a=2.05 - .202(4.080-4.000) = 2.039 (Eq 4-13)
Computation of Frequency Curve (N = 65, g = 0)
(1) (12) {13) (14) (15) (16) (17) (18)
PN 0.25 1.0 10 50 90 99 99.75
k (Ex 4) 2.94 2.481 1.31 0.00 -1.31 -2.41 -2.94
Log Q (Eq 4-5) 2.633 2.526 2.304 2.039 1.774 1.552 1.445
Q, cfs 430,000 336,000 201,000 109,000 59,400 35,600 27,900

NOTES:

Events numbered 4 to 9 could not have occupied higher positions 1f the
entire 100-year record were available, (but might occupy lower positions).
Accordingly, k values were selected as shown above,

4.00 was added to all k values in order that all numbers are positive
and have 3 digits for simplicity of machine operation.
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where:
b = the slopa of the best-fit line
X, = the Togarithms of the historical and recorded events
X, = the corresponding k values for the historical and recorded
events
r = perform calculation for all values from 1 to N
M = the total number of events (historical and recorded)

Py

a = Xl'b?é (4-13)

where:
a = the intercept of the best-fit line

7} = the mean logarithm of the historical and recorded events
?é = the mean k value of the historical and recorded events
b = the slope of the best~fit line

In general the procedure assuming zero skew can be summarized as follows:

a. Tabulate all floods (historical and recorded) in order of
magnitude.

b. Select (from Exhibit 5) k values for each event (historical
and recorded) based on M equal to the total period of time from the earli-
est historical flood to the latest recorded flood.

c. Select (from Exhibit 5) k values for each recorded event
based on N equal to the period of record only.

d. Tabulate the selected k value for the historical floods,
and the smaller of the two k values for each of the recorded floods,

e. Tabulate the logarithms of all historical and recorded
events,

f. Compute the mean k value and the mean logarithm for all
avents.
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g. Compute the slope and intercept of the best-fit line using
equations 4-12 and 4-13.

h. Compute the frequency curve using equation 4-5 and assum-
ing that the slope of the best-fit 1ine equals the standard deviation
and the intercept equals the mean.

Although it is possible to estimate flows based on records at nearby
Tocations, use of a large number of such estimates might lead to erroneous
frequency estimates. However, there are some cases where one or a few
estimates are essential. In the case where a record is not obtained
because the gage was washed out, it is imperative that some estimate of
that value be used. The fact that the estimate may be in error by 25
percent is minor compared to the error introduced by omitting the value
from the record. Also, where comprehensive flood volume-duration series
is being studied (see Chapter 5), and a few of the items are missing, it
is ordinarily advantageous to estimate these items rather than to have
a different number of items for each duration studied.

The shape of the frequency curve can be seriously distorted by the
dominance of minor runoff factors during dry years. This is particularly
true where (a) floods are normally caused by rainstorms, yet high base
flows from underground sources or occasional snowmelt prevent true
measures of rainflood runoff during very dry years, or (b) floods are
normally caused by rainstorms, but excessive diversion or channel losses
deplete flows during dry years so that the frequency curve drops sharply
at the lower end. In such cases, it may be advantageous to fit only the
upper half of the annual floods with a theoretical frequency curve. A
suggested procedure, illustrated on figs. 4,09 and 4,10, simply converts
plotting positions to a linear distance as measured on probability grid
(k values on Exhibit 5) and solves for a best-fit line (standard devia-
tion) by use of equations 4-12 and 4-13. This procedure produces a
substantial reduction in reliability and should only be used when the
frequency curve is grossly distorted by conditions such as those des-

cribed above.
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ILLUSTRATIVE EXAMPLE
ANALYTICAL FREQUENCY COMPUTATION OMITTING LOWER FLOWS
Chronological order Order of megnitude
Water Peak Plotting Peak Log
Year Date flow No. position flow of k
(cfs) (cfs) peak
(1) (2) (3) () (5) (6) (1) (8)
1921 16 May 1250 1 1.9 1890 3.28 2.20
1922 6 May 1380 2 L.7 1780 3.25 1.7h
1923 10 May 1450 3 T.4 1480 3.17 1.48
1924 4 May 618 N 10.2 1450 3.16 1.30
1925 8 May 523 5 12.9 1430 3.16 1.15
1926 21 Apr 508 6 15.7 1380 3.14 1.03
1927 30 Apr 1220 7 18.4 1300 3.11 0.91
1928 28 fpr 1180 8 21.1 1280 3.11 0.81
1929 14 May 1060 9 23.9 1250 3.10 0.72
1930 25 Apr k12 10 26.6 1220 3.09 0.63
1931 5 May 170 11 29.4 1180 3.07 0.55
1932 14 May 1480 12 32.1 1090 3.04 0.47
1933 21 May 876 13 34,9 1060 3.02 0.39
193k 21 Jul 113 1k 37.6 1020 3.0L 0.32
1935 10 May 516 15 4o, b4 1000 3.00 0.25
1936 4 May 1780 16 k3.1 995 3,00 0.17
1937 8 May 1090 17 45,9 985 2.99 0.11
1938 22 Apr 760 18 48.6 876 2.94 0.0k
1939 30 Apr 397 19 51.3 788
1940 21 Apr 282 20 5,1 788
1941 2 May 353 21 56.9 760
1942 13 Apr 597 22 59.6 678
1943 23 Apr 995 23 62.3 618
194k 1k May 611 24 65.1 611
1945 4 May 985 25 67.9 611
1946 18 Apr 1430 26 70.6 597
1947 3 May 788 27 T34 523
1948 17 May 1280 28 76.1 516
1949 ok Apr 1020 29 78.9 508
1950 18 May 1300 30 81.6 hi2
1951 12 May 1000 31 84.3 409
1952 3 May 1890 32 87.1 397
1953 29 May 611 33 89.8 353
1954 25 Apr 409 34 92.6 282
1955 6 May 788 35 95.3 170
1956 24 Dec 678 36 98.1 113
N 18 18
Computation of curve (N=36) ZX 55.64 .27
x 3.091 0.793

(9) (o) (1) (12) £X2 172.1336  17.4139
Py k log Q Q SXO/N" 171.989%  11.3129
L0025 3.0k 3.437  2,7ko £x? Akk2  6.1010
.01 2.h7  3.3k9 2,230 1/2

.1 1.32  3.172 1,490 S=b=(.144/6.101) = 0.154(Eq 4-12
.5 0 2.969 931 X=a=3.091 - ,154(.793) = 2.969(Eq 4-13
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Frequency estimates at best are not fully reliable. Although
theoretical devices are employed to extrapolate freguency curves beyond
experienced values, such extrapolation is highly dangerous. It is
sometimes possible to use synthetic floods for constructing a frequency
curve or especially for extrapolating one more accurately.

Where runoff records are not available, an attempt is sometimes
made to compute floods that would result from various rainfall amounts,
and then to construct a synthetic flood frequency curve, using the
rainfall frequency curve as a guide. This method is considered satis-
factory for airport drainage design and for urban storm drain design,
but is ordinarily not satisfactory where infiltration losses are a
considerable percentage of precipitation. In these latter cases, it
is best to construct synthetic frequency curves from regional correla-
tion studies as discussed in Chapter 7.

A large hypothetical flood can sometimes be used as a guide in
extrapolating the frequency curve. Where it appears that major storms
may nave accidentally missed the basin considered, a major observed
storm might be transposed to the basin, and the flood resulting from
this storm on wet ground conditions could be assigned a reasonable
frequency and used as an "anchor point" for extrapolating the frequency
curve,

While the probable maximum flood is defined as the largest flood
that is reasonably possible at a location, it would not be said that a
larger flood could absolutely not occur. The science of meteorclogy
and hydrology has not yet advanced to the stage where an absolute maxi-
mum estimate can be made. Consequently, it is not considered necessary
tnat a frequency curve be limited to values smaller than the probable
maximum flood. However, it is considered that such a flood would have
an exceedence interval considerably in excess of 1,000 years.
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Section 4.06, Special Geographic Considerations

Frequency studies of peak flows made in some areas have indicated
that the frequency curves have a strong positive skew., In studying
this problem, two peculiar conditions were observed.

a. At sites where the period of record was short with respect
to other records in the region, and where a large proportion of the major
floods experienced in the region had occurred in the recent past, the
positive skew tended to be greatest. Thus, it might be concluded that
the positive skew was caused by a highly unrepresentative period of
flood activity. The period of the last years, which includes the
period of record at most of the stream gaging stations, has an abnormally
large number of major floods in comparison with the 100-year period
covered by the longer records and in comparison with the 300-year period
of history.

b. Major floods in these regions occur from at least two
independent causes, tropical hurricane storms and extratropical cyclones.
Hurricane floods are comparatively rare, but produce extreme flows, and
therefore cause an upward curvature of the frequency curve of annual
maximum flows. Some improvement in frequency estimates is attained by
segregating hurricane and non-hurricane floods (see reference 21).
However, this apparently does not solve entirely the problem of upward
curvature of the frequency curves,

In many desert areas, streamflow from general storms is ordinarily
moderate each year, but an occasional intense thunderstorm may center
over a basin and cause an exceptionally large flood. As cited in the
second instance above, floods from these two different causes tend to
produce a sharp upward curvature of the frequency curve. While a satis-
factory solution to this problem has not been attained, a reasonable
approach appears to be to estimate the frequency of thunderstorms on
a regional basis and if desired, to combine the estimated frequency of
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thunderstorm flows with the frequency of flows from general storms.

In some basins, an entire year may pass with zero runoff. Uhen analytical
methods using flow logarithms are used, this presents a particular
difficulty, since the Togarithm of zero is minus infinity. It may be
best to omit such years from the record, compute a tentative frequency
curve based on the remaining years, and then adjust the exceedence fre-
quency by the ratio of the number of years of record to the number of
vears with runoff. However, factors resulting in zero flow usually
also affect small flows to the extent that the shape of the frequency
curve is distorted in the range of lower flows. It is possible to com-
pute only the upper half of the frequency curves, in such cases, using
procedures described in Section 4.04.

In several regions in the United States, runoff frequency curves
are very steep. This occurs particularly in areas where the combina-
tion of extreme meteorological events (such as infrequent severe thunder-
storms) and extreme topographic and geologic features (steep slopes or
high imperviousness) produce extreme variations in runoff. In extra-
polating these frequency curves beyond the range of experienced floods
by analytical means, unreasonably high flood estimates may result. In
these cases, extra care must be used in extrapolation, and hypothetical
computed floods might well be used as a general guide.

Where frequency curves are constructed for two locations on the
same stream, care should be exercised to assure that the curves are
mutually consistent throughout their length. This can be accomplished
by first establishing a curve for the location where the record is
longest and then deriving the second curve from this in conjunction
with an empirical relationship of flows at the two locations in a manner
described in Section 6,04 and illustrated on fig. 6.04.

In estimating flood peak frequencies for large drainage basins
such as the Ohio River and Missouri River basins in the United States,
regional studies of skew coefficients based on smaller basins may not
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be applicable. iowever, studies of several records from very large
basins have indicated that the frequency curves of annual peak flows
in all cases correspond at least approximately to the Togarithmic
normal (zero skew) curve. Accordingly, use of a skew coefficient of
zero should be tested, and used if the data do not depart radically
from the frequency curve.

A study of Mississippi River flows at several locations has been
conducted to determine which frequency method is most applicable to
these flows. The conclusion drawn is that both the logarithmic normal
and the extreme-value method (reference 30) give satisfactory results,
because the standard deviation of flows is small in comparison to
average Tlows for Mississippi River. The logarithmic normal procedure
is recommended herein, because it has been extensively tested and because
fitting procedures are generally more efficient, especially in cases
where the standard deviation is large in comparison to average flows.

Section 4.07. Special Problems in Peak Discharge Frequency Studies

While instantaneous peak flows are the most common items studied
in a hydrologic frequency analysis, reliable records of peak flows are
not ordinarily obtainable unless a continuous recording stream gage is
used. In the early years, most of the stream flow records were obtained
from daily readings of staff gages, and consequently peak flows were
usually not recorded. The ordinary procedure used in such a case is
to construct a frequency curve of daily flows for the entire period of
record, then to construct a curve relating peak flows to daily flows
for the period during which the recording gage existed, and then to
derive a frequency curve of peak flows from these two curves. An
alternative method that can be used when analytical methods are employed
consists of computing frequency statistics of peak and mean daily flows
separately for the period of the recording gage, then computing a second
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set of frequency statistics of mean daily flows for the entire period
of record, and adjusting the frequency statistics of peak flows to the
Tonger period by equations 4-9 and 4-10 {using the daily flows as a
base station would be used). It is generally best to arbitrarily use
a determination coefficient of 1.0 for this computation.

Wihere a substantial portion of the drainage basin is regulated by
One or more reservoirs, reconstitution of the unregulated flows is
difficult because of reservoir and channel routing effects. In cases
where there is a substantial record prior to construction of the reser-
voir, it might be possible to relate peak flows to maximum 3-day flows
for that early period, to construct a frequency curve of 3-day flows
adjusted for storage effects for the entire period of record, and then
construct a frequency curve of peak flows for the entire period, using
3-day flows as a base and procedures described in Section 4.04. The
advantage of such a procedure is due to the fact that 3-day flows are
ordinarily not appreciably affected by channel storage and can be easily
adjusted for the effect of reservoir storage,
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CHAPTER 5. FLOOD VOLUME-DURATION FREQUENCIES

Section 5.01. Mature and Purpose

A comprehensive flood volume-duration frequency series consists of

a set of frequency curves as follows:
a. Maximum rate of flow for each water year.

b. Maximum 1-day average flow for each water year.

c. Maximum 3-day average flow for each water year.

d. Maximum 7 or 10-day average flow for each water year.
e. Maximum 30-day average flow for each water year.

f. Maximum 90-day average flow for each water year.

g. Average flow for each water year.
Runoff volumes are expressed as average flows in order that peak flows
and volumes can be readily compared and coordinated. Whenever it is
necessary to consider flows for only a portion of the water year, such
as the rain season or snowmelt season, the same items (up to the 30-day
or 90-day values) are selected from flows during that season only. A
comprehensive flood volume-duration series is used primarily for reser-
voir design and operation studies for reservoirs having flood control
as a major function. When reservoir analysis involve runoff durations
greater than one year, frequency studies might well include multi-annual
runoff volumes and consideration of seasonal effects, as discussed in
Section 5.05,

Section 5.02. Data for Comprehensive Series

Data to be used for a comprehensive volume-frequency study should
be selected from complete water-year records. Unless overriding reasons
exist, durations specified in Section 5.01 should be used, in order to
assure consistency among various studies for comparison purposes.
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Peak flows should be selected only for those years when recorder gages
existed or when peak flows were measured by other means. Where a minor
portion of an annual record is missing, the longer-duration flood volumes
for that year can often be estimated adequately. Where upstream regula-
tion or diversion exists, care should be exercised to assure that each
period selected is that when flows would have been maximum under the
specified (usually natural) conditions. The dates and amounts of each
selected average flow should be tabulated in chronologic order. A
typical tabulation is illustrated on fig. 5.01.

Section 5,03, Statistics for Comprehensive Series

The analytical method used for volume-frequency computations is
based on fitting the Pearson type III function by use of moments of
flow Togarithms., In practice, only the first two moments, computed
by use of equations 4-2 and 4-3, are based on station data. As dis-
cussed in Section 4,02, the skew coefficient should not be based on a
single record, but should be derived from regional studies. The follow-
ing coefficients are based on studies of streams throughout the United
States and are considered to be generally applicable for annual maximum
flood volume-frequency computations in areas of similar climatogical
conditions if regional values have not been derived.

Duration Skew Coefficient
Instantaneous 0

1 day -.04

3 days -.12
10 days -.23
30 days -.32
90 days -.37

1 year -.40
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5-03



A sample computation of frequency statistics for a comprehensive series
(using a nearby long-record station to adjust the statistics) is given
on figs., 5.02 through 5.07. This can be accomplished in steps as follows:

a. Tabulate annual-maximum average flows for each duration
in chronological order as shown on fig. 5.02.

b. Tabulate logarithms in chronological order as shown on
fig. 5.03. If records from a long-record station nearby are available,
tabulate corresponding logarithms for that base station. The work thus
far can be checked approximately by ascertaining that the logarithm for
each succeeding duration decreases, but by not more than about 0.5.
Much inconvenience can be eliminated by using data for the same years
for each duration insofar as is feasible. If a year's record is incom-
plete, the remainder can usually be estimated satisfactorily.

c. By use of a statistical calculator, the sums of each
column of logarithms, the sums of their squares and the sum of their
cross products (doubled) can be obtained for each duration in a single
cumulative operation. These should be entered on fig. 5.04. In cases
of peak flows, advantage can sometimes be gained by using l-day values
at the same station as a base instead of peak values at the base station,
particularly if the records of peak flows are incomplete. The extended
l-day statistics would then be used as long-term values.

d. Compute the means, standard deviations and determination
coefficients for each duration. If peak-flow statistics are extended
by use of 1-day flows at the same station, possible inconsistencies can
be avoided by using a determination coefficient of 1.00 instead of cal-
culating the coefficient. Enter the long-term mean and standard devia-
tion for each duration at the base station and compute the Tong-term
mean and standard deviation for each duration for the station con-
cerned, These operations are shown on fig. 5,04,
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Figure 5.04




e. Plot the extended standard deviation against the extended
mean, and adopt a smooth relationship, as shown on fig. 5.05, Tabulate
these values on fig. 5.04.

f. When many peak flows are missing from the record, it is
best to add the average difference between corresponding peak and 1-day
Togarithms to the 1-day mean in order to obtain the peak mean logarithm,
The peak standard deviation can then be obtained by extrapolation of
the curve similar to that shown on fig. 5.05.

g. Select a skew coefficient for each duration from the above
tabulation or from special regional studies. Tabulate on fig. 5.04,

Section 5.04. Frequency Curves for Comprehensive Series

Frequency curves of flood volumes are computed analytically using
general principles and methods of Chapter 4. They should also be shown
graphically and compared with the data on which they were based. This
is a general check on the analytic work and will ordinarily reveal any
inconsistency in data and methodology. Data are plotted on a single
sheet for comparison purposes, using procedures described in Section
4.01.

Frequency curves are obtained from the frequency statistics and
compared with observed frequencies for each of the seven basic dura-
tions as follows:

a. Tabulate the average flows for each duration in the order
of magnitude and obtain the plotting position for each event from Exhibit
1. This operation is shown on fig. 5.02.

b. Compute flows corresponding to related values of P» for
each frequency curve from the adjusted means and smoothed standard
deviations, using equation 4-5 and coefficients obtained from Exhibit
2, as shown on fig. 5.04.
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c. Tabulate values of Py from Exhibit 3 for each selected
value of Pe, using the average value of N' for all durations.

d. Plot the points obtained in step a and the curves from
coordinates obtained in steps b and ¢ as shown on fig. 5.06.

The runoff volume for any specified frequency can be determined
for any duration between 24 hours and 1 year by drawing a curve on
logarithmic paper as illustrated on fig. 5.07, relating volume to dura-
tion for that specified frequency, using maximum 24-hour criteria sum-
marized in terms of average flows as follows:

log Q24-hr = 0,77 log Qi-day + 0.23 log Qpeak (5-1)

When runoff volumes for durations shorter than 24 hours are very impor-
tant, special frequency studies should be made. These could be done

in the same manner as for the longer durations, using skew coefficients
interpolated in some reasonable manner between those used for peak and
1=day flows,

Section 5.05. Durations Exceeding 1 Year

In the design of reservoirs for conservation purposes (and occasion-
ally for flood-control purposes), the volumes of runoff that can be
expected to occur during the Tifetime of the structure for durations
exceeding 1 year can be of primary concern. In general, the design
of such reservoirs has been based on the lowest (or highest) volume of
runoff observed for the critical duration during the period of record,
which generally encompasses 40 to 100 years. Frequently, however, it
is felt that the observed minimum or maximum is much more extreme than
should normally be anticipated in a similar future period. In order
to determine expected volumes with a greater degree of reliability,
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frequency studies of long-duration volumes can be made. However,

direct frequency analysis is ordinarily not practicable, because a
relatively small number of independent Tong-duration volumes is con-
tained in a single record. (Only 20 independent 5-year volumes are
contained in a 100-year record, for example.) In order to overcome

this limitation, a study has been made to relate long-duration volumes
to annual volumes. Using criteria developed in this study, long-duration
volumes can be derived from a frequency curve of annual volumes and the
correlation coefficient between successive annual flows. Where this
correlation coefficient is considered to be zero, the criteria should

be fairly dependable, but where there appears to be substantial correla-
tion between successive annual runoff values, the reliability decreases,
principally because of the uncertainty as to the true correlation
coefficient. An alternative procedure is to generate several long
sequences of streamflows using techniques described in Chapter 5 of
Volume 2 of this report. The statistics needed to compute frequency
curves for long duration volumes may then be calculated from the
generated streamflow.

Criteria for determining multi-annual runoff are based on the
logarithmic mean and standard deviation of annual runoff. These should
be computed as described in Section 5.03.

In many river basins, surface or subsurface storage effects cause
the flows in 1 year to reflect conditions in the preceding year to
some extent., This will result in a positive correlation between the
runoff in successive years. A measure of this persistence effect is
the correlation coefficient, or preferably its square, the determination
coefficient, between successive years' runoff logarithms. This is
determined by pairing each year's runoff logarithm (except the first)
with that of the preceding year, and computing the determination
coefficient by use of equations 4-7 and 4-8, Because of the important
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effect of the determination coefficient on long-duration volume estimates,
its degree of unreliability as discussed in Section 4.04 should be given
special consideration.

It must be recognized that multi-annual runoff based on water-year
volumes is not representative of critical conditions. A drier or wetter
period of the same duration can usually be found by starting the period
some days or months earlier or later. Also, an integral number of years
does not represent a critical duration, because adding one more dry
season (or wet season) will ordinarily worsen the condition.

Section 5.06. Applications of Flood Volume-Duration Frequencies

The use of flood volume-duration frequencies in solving reservoir
planning, design, and operation problems usually reqguires the construc-
tion of volume-duration curves for specified frequencies. These are
drawn first on logarithmic paper for interpolation purposes as illus-
trated on fig. 5.07, and are then replotted on arithmetic grid as shown
on the same figure. A straight line on this grid represents a constant
rate of flow (so many acre-feet per day). The straight lines on fig.
5.07 represent a uniform flow of 2,000 c.f.s., and placement on the
100-year volume-duration curve demonstrates that a reservoir capacity
of 36,000 acre-feet is required to control the indicated runoff volumes
to a project maximum release of 2,000 c.f.s. The curve also indicates
that durations of 4 to 7 days are critical for this project release and
flood-control space.

In the case of a single flood-control reservoir located immediately
upstream of the only important damage center concerned, the volume
frequency problems are relatively simple. A series of volume-duration
curves similar to that shown on fig. 5.07 corresponding to selected
frequencies should first be drawn. The project release rate should be
determined, giving due consideration to possible channel deterioration,
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encroachment into the flood plain, and operational contingencies. Lines
representing this flow rate are then drawn tangent to each volume-duration
curve, and the intercept in each case determines the reservoir space

used to control the flood of that selected frequency. The point of
tangency represents the critical duration of runoff. This procedure

can be used not only as an approximate aid in selecting a reservoir
capacity, but as an aid in preparing filling-frequency curves.

Where reservoir operation schedules are variable or where many
reservoirs are operated jointly, it may be necessary to route historical
flows month by month or day by day in order to demonstrate the adequacy
of a design or operation procedure. However, the techniques described
in the preceding paragraph may be applicable approximately, and may
shed considerable light on the problem. In applying such techniques,
the following gquides should be used.

a. Volume-duration curves are needed for unreguiated flows
at each important damage center.

b. The straight line corresponding to the average non-
damaging flow, allowing for operational contingencies, when drawn
tangent to the volume-duration curve corresponding to the selected
design frequency will indicate the storage required in the system if
it is located and operated so as to be fully effective.

c. The same straight 1ine will indicate the range of critical
durations for design and operation studies. A system of reservoirs
should be "tuned" to this range of durations, insofar as is feasible,
because a reservoir that fills and empties in 5 days may be of no value
if the critical duration at a downstream damage center is 15 days.
Likewise, a reservoir that is only half full in 15 days would not have
provided its best control at the damage center.

In solving complex reservoir problems, representative hydrographs
at all locations can be patterned after one or more past floods. The
ordinates of these hydrographs can be adjusted so that their volumes
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for the critical durations will equal corresponding magnitudes at each
location for the selected frequency. A design or operation scheme based
on regulation of such a set of hydrographs would be reasonably well
balanced. Computation techniques for developing representative hydro=-
graphs are described in Section 6.08.

Section 5.07. Use of Computer Programs

A computer program has been developed in The Hydrologic Engineering
Center for the purpose of computing frequency statistics for one or more
stations in a region. The program, Regional Frequency Computation, is
designed to accept annual events for one or more durations at one or
more locations, fill in missing data, compute and adjust statistics,
arrange data for plotting and compute frequency curves in accordance
with procedures described herein. The program is described in detail
in reference 33, The advantage of estimating missing values is that,
for an incomplete record, the observed values can be plotted and will be
in agreement with the computed and adjusted frequency curve. In present-
ing the data in reports, care should be exercised to identify estimated
values for missing data. Estimated values need not be plotted, but the
observed values can be plotted so as to leave vacant spaces for estimated
values and thus agree with the frequency curve based on all data. It is
important to recognize that values estimated using this program contain
a random component, which is needed in order to preserve the variance
and correlation in the observed data, thus overcoming the objection of
using standard regression techniques cited earlier.
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CHAPTER 6., DEVELOPMENT EFFECTS ON FLOOD FREQUENCIES

Section 6.01, MNature of the Problem

Flood control works are designed to substantially alter the fre-
quency of flood flows or flood stages or both at various locations.
Many developments such as urbanization or cultivation of large areas
can also have significant effects on flood flows. Channel improvements
intended to reduce stages, and levee improvements intended to confine
flows, can substantially affect downstream flows by eliminating natural
storage effects. The degree to which flows are modified depends on the
magnitude, time, and areal distribution of rainfall (and snowmelt, if
pertinent) causing the flood. Accordingly, evaluations should include
studies of effects of proposed works on different flood magnitudes.

Section 6.02. Terminology

Matural Conditions. Natural conditions in the drainage basin are
defined as hydrologic conditions that would prevail if no regulatory
works or other works of man were constructed. Matural conditions,
however, include such effects as those of natural lakes and swamp

areas.

Present Conditions. Present conditions are defined as the condi-
tions that exist as of the date of the study report.

Without-project Conditions., Without-project conditions are defined
as the conditions that would prevail if the project under consideration
were not constructed but with all existing projects and future projects
having a higher priority of construction assumed to exist.

With-project Conditions. With-project conditions are defined as
the conditions that will exist after the project is completed and after
completion of all projects having an equal or higher prierity of con-
struction.
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Section 6.03. Reservoir Level Frequency Computation

The factors affecting the frequency of reservoir stage include
anticipated future inflow rates, the plan of operation of reservoir
outlets and spillway, storage level assignments, rate of sedimentation,
and the nature of the storage elevation curves.

A reservoir frequency curve of annual maximum storages is ordinarily
constructed graphically, using procedures outlined in Section 4,01, by
the use of observed storages to the extent that these are available (but
only if the reservoir has been operated in the past in accordance with
future plans) and by the use of routings of historical runoff and of
large hypothetical floods under future operating plans. This storage
curve is then converted to a stage curve. A typical frequency curve is
illustrated on fig. 6.01. Stage-duration curves are constructed from
historical operation data or from routings (usually monthly) of historical
runoff. Such curves may be constructed for the entire period of record
or for a selected wet period or dry period as illustrated on fig. 6.02.
For many purposes, particularly recreation uses, the seasonal variation
of reservoir stages is of importance, and a set of frequency or of dura-
tion curves for each month of the year may be valuable., One suggested
type of presentation is illustrated on fig. 6.03.

Section 6.04, Effects of Reservoirs on Flows at Downstream Points

The frequency of reservoir outflow or of flows at a remote downstream
location can be obtained from hypothetical routings of the entire runoff
racord in three general ways as follows:

a. Estimating maximum flow for each year at the location con-
cerned and constructing a frequency curve of regulated flows graphically,
using procedures discussed in Section 4.01.

b. Routing all historical flood of record through system and
plotting up frequency curves using procedures discussed in Section 4.01.
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€. Constructing a graph of with-project vs. without-project
flows at a specified point from the routed data and drawing a curve
relating the two quantities as illustrated on fig. 6.04. The points
should be balanced in the direction transverse to the curve, but factors
such as representativeness of plotted points and reliability of regula-
tion may be considered in drawing the curve. This curve can be used in
conjunction with a frequency curve of without-project flows to construct
a frequency curve of with-project flows as illustrated on fig. 6.05.
This latter procedure assures consistency in the analysis and gives a
graphical demonstration of the degree of reliability of control.

Usually recorded values of flows are not large enough to define
the frequency of regulated flows at the upper end of the frequency
curve. In such cases, it is ordinarily possible to use one or more
large hypothetical floods whose frequency can be estimated from the
frequency curve of unregulated flows, to establish the corresponding
magnitude of regulated flows. These floods can be multiples of the
largest observed floods or of floods computed from rainfall, but it is
best not to multiply any one flood by a factor greater than two or three,
The floods are best selected or adjusted to represent about equal
severity, in terms of runoff frequency, of peak and volumes for various
durations. The routings should be made under reasonably conservative
assumptions as to initial reservoir stages.

In constructing frequency curves of regqulated flows, it must be
recognized that reservoir operation for purposes other than flood
control will frequently provide incidental regulation of floods,
However, usually the availability of such space cannot be depended
upon, and its value is considerably diminished for this reason. Con-
sequently, the effects of such space on the reduction of floods should
be estimated from careful study.

In constructing frequency curves of regulated flows it should be
recognized that actual operation is rarely perfect and that releases
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will frequently be curtailed or diminished because of unforeseen opera-
tion contingencies. Also, where flood forecasts are involved in the
reservoir operation, it must be recognized that these are subject to
considerable error and that some allowance for error will be made
during operation. In accounting for these factors, it will be found
that the actual control of floods is somewhat less than could be expected
if full release capacities and downstream channel capacities were util-
ized efficiently and if all forecasts were exact.

In estimating the frequency of runoff at a damage center considerably
downstream from a reservoir project, it must be recognized that none
of the runoff from the intermediate areas between the reservoir and the
damage center will be regulated. To account for this factor, a frequency
curve of runoff for the intermediate area can be used as a lower limit
for the curve of regulated flows.

Section 6.05. Effects of Channel, Levee and Floodway Modifications

The effect of channel, levee and floodway modifications on river
stages at the project location and on river discharges downstream from
the project location can generally be evaluated by routing several
typical floods through the reaches of the modification and the affected
upstream reaches. The stages or discharges thus derived can be plotted
against corresponding without-project values, and a smooth curve drawn.
This curve could be used in conjunction with a frequency curve of without-
project values to construct a frequency curve of with-project values as
discussed in Section 6.04. Corresponding stages upstream from the
selected control point can be estimated from water surface profile com-
putations.

It is recognized that levee failures may and do occur occasionally
when river stages are considerably below project design level. On the
other hand, there are many cases of levees remaining intact when stages
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exceed project design level or even levee crest grade. In the absence

of comprehensive statistics on the failure of various types of levees

at various stages, it may be satisfactory to assume for the purpose of
estimating flood frequencies, that a levee will always fail at stages
above the design water level and that failure will not occur at lower
stages. Detailed studies for levees constructed under adverse conditions
or areas requiring very long levees, may suggest more conservative assump-
tions to be appropriate.

Section 6.06. Changes in Stage-Discharge Relationships

Changes in stage-discharge relations due to channel modifications,
levee construction or flow obstructions can best be evaluated by comput-
ing water surface profiles for each of a number of discharges. Procedures
for computing water surface profiles are contained in Volume 6 of this
report. The resuiting relationships for modified conditions can be
used in the storage routing procedures for evaluating the effects of
these changes on flows downstream (due to changes in channel storage).

Section 6.07, Effects of Multiple-Reservoir Systems

When more than one reservoir exists above a damage center, the
problem of evaluating reservoir stages and downstream flows under with-
project conditions becomes increasingly complex. The most reliable
method of estimating the effects is to make complete routings of
historical runoff throughout the system and to supplement these rout-
ings as necessary with routings of large hypothetical floods. The
resulting data can be used as discussed in Sections 6.03 and 6.04 for
constructing frequency and duration curves. As the number of reservoirs
increases, the amount of work involved can become prohibitive, and some
sort of representative hydrograph procedure may be needed,
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Section 6.08. Representative Hydrograph Procedures

Because of the large amount of computation that would be involved
in evaluating project effects on all sizes, and time and area patterns
of floods, it is usually necessary to limit analysis to a relatively
few typical floods. This procedure must be used with caution, however,
because certain characteristics of atypical floods may be responsible
for critical flooding conditions. Accordingly, such studies should be
supplemented by a careful examination of the potential effects of
atypical floods.

Typical floods for use in a study of requlated flood frequencies
can be obtained by adjusting the ordinates of observed flood hydrographs
to conform to runeoff volumes for various durations and locations that
have a uniform exceedence frequency. They could also be computed from
rainfall having a uniform exceedence frequency for all durations and
locations and having a typical time pattern. In the latter case, the
runoff frequency does not necessarily correspond to the rainfall fre-
quency, and must ordinarily be evaluated from observing the runoff fre-
quency at locations where frequency curves have been derived from observed
runoff data.

As long as the typical flood hydrographs used for this purpose are
balanced with respect to the severity of runoff in various tributaries
and for various durations, those floods that are larger under without-
project conditions will be larger under with-project conditions for the
same initial conditions and the same project operation. Accordingly,
the exceedence frequency of the flood under project conditions will be
the same as that under without-project conditions.

The general procedure for use of representative hydrographs in
deriving rainflood frequencies for modified conditions using balanced
floods described in Volume 4 is as follows:



a. Develop a hypothetical storm having uniform severity of
rainfall throughout the stream system and uniformly severe for all
pertinent durations of rainfall.

b, Develop generalized unit hydrograph and loss functions
using procedures discussed in Volume 4.

c. Subdivide the drainage basin into areas as necessary and
establish unit hydrograph and loss functions for each area and condi-
tion of development,

d. Establish routing coefficients for each river reach and
for each condition of development and routing data for each reservoir,

e. Develop runoff frequency curves at Tocations where data
are available for a specified condition of development, such as without-
project conditions,

f. For each of several multiples of the rainstorm, compute
flood runoff for each condition. A frequency curve for modified condi-
tions at any location can then be constructed by plotting the modified
flow of each storm for that condition against the known exceedence
frequency of corresponding flows for the without-project condition.

A check should be made to assure that regulated frequencies for any
location are at least as high as the frequency of runoff from the
unregulated portion of the tributary area.
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CHAPTER 7. REGIONAL FREQUENCY ANALYSIS

Section 7.01. General Principles

As discussed in previous chapters of this volume, regionalized
frequency studies are often desirable. Procedures recommended herein
consist of correlating the mean and standard deviation of annual maximum
flow values with pertinent drainage basin characteristics by use of
multiple Tinear correlation procedures. The same principles can be
followed using graphical frequency and correlation techniques where
these are more appropriate. Where regional studies of the skew
coefficient are necessary (where the applicability of values given in
Section 5.03 is suspect), procedures suggested in Section 7.08 can be
used,

Section 7.02. Frequency Statistics

A regional frequency correlation study is based on the two principal
frequency statistics - the mean and standard deviation of annual maximum
flow logarithms. Prior to relating these frequency statistics to drain-
age basin characteristics, it is essential that the best possible estimate
of each frequency statistic be made. This is done by adjusting short-
record values by the use of longer records at nearby locations. When
many stations are involved, it is best first to select long-record
base stations for each portion of the region. It might be desirable to
adjust the base station statistics by use of the one or two longest-
record stations in the region, and then adjust the short-record station
values by use of the nearest or most appropriate base station. Methods
of adjusting statistics are discussed in Section 4.04.
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Section 7.03. Drainage-basin Characteristics

A regional analysis involves the determination of the main factors
responsible for differences in precipitation or runoff regimes between
different locations. This would be done by correlating important factors
with the long-record mean and with the long-record standard deviation of
the frequency curve for each station {the long-record values are those
based on extension of the records as discussed in Section 4.04), Statis-
tics based on rainfall measurements might be correlated in mountainous
terrain with the following factors:

a. Elevation of station

b. General slope of surrounding terrain
c. Orientation of that slope

d. Elevation of windward barrier

e. Exposure of gage

f. Distance to leeward controlling ridge

Statistics based on runoff measurements might be correlated with the

following factors:
a. Drainage area {contributing)

b. Slope of drainage area or of main channel
c. Surface storage (lakes and swamps)

d. HMean annual rainfall

€. MNumber of rainy days per year

f. Infiltration characteristics

g. Stream length

Correlation methods and their application are discussed in Chapter
4 of Volume 2.
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Section 7.04. Selection of Appropriate Relationships

In order to obtain satisfactory results using multiple linear
correlation techniques, all variables must be expressed so that the
relation between the independent and any dependent variable can be
expected to be linear, and so that the interaction between two inde-
pendent variables is reasonable. An illustration of the first condition
is the relation between rainfall and runoff. If the runoff coefficient
is sensibly constant, as in the case of parking lot or airport drainage,
then runoff can be expected to bear a linear relation to rainfall.
However, in many cases initial losses and infiltration losses cause a
marked curvature in the relationship. Ordinarily, it will be found that
the logarithm of runoff is very nearly a linear function of rainfall,
regardless of loss rates, and in such cases, linear correlation of
logarithms would be most suitable. An illustration of the second con-
dition is the relation between rainfall, D, drainage area, A, and runoff,
(1. If the relation used for correlation is as follows:

Q = ab+bA +¢ (7-1)

then it can be seen that one inch change in precipitation would add
the same amount of flow, regardless of the size of drainage area.

This is not reasonable, but a transformation to logarithms would yield
a reasonable relation:

logQ = dlogD+elogh+ logf (7-2)
or transformed:
q = fda® (7-3)
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Thus, if lTogarithms of certain variables are used, doubling one inde-
pendent quantity will multiply the dependent variable by a fixed ratio,
regardliess of what fixed values the other independent variables have,
This particular relationship is reasonable and can be easily visualized
after a little study. There is no simple rule for deciding when to use
logarithmic transformation. It is only feasible, however, when the
variable has a fixed Tower Timit of zero.

Section 7.05. Example of Regional Correlation

An illustrative example of a regional correlation analysis of standard
deviation of annual peak flows with drainage area and number of rainy days
per year is given on fig. 7.01. Since many important variables are
neglected, the analysis is not of the scope necessary for a complete
study, but is useful for illustrating various techniques and problems
involved in such a study. In the example, X] is one plus the logarithm
of the adjusted standard deviation {one is added to eliminate negative
values), X2 is the logarithm of the drainage area size, and X3 is the
logarithm of the average number of rainy days per year for the drainage
area. The regression equation is derived as shown, and the calculated
coefficient of determination is 0.31, which means 31 percent of the
variance of X1 is explained by the regression equation.

Section 7.06, Selection of Useful VYariables

In the regression equation derived on fig., 7.01, the coefficient
of X2 is very small, which appears to indicate that this factor has
very little effect. To determine the usefulness of this factor, it
is, however, necessary to make an additional analysis using all variables
except this one. In this case, the problem would resolve into a simple
correlation analysis using only the variables X3 and X]. Solution of
the simple correlation equations produces the relationship:
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ILLUSTRATIVE EXAMPLE

REGIONAL FREQUENCY CORRELATION

X] =1+ log. S X = log. D.A. X3 = Tog. No. rainy days per year
Sta. No. X2 X3 X] Sta. No. Xo X3 X
(M) (2)  (3) (4) (5) (6) (7) (8)
1 1.61  2.11 0.29 33 1.94 1.87 0.20
2 2.89 2.12 0.18 34 2,73 1.36 0.58
3 4,38 2.11 0.17 35 3.63 1.81 0.64
4 3.20 2,04 0.44 36 1.91 1.58 0.37
5 3.92  2.07 0.38 37 2.26 1.48 0.27
6 1.61 2,04 0.37 38 2,97 1.89 0.54
7 3.21 2,09 0.30 39 0.70 1.32 0.63
8 3.65 1,99 0.35 40 0.30 1.54 0.78
9 3.23 2.15 0.16 41 3.38 1.62 0.46
10 4,33 2.08 0.1 42 2.87 2.03 0.44
1 1.60 2,09 0.32 43 2.42 2.26 0.24
12 2.82 2.00 0.34 44 4,53 1.93 -0.03
13 2,40 2.00 0.25 45 3.04 1.78 0.30
14 3.69 2,09 0.43 46 4.13 2.00 0.17
15 2.18  2.19 0.27 47 1.49 2,01 0.14
16 2,09 2,17 0.25 48 5.37 1.95 0.10
17 4.48 1.9 0.52 49 1.36 2.1 0.27
18 4,95 1.95 0.18 50 2.31 2.23 0.18
19 2.21 1,97 0.39
20 3.41 2,08 0.40 X 147.55 96.24 17.89
21 4,82 1.88 0.25 X 2,951 1,925 0.358
22 1.78  1.93 0.23 ZXXo 503.7779 285.5627 51.1527
23 4,39 1.74 0.54 ZXZXo/N 435.4200 284.0042 52,7934
24 3.23  2.01 0.51 ZXXp 68.3579 1.5585 -1.6407
25 3.58 2,04 0.45
26 1.64 1.78 0.63 zXX3 ; 187.5912  33.2598
27 4,58 1,76 0.45 zXZX3/N 185.2428  34.4347
28 3.26  1.93 0.59 IXX3 1.5585 2,3484 -1.1749
29 4,29 1.81 0.46
30 1.23  1.89 0.32 ZXXq 8.1635
31 3.44 1.48 0.96 IXzX1/N 6.4010
32 2,11 1.97 0.12 IXXq -1.6407 -1.1749 1.7625

68.4 by + 1.56 bz = -1.64 (Eq. 4-7) by, = -.013
-.49 NOTE: See Chapter 4,

1.56 by + 2.35 b3y = =1.17 (Eq. 4-9) bg
Volume 2, for equa-
a=0.3 +0.13 (2.95) + .49 (1,92) = 1.34 (Eq. 4-12) tions used in this

example.
X7 = 1.34 - 013X, - .49X4
2 _ =.013 (-1.64) - .49 (-1.17
R? = ( %;76 CLI7) - 338 (gq. 4-15)
R? = 1 - (.662) 49/47 = .310 (Eq. 4-16), and R = .56
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= - -4
X 1.32 0.50X3 (7-4)

A solution for §2 would yield 0.32. Thus, a better correlation is
obtained neglecting drainage area as a factor. If additional factors
were considered in the analysis, the effect of drainage area should be
reconsidered, as it is possible that its effect is obscured in the
example by neglecting some other important variable, A test of impor-
tance of a particular factor is a comparison of the correlation coeffi-
cient using all factors and that omitting only the factor whose influence
is being tested. Even in the case of a slight increase in correlation
obtained by adding a variable, consideration of the increased unreliability
of R might indicate that such a factor should be eliminated in cases of
small samples.

Judgment on the worth of including an additional factor should also
be based on a comparison of the standard error of estimates. The units
of this parameter are that of the dependent variable and, therefore,
provides a better indication of the magnitudes of the unexplained errors.

Section 7.07. Use of Map

Many hydrologic factors cannot be expressed numerically. Examples
are soil characteristics, vegetal cover, and geologic characteristics.
For this reason, numerical regional analysis will explain only a portion
of the regional variation of runoff frequencies, The remaining unexplained
variance is contained in the regression constant, which can be considered
to vary from station to station. These regression constants can be com-
puted by inserting the drainage basin characteristics and frequency
statistic for each station in the regression equation and solving for
the regression constant. These constants can be plotted on a regional
map, and lines of equal values drawn (perhaps using soils or vegetation
maps as a guide). Use of such a map for selecting a regression constant
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should be much better than using a single constant for the entire region,
In smoothing lines on such a map, consideration should be given to the
reliability of computed statistics. Figure 7.02 shows standard errors

of estimating means and standard deviations. As an example, if a )
computed standard deviation based on 30 years of record is 0.300, there

is about one chance in 20 that the mean is in error by more than 0.114
(twice the standard error of 0.057 as indicated by curve (b) for 30
years of record) or that the standard deviation is in error by a factor
of 1.3 (antilog of 0.114).

Section 7.08, Summary of Procedure

A regional analysis of precipitation or flood flows is accomplished
in the following steps:

a. Select long-record base stations within the region as
required for extension of records at each of the short-record stations.

b. Tabulate maximum events of each station, corresponding
logarithms, and logarithms of base-station values for the corresponding
vears. Logarithms should be rounded to 2 decimal places.

c. Calculate X and S (equations 4-2 and 4-3) for each base
station.

d. Calculate X and S for each other station and for the
concurrent period at the base station, and calculate the correlation
coefficient (equations 4-15 and 4-16 from Volume 2).

e. Adjust all values of X and S by use of the base station,
(equations 4-9 and 4-10). (If any base station is first adjusted by use
of a longer-record base station, the longer-record statistics should be
used for all subsequent adjustments.)

f. Select meteorological and drainage basin parameters that
are expected to correlate linearly with ¥ and log S, and tabulate
estimated values of these for each area. (The physical significance
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of Tog S is not important, as the transformation simply eliminates a
lower limit of zero from the regression variables.)

g. Calculate the regression eguations relating X and log $
in turn to these statistics, using procedures explained in Chapter 4
of Volume 2, and compute the corresponding determination coefficients.

h. Eliminate variables in turn that contribute the least to
the determination coefficient, recomputing the determination coefficient
each time, and select a regression-equation-with a minimum number of
variables that explains a large portion of the variation in ¥ orS
{considar determination coefficient and standard error of estimate).

i. Compute the regression constants for each station, plot on
a suitable map, usually at the centroid of the areas, and draw isopleths
of the regression constant for the regression equations of ¥ and S (two
maps), considering that the regression constant for a station represents
a bhasin-mean value.

Jd. A frequency curve can be computed from constants obtained
for any basin on the map, using the computed regression equations to
obtain X and S, and using procedures discussed in Section 4.02 for com-
puting a frequency curve therefrom.

Section 7.09. Regional Skew Determinations

Skew coefficients for use in hydrologic studies should be based
on regional studies, since values based on individual records in the
order of 100 years or less are highly unreliable. For small areas
this can be done by computing skew coefficients for available records
and using the average, weighted in accordance with record length. For
large areas the computed values, along with the standard error, can
be plotted at the centroid of the respective basins and isopleths of
equal skew drawn. The standard error of the skew coefficient should
be used as criterion for departing from the computed skew value.
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Section 7.10. Sample Regional Criteria

The regional frequency analysis described in reference 20 is con-
sidered to be a moderately elaborate type of analysis. The criteria
derived are suitable for selecting frequency statistics for deriving
frequency curves of runoff peaks and volumes for durations up to 30
days. Standard deviations for frequency curves for the various durations
of runoff are obtained directly from maps constructed for each duration.
The mean logarithms of runoff for each duration, however, have been
related to drainage area size, normal annual precipitation, elevation,
and, by means of maps, to geographical location. To illustrate the
relative simplicity of this scheme, criteria for determining frequency
curves of peak flows are included herein as figs. 7.03 to 7.06. Data
and computations required for synthetic frequency curves for the drain-
age basin used in illustrating graphical and analytical methods on
figs. 4.02 and 4.03 (Mi11 Creek at latitude 40° 03') are as follows:

Drainage basin characteristics (location shown on fig. 7.03):

Drainage area 134 sq. mi.
Mormal annual precipitation 47 in.

Average elevation 2900 ft. m.s.1.
Average latitude 49° - 03!

Frequency constants:
Standard deviation {from

fig. 7.04) .31
Cp (from fig. 7.03) 42
K (from fig. 7.05) .71

Computation of Qp

85 p2 ¢ {equation 11, reference 20)

1]

Q

.001
b 00 Cp

.001 (42) (54) (47)2 (.71)
4220 c.f.s.

#
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Flow of specified frequency (say once per 100 years)
= 5,7 (4,220) = 24,000 c.f.s. (value of 5.7 read from
fig. 7.06 at S = .31 and frequency of 1 per 100 years)
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CHAPTER 8. FREQUENCIES OF OTHER HYDROLOGIC FACTORS

Section 8.01., Introduction

The frequency methods described in Chapter 4 have application to
runoff, and can also be used in estimating frequencies of various other
hydrologic factors. Some of the more common applications are described
in the following sections.

Section 8.02. Rainfall Frequencies

Graphical and analytical procedures for the computation of frequency
curves of station precipitation are generally identical to those for
streamflow analysis. In precipitation studies, however, instantaneous
peak intensities are ordinarily not analyzed, since they are virtually
impossible to measure and of 1ittle practical value. Precipitation
amounts for specified durations are commonly analyzed, mostly for
durations of less than 3 or 4 days. The few studies made thus far have
indicated that the Togarithmic normal function (with zero skew coeffi-
cient) is fitted fairly well with annual maximum station precipitation
data, regardless of the duration used. Station precipitation alone is
not adequate for most hydrologic studies, and some means of evaluating
the frequency of precipitation occurring simultaneously or near simul-
taneously over the area is necessary.

Section 8.03. Low Flow Frequencies

The design of hydroelectric powerplants and the design of reser-
voirs for supplementing low river flows for water quality and other
purposes requires the evaluation of the frequencies of low flows for
various durations. The method of frequency analysis previously
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discussed is usually applicable, except that minimum instead of maximum
runoff for each period is selected from the basic data. In studying
low flows, it will be found that the effects of basin development are
relatively great. For example, a relatively moderate diversion can be
neglected when studying floodflows, but might greatly modify or even
eliminate low flows. Accordingly, one of the most important aspects
of Tow flows concerns the evaluation of past and future effects of
basin developments. Analytical frequency techniques are not always
applicable to low-flow analysis because no single frequency distribu-
tion has been found that satisfactorily fits recorded data. Graphical
procedures are more generally applicable.

In regions of water scarcity and where a high degree of development
has been attained, projects that entail carrvover of water for several
years are often planned. In such projects it is desirable to analyze
low-flow volume frequencies for periods ranging from 1-1/2 to 8-1/2
years or more. Because the number of independent low-flow periods of
these lengths in even the longest historical records is very small and
because the concept of multi-annual periods is somewhat inconsistent
with the basic concept of an "annual event" as implied by the language,
"number of occurrences per hundred years," there is no truly satisfactory
way for computing the fregquency of low-flow periods more than 1 year in
length. One procedure described in reference 10 has been used with long
sequences of generated streamflows to derive estimates of drought fre-
quency. Although the results obtained through the use of the procedure
(described in Volume 8) seem reasonable, it is impossible to verify the
accuracy of the freguency estimates.

Section 8.04, Hurricane Fregquencies

In studies of hurricane wind velocities by the Corps of Engineers
and U.S. Weather Bureau, the central pressure index (estimated minimum
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sea level pressure for an individual hurricane) has been used in conjunce
tion with pressure versus wind relationships to determine wind frequencies.
The index frequency for each of three large geographic zones was deter-
mined as illustrated on fig. 8.01, and subsequently divided into fre-
quencies for various subdivisions of each zone, The minimum hurricane
pressure apparently plots close to a straight line on arithmetic proba-
bility paper.

Section 8.05. Sediment Frequencies

Another illustration of use of frequency techniques discussed
herein is shown on fig. 8.02, where the frequency of annual sediment
load of the Colorado River is shown to approximate a linear relation-
ship on log probability paper.

Section 8,06, Coincident Frequencies

In many cases of hydrologic design, it is necessary to consider
only those events which occur coincidentally with other events. For
example, a pumping station is usually required to pump water only
when interior drainage occurs at a time that the main river stage is
above the gravity outlet. In constructing a frequency curve of interior
drainage flows that occur only at such times, data selected for direct
use should be limited to that recorded during high river stages. In
some cases, such data might be adequate, but it is usually possible
in cases where the twn types of events do not correlate to make indirect
use of noncoincident data in order to establish a more reliable fre-
quency curve of coincident events. The general procedure used is as
follows:

a. Select the least variable (more stable) of the two vari-
ables whose coincidental frequency is to be determined. This will be
designated as variable B, and the other as variable A,
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b. Determine the time limits of the seasons during which
high stages of variable B are about uniformly likely. If all important
stages of variable B can be limited to one season, the analysis will be
simplified. Otherwise the following steps must be duplicated for each
season.

c. Compute a frequency curve of stages (or flows, rainfall
amounts, etc.) for variable A, using data obtained only during the
selected season.

d. Construct a duration curve of stages (or flows, etc.)
for variable B, using data obtained only during the selected season.

e. The exceedence frequency of any selected magnitude
of variable A that is coincidental with any specified range of stage
for variable B is equal to the product of the exceedence frequency
indicated by the curve derived in ¢ and the proportion of time flows
at B are within the selected range of stage, as indicated by the curve
derived in d.

Figure 8.03 illustrates a computation of reservoir stage or storage
frequency curve from consideration of coincidental frequencies. In this
hypothetical case of a 300,000 acre-foot reservoir, the top 100,000 acre-
feet are reserved for flood control, the next 50,000 for seasonal irriga-
tion requirements, and the remainder for carryover irrigation storage
and power head. Because flood control space would rarely be used,
routings of recorded floods do not adequately define the frequency of
storage in the flood control space. The example shows a flood frequency
curve in terms of the project design (50-year) flood, and a storage
duration curve determined from monthly routings of recorded runoff.

This latter curve represents only those months when major storms are
likely to occur, and does not reflect reservoir rises that would occur
during floods. Therefore, it represents conditions that can exist at

the beginning of a flood. The duration curve was divided into four ranges,
and average storages determined for each range. Routings (not shown)
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of various percentages of the project design flood with these four
initial storages were made, and four stage-frequency curves drawn as
shown. A composite frequency curve was then drawn as illustrated in
the inset table.
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CHAPTER 9. STATISTICAL RELIABILITY CRITERIA

Section 9.01. Function

One of the principal advantages of the use of statistical procedures
1s that they provide means for evaluating the reliability of the estimates.
This permits a broader understanding of the subject and provides criteria
for decision-making. The common statistical index of reliability is the
standard error of estimate, which is defined as the root-mean-square
error. In general, it is considered that the standard error is exceeded
on the positive side one time out of six estimates, and equally frequently
on the negative side, for a total of one time in three estimates. An
error twice as large as the standard error of estimate is considered to
be exceeded one time in 40 in either direction, for a total of one time
in 20. These statements are based on an assumed normal distribution of
error so they are only approximate frequencies of errors, and exact
statements as to error probability must be based on examination of the
frequency curve of errors or the distribution of the errors. Both the
standard error of estimate and the distribution of errors are discussed
in this section,

Section 2.02. Reliability of Frequency Statistics

The standard errors of estimate of the mean, standard deviation,
and skew coefficient, which are the principal statistics used in fre-
quency analysis, are given in the following equations:

sz = /s (9-1)
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S, = v/ 6N(H-1)/(N-2) (N+1) (N+3) (9-3)

g
where:
S; = the standard of estimate for the mean
Ss = the standard error of estimate for the standard deviation
Sg = the standard error of estimate for the skew coefficient

and S and N are as defined in Section 4.02.

These have been used to considerable advantages as discussed in Chapter
7 in drawing maps of mean standard deviation, and skew coefficient for a
regional frequency study.

Section 9.03. Reliability of Frequency Estimates

The reliability of analytical frequency determinations can best be
illustrated by establishing error-limit curves. The error of the esti-
mated flow for any given frequency is a function of the errors in esti-
mating the mean and standard deviation, assuming that the skew coefficient
is known. Criteria for construction of error-limit curves are based on
the distribution of the "non-central t." Selected values transformed
for convenient use are given on Exhibit 6. By use of this exhibit and
equation 4-5, error-limit curves shown on fig. 9.01 were calculated as
illustrated on that figure. While the expected frequency is that shown
by the middle curve, there is one chance in 20 that the true value for
any given frequency is greater than that indicated by the .05 curve and
one chance in 20 that it is smaller than the value indicated by the .95
curve, There are, therefore, nine chances in 10 that the true value
lies between the .05 and .95 curves.
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LIMIT-CURVE COMPUTATION

(Based on equivalent of hl-year record)

(1) (2) (3) (4) (5) (6) (1) (8)
(9) By 0.1 1.0 10 50 90 99 99.9
(10) 1k (Ex 39) 3.09 2.33 1.28 0 -1.28 -2.33 -3.09
211) Log Q (Eq 5) k.529 4.31k L,o17 3.655 3.293 2.996 2,781
12) Q, cfs 33,800 20,600 10,400 L,520 1,960 991 60k
(13) P (Ex 40) 0.20 1.33 10.6 50 89.4 98.67 99.80
(Plot Q vs. By)
(1k) .05 error in 8 units (Ex 6) .76 .60 RS .27 .31 k3 .53
(15) .05 error, log .215 .170 L1116 .076 .088 122 .15%0
(16) .05 limit-curve value, log L. Tl L L84 4,133 3.731 3.381 3.118 2.931
(17) .05 limit-curve value, cfs 55, 500 30, 00 13,800 5,380 2,00 1,310 853
(Plot vs. B )
(18) .95 error in S units (Ex 6) -.53 -.43 -.31 -.27 . -.60 .76
(19) .95 error, log -.150 -.122 -.088 -.076 -.116 -.170 -.215
éao) .95 limit-curve value, log 4.379 hoigz 3.929 3.579 3.177 2.826 2.566
21) .95 limit-curve value, cfs 23, 00 15,600 8,4% 3,790 1,500 670 368
(Plot vs. B,)
NOTE: See fig. 4-10 for supporting computations for the frequency curve.
60,000 o
50,000 kv
40,000 v
30,000 =
20,000
@
hat
© 10,000 |-
£ s
z 8,000 p=+
°
- 6,000 *
F 5,000 -
3 :
£ 4000}
C 3000
£
§ 2,000 fi--
[ =
[ -4
<
[KeZole] "
o A
800 fo—— &
WRIDY 5=
600 e
500 - s
400 Es : 4 -
300 R b , , , S
& o n o 0 [« [=] o o o o © o o 0 N -
> o o [ [+ 23 o © ~ © 0 < © -— o o ©
o O o™

Exceedence frequency per hundred years

ILLUSTRATIVE EXAMPLE

ERROR-LIMIT CURVES
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TABLE OF Py VERSUS B, IN PERCENT

For use with samples drawn from a normal population

ol Po | s0.0 30.0 10.0 5.0 1.0 0.1 0.01
1 50.0 37.2 24 .3 20.4 15.4 12.1 10.2
2 50.0 3h.7 19.3 1h.6 9.0 5.7 b.3
3 50.0 33.6 16.9 11.9 6.4 3.5 2.3
L 50.0 33.0 15.4 10.4 5,0 2.4 1.37
5 50.0 32.5 14.4 9.4 L.2 1.79 .92
6 50.0 32.2 13.8 8.8 3.6 1.38 .66
7 50.0 31.9 13.5 8.3 3.2 1.13 .50
8 50.0 31.7 13.1 7.9 2.9 .9k .39
9 50.0 31.6 12.7 7.6 2.7 .82 .31
10 50.0 31.5 12.5 7.3 2.5 .72 .25
11 50.0 - 31.4 12.3 7.1 2.3 .6k 21
12 50.0 31.3 12.1. 6.9 2.2 .58 .18
13 50.0 31.2 11.9 6.8 2.1 .52 16
1k 50.0 31.1 11.8 6.7 2.0 .48 - J1h
15 50.0 31.1 11.7 6.6 1.96 A5 .13
16 50.0 31.0 11.6 6.5 1.90 b2 12
17 50.0 31.0 11.5 6.4 1.84 Lo L1l
18 50.0 30.9 11.4 6.3 1.79 .38 .10
19 50.0 30.9 11.3 6.2 1.74 .36 .091
20 50.0 30.8 11.3 6.2 1.70 34 .084
21 50.0 30.8 11.2 6.1 1.67 .33 .078
22 50.0 30.8 11.1 6.1 1.63 .31 .073
23 50.0 30.7 11.1 5.0 1.61 .30 .068
2k 50.0 30.7 11.0 6.0 1.58 .29 .06k
25 50.0 30.7 11.0 5.9 1.55 .28 .060
26 50.0 30.6 10.9 5.9 1.53 27 .057
27 50.0 30.6 10.9 5.9 1.51 .26 .054
28 50.0 30.6 10.9 5.8 1.49 .26 .051
29 50.0 30.6 10.8 5.8 1.47 .25 .09
30 50.0 30.6 10.8 5.8 1.45 2k 046
4o 50.0 30.4 10.6 5.6 1.33 20 .03k
60 50.0 30.3 10.4 5.4 1.22 .16 .025
120 S 50.0 30.2 10.2 5.2 1.11 13 017
@ 50.0 30.0 10.0 5.0 1.00 .10 .010

NOTIE: Py values above are usable approximately with Pearson Type III
distributions having small skew coefficients.
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TRANSFORMED PLOTTING POSITIONS (1)
k VALUES HAVING ZERO MEAN AND UNIT STANDARD DEVIATION

} 8 1un 12 13 1 15 16 17 18 19 20 21 22 23 2h 25 26 27 28 29 30 n 32 3 » 3%

¥o, 1 1471 1,75 1479 1,82 1.85 1,88 1,91 1.93 1.95 1.97 1.99 2,01 2.03 2,05 2.07 2,09
111 1,16 1,21 1,26 1,30 1,33 1.36 139 162 1.b5  1.48 1,50 1.52 1,54 1.56 1,58 1,60 1.62
0.76 0.82 0.88 0,93 0.98 1,02 1,06 1,10 1,13 1,16 1.19 1.22 1.2% 1.26 128 1,%

6 0,11 0,20 0,27 0,34 0,4l 047 0.52 0,56 0.60 0,64 0.68 0,71 O.7% O0.77 0.80 0.83 0,86 0,88 0,90 0.93 0.95 0,97 0.99 1,01
0 0.09 0.17 0.24 0,30 0.3 0,41 0.46 0,50 0.5 o.Eg 0,61 0,64  0.67 0.70 0,73 0.76 0.79 0.81 0,83 0.85 0.87 0.89
0

2
z 0025 0s32 0.kl 047 0.53 0,59 0,64 0.68 0,72 0.76 0,80 0.8 0.86 0.89 0,92 0,95 0.97 0.99 1.01 1.0 1,06 1.08 1,10 1,12 1,14
7
; 049 0.52 0.25 0.58 0,61 0.6¢ 0.67 0.70 0.73 0.75 0.77 0,79

0,08 0.15 0.21 0.27 0.32 0,37 0.41 0.
1]

1 0.07 0412 0,17 0,22 0,27 0.31 0,35 0,38 G4l 044 047 0,50 0.53 0.56 0,59 0.61
11 0 0,06 0,11 0,16 0.20 0,24 0,28 0,32 0,35 0.38 0,41 0.44 0,47 0,50 0.52
12 0 0.0% 0,10 0,15 0,19 0,25 0.26 0,30 0,33 0,36 0,39 0,2 0,45
1 0 0,05 0,10 0,14 0,17 0.21 0,24 0,28 0.31 0.3% 0,37
W% 00,06 0,10 0,13 0,16 0,20 0,23 0.26 0,29
15 0,06 0,08 0,12 0.15 0,18 0,22
16 0 0.0b 0.08 0,11 0,14
17 0 0.0t 0,07
18 [

¥o. 1 2,200 2,22 2.23 2,2% 2,25 226 2,27 2.28 2,28 2,29 2,30 2,31 2,31 2,32 2,33 2433 2,% 2,35 2,36 2,37 2437 2.38 2,39 2,39 2.40
2 174 1,75 176 1,77 1.79 1,80 1.81 1,82 1,83 1.84 1,85 1,86 1.87 1.88 1,88 1,89 1.90 1.91 1.92 1.93 . 1.93 L.9% 1.95 1.9 1,97
3 148 1,50 1.51 153 L5 1,55 1,56 1,57 1.59 1,60 1,61 1,62 1,63 1,64 1,65 1,66 1.67 1.68 1,69 1.69 1.70 1.71 1.72 1.73 .74
& 1,30 1,31 1033 1035 1,36 1.37 1,39 140 141 1,42 143 144 145 1.7 148 149 1,50 1,51 1.52 1,53 1.5 1055 1.56 1,56 157
b] 115 L17 1.19 1,20 1,22 1.23 1,25 1.26 1.27 1.28 1,30 1,31 1.32 1.33 L34 1,35 1.36 1,37 1.38 1.39 140 1,6 1.be 143 1,
[ 1.0 1,05 1,06 1,08 1,10 1,11 1,12 1.14% 1.15 1,17 1.18 1.19 1.20 1.21 1,22 1.2k 1,25 1,26 1,27 1,28 1.29 1.30 1,31 1.32 1,53
1 0,91 0,93 0.95 0.97 0,99 1.01 1,02 1,04 1.05 1.06 1,08 1,09 1,10 1,12 1,13 1,04 1,15 1,16 1.18 1,19 1.20 1,21 1.22 1,23 1.24
8 0,81 0.83 0.85 0,87 0,89 0,91 0,92 0.9% 0,95 0.97 0,98 1,00 1,01 1,03 1,06 1,05 1,06 1,07 1,09 1,30 1,11 1,12 1,13 L.k 1,15
9 0,72 0.Th 0,76 0,78 0.80 0.82 0.84 0.85 0.87 0.86 0.90 0.91 0,93 0.9% 0,96 0,97 0.98 0,99 1,00 1.02 1,03 1,06 1 W05 1,06 1.07
10 0.63° 0,65 0,67 0,70 0.72 0.T4 0,75 0.77 0,79 0.80 0.82 0.84 0.85 0.86 0.88 0.89 0,91 0.92 0.93 0,94 0,96 0.97 €.98 .99 1.00
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19 0 0.03 0.06..0.09 0,12 0.15 0,18 0,20 0,22 0,25 0,27 0,29 0.31 0.33 0,35 0,37 0.;3 041 0,42 044 . 046 0,47 0,49 0,50
20 0 0.03 ©0.06 0,09 0,12 0.1% 0,17 0.19 0.22 0.2k 0,26 0,28 0,30 0.32 0. 0,36 037 0,39 041 0.42 0,44 04§
21 0 0,03 0,06 0,09 0,11 0,14 0.16 0,18 0,21 0.23 0,25 0.27 0429 0,31 0.32 0. 0,36 0.38 0,39 041
22 0 0,03 0,06 0,08 0,11 0,13 0,15 0.18 0,20 0422 0,24 0.26 0,28 0,30 0,31 0.33 0,35 0,36
3 0,03 0405 0,08 0,10 0.13 0,15 0,17 0il9 0.21 0.23 0.25 0.27 0.29 0,30 0.32
24 0 0,03 0,05 0,08 0,10 0,12° 0.1% 0,16 0,18 0,20 0,22 0.2k 0,26 0,28
25 0.03  0.05 0.07 0,10 0,12 0.1% - 0.16 0.18 0.20 0.2) 0.23
2% 0 0,03 0,05 Q.07 0,09 0.11 0.13 0.15 0.17 0,19
27 0 0,03 0.05 0.07 0.&? 0.11 Q.13 0,18
24 ¢ 0.02 0. 0.07 9,09 0,11
2 0 0,02 0.0b 0,06
3 o 0.02

Yo, 2,41 2,41 2,42 2,42 243 2.43 2,44

51 0,02 0,04 0,06 0,08 0,10 0,11 0,13 0,15 0.16 0,18 0,19 0,21 0,22 0.2% 0,25 0,26 0,28 0,29 0,30 0.32 . 0.53 0,34 0.35 0,36
32 9 0.02 0,0F 0,06 0,08 0,09 0.11 0,13 0ok 0,36 0o17 0.19 0.20 .22 0.23 0,24 0,26 0.27 0.28 0,30 0,31 0.32 0.33
gz 0.02 0.0 0,06 0,07 0,09 0.11 0,12 0,14 0,15 0,17 0.18 0,20 0,21 0,22 0. 0425 0,26 0,28 0,29 0,30

0 0,02 0.,0% 0,06 0,07 0,00 0.1 0,12 0,1k 0,15 0,16 0,18 0,19 0.21 0,22 0.25 D,2h 0,26 0.27
35 0 0,02 0,0% 0,05 0,07 0,09 0.10 0,12 0.13 0,15 0,26 0,17 0.19 0,20 0,21 0,23 0.2k
36 0 0,02 0,04 0,05 0,07 0,08 0,10 0,11 0,13 0,14 0,16 0,17 0,18 0.20 0,21
b3 0 0,02 0,03 0,05 0,07 0,08 0,10 0,11 0,12 0,1% 0,15 G,17 0.18
3 0 0,02 0.03 0,05 0.06 0.08 0,09 0.1 0,12 0.14%  0.1%
39 0 0.02 0,03 0.05 0,06 0,08 0,09 0,11 0,12
[ orE G 0,02 0,03 0,05 0,06 0,08 0,09
:; BOTEs 0 0,02 0,03 0,05 0,06
4% Sams footnotes as shest 2 002 0_.03




TRANSFORMED PLOTTING POSITIONS (1)
k VALUES HAVING ZERO MEAN AND UNIT STANDARD DEVIATION

X, 86 87 28 83 90 N % 93 % 9 9 97 98 9% 100 110 120 130 W0 150 160 170 180 190 200

i

2653 12,53 2,54 2.5 2,55 2.55 2,55 2,56 2.56 2,56 2,57 2.57 2.57 2,58 2.61 2,64 2,67 2.69 2.71 2,73 2.5 27 2,79 2,01
2,01 2.2 2.12 2.3 2,43 2.0h 2.0k 2,06 2,18 2,15 2,36 2,18 2,16 2,17 2,17  2.21 2.2% 2,27 2.30 2,32 2.35 2.37 2.39 2,41 2,43
1,89 1.90 1,90 1,91 190 1,92 1,92 1,93 1,93 1.9%  1.9% 1.95 1.95 1,96 1.96 2.00 2,04 2,07 2,10 2,13 2,15 2,18 2,20 2,22 2.2%
TeTh 1,75 175 1476 1a77 1077 178 1,78 1,79 179 1,80 1,80 1,80 1.81 1.81 1.85 1.89 1.93 1.9 1.99 2.2 2.0k 2,07 2.09 2.1l
1462 1,63 1463 1.64 1,65 1465 1.66 1.66 1,67 1.67 1.68 1,60 1,69 1.69 1,70 1.7h 1.78 1.82 1.85 1.88 1,91 1,9 1.9 1,9 2,00
1452 1,53 1453 1056 1,55 1,55 1,56 1056 1,57 198 1,38 1,59 1,59 1.60 1,60 . 166 1,69 1472 1,76 1.79 1.82 1.8 1.87 1,90 .92
Lbh Lbh 145 1,45 148 1.b7 1447 1,48 1,68 149 Lk 1.50 1.50 1,51 1,51  1.56 1.61 1.6k 1,68 1,71 L.Té 1,77 1.80 1.62 1,35
1,37 1037 1,38 1,38 1,39 1,40 140 1.1 LAl L42 142 1.B3 143 LAk 1,49 1053 1,57 1.61 1,65 1,68 1,70 1.73 1,76 1.76

.29 1,30 1,30 1,31 1,32 132 133 1,33 1.3 1.3k 2,35 1,36 1,38 1,37 13T 142 14T 1.51 1.55 1,58 1,62 1065 1,67 1.70 1,72

1.22 1,23 1.2h 1,25 1.25 1426 1.26 1.27 1.28 1,28 1.29 129 1.30 1.30 1,31 136 141 1,45 149 1,53 1,56 1.59 1,62 1,65 1.67

1,17 117 1.18 1,19 119 1,20 1.21 1,21 1.22 1,22 1,23 1.2k 1,24 1,25 1,25 131 1,36 1450 L. L.b48 1,51 1.5 1,57 1.60 .62

1011 1,12 1,32 133 136 L6 1.5 1016 1.7 137 1.8 118 119 1,19 1.20 1,26 1,31 1,35 1,39 1.3 1,46 149 1,52 1,55 1.58
13 1,06 1,07 1.07 1.08 1,09 1,09 1.10 1,11 1,31 1,02 1.2 133 1,34 104 1,05 1,21 1.26 1,30 134 1,38 142 145 1,48 1,51 1453
% 1,00 1.02 1,02 1,05 1.0+ 1,00 1,05 1.06 1,07 1,07 1,08 1,09 1,09 1,10 1,10 1.16 1.21 1.26 1.30 1,36 1,38 141 1L.b4 1,47 1,49
15 0.95 0.97 0,98 0,98 0,99 1.00 1,01 1,01 1,62 1,03 1,03 1.0k 1,05 1,05 1,06 1,12 1,17 1,22 1,26 1,30 1,34 1.37 1.40° 143 1,46
16 0.92 0,92 0.93 0.9% 0,95 0,95 0,96 0.97 0.98 0,98 0.99 2,00 1,00 1,08 1,00 1.08 1.3 1,38 1,22 126 130 1:33 1.36 1.39 1.h2
17 0.87 0.88 0.89 0.90 0,91 0,91 0,92 0.93 0,93 0,9 0,95 0.95 0,96 0.97 0,97 1.0¢ 1,09 1.1k 1,19 1,23 1,26 1.30 1,33 136 1,39
18 - 0.83 0.84 0.85 0,86 0.86 0,87 0,88 0.89 0,89 0,90 = 0.91 0.92 0,92 0,93 0,93 1,00 1,05 1,11 1,15 1,19 1,23 1.27 1,30 1,33 1,3
19 . 0.79 0.80 0,81 0,82 0,82 0,83 0,8t 0,85 0,85 0,86 0,87 0,88 0,88 0.89 0,90 0.9 1,02 1,07 1,12 1,16 1,20 1,23 1,27 1,30 1.33
20 0,75 0.76 0.77 0,78 0,78 0.79 0.80 0,81 0,82 0,82 0.83 0,84 0,85 0,85 0,86 = 0,95 0,98 1,06 1,08 1,13 1,17 1.20 1,24 1,27 1,30
21 0,71 0.72 073 0,74 0,75 0,76 0,77 0.77 8.78 D.79 0.80 0,81 0,81 0,82 0,82 0,89 0,95 1,00 1,05 1,10 1.1k 1.17 ‘1,21 L.24 2,27
22 0,68 0,69 0.69 0,70 071 0,72 0,73 0.7% 0.75 0.75 0e76 0,77 0,78 0,78 0.79 0,86 0.92 0.97 1.02 1,07 1.1l 1.34 1,18 1,21 1,2k
;2 0.68 0.65 0,66 0.7 0.68 0,69 0.70 0,70 O.71 0,72 0,73 0,75 O0.7% 0,75 0,76 0,83 0,89 0.9 0,99 1,08 1,08 1,12 1.15 1.18 1,21

0,60 0,61 0,62 0,63 0.64 = 0.65 0,66 0.67 0,68 0,68 0,69 0,70 0,71 0,71 0.72 0.79 0.86 0.91 0,96 1.01 1,05 .09 112 1,16 1,19

-

o

-
-
d
.
w
w

BhSveanunrun
-
5
b 3

6 0.02 0,03 0,04 0,05 0,07 0,08 0,09 0,10 0,10 0,22 0,31 0,39 045 0,51 0.57 0.62 0,67 0.71 0.75
W 0 0,02 0,03 0,04 0,05 0,06 0,08 0,09 0.19 0.29 0,36 0,43 0,50 0.55 0.60 0,65 0.69 0.73
48 0 0,02 0,03 0,04 0.05 0,06 0,17 0.26 0,34 0.41 0,48 0.53 0.58 0.63 0,67 0,71
49 0 0,01 0,03 0,04 0,15 0,24 0,32 040 046 0,52 0,57 0.61 0.66 0,70
50 0 0.01 0,13 0.22 0,30 0.38 Otk 0,50 0,55 0.60 0,64 -0.68
51 0,10 0,20 0,28 0,36 042 0, 0.53 0.58 0.63 0.67
52 0,08 0,18 0,26 0434 0,40 046 0,52 0,56 0.61 0,65
53 0,06 0.16 0,24 0,32 0,39 045 050 0.55 0.5 0.
0,03 0,14 0.22 0,30 0.37 0.43 0.48 0.53 0,58 0.62
55 0,01 0,12 0,20 0,28 0,35 0.4l 0,47 0,52 0.56 0.60
56 0,09 0,18 0,26 0,35 0.39 0.5 0.50 0,55 0459
57 0407 0,16 0,24 0,31 0.38 0.43 0,48 Q.53 0,58
0,05 0,14 0.23 0,30 0.36 0.2 0.47 0.52 0.56
59 0,03 0,13 0,21 0,28 0.3 0.40 045 0.50 0,55
60 Q.01 0,11 0,19 0,26 0.33 0,39 0.44% 0.49 0.53
[3) 0,09 0,17 0,24 Q.31 0,37 0,42 0.47 0.52
62 0,07 0.15 0423  0.29 0,35 041 0.46 0,50
63 0,05 0.13 0,21 0,28 0.3k 0.39 0.k 0,49
& 0.03 0,12 0,19 0,26 0,32 0.38 0.43 047
65 0,01 0,10 0.18 0,24 0,31 0.36 0.51 0.46
66 0,08 0,16 0.23 0.29 0.35 0.40 0.k5
67 0,06 0,14 0,21 0,28 0,33 0.39 043
68 0,05 0,13 0,20 0.26 0,32 0,37 0.42
&9 0,03 0,11 0.18 0.25 0.30 0,36 0.41
70 0,01 0,09 0,17 0.23 0,29 0.3 0039
7 0.07 0,15 0.22 0,27 0,33. 0,38
72 0.06 0,13 0,20 0,26 0,32 0.37
13 0.0% 0.12 0,19 0,25 0.30 0.35
Th 0,02 0,00 0,17 0.23 0,29 0,34
75 0.01 0,09 0,16 0,22 0,27 0.33
16 0.07 0.1% 0,20 0,26 0.31
0,05 0413 0,19 0.25 0430
78 0.04 0,11 0.17 0.23 0,29
19 0,02 0,10 0,16 0.22 0,27
Y 0.01 0.08 n,15 0,21 0,26
81 . 0,07 0,13 0.19 0,25
82 0,03 0,12 0,18 0,23
a3 0,0k 0,10 0,17 0,22
&b 0,02 0.09 0.15 0.21
85 0,01 0,08 0,14 0,20
86 0,06 0.13 0,18
87 0,05 0,11 0.17
88 0,03 0.10 0,16
&9 0.02 0,09 0,15
0.01 0,07 0,13
91 0.06 0,12
92 0.05 0413
93 0,03 0,09
% 0,02 0,08
95 0,01 0,07
0,06
97 0.04
98 0,03
9 0,02
100 . 0,01

(1) Linear distanos or normal probability grid.

HOTES:s k values for lowsr half of seriss are negative and equal in magnitude to
above values if these are numbsred in reverss order starting with .
N is nusber of years of record.
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ERRORS OF ESTIMATED VALUES

As Coefficients of Standard Deviation

!

Years
level of | of
Signifi- | Record Exceedence Frequency in Percent
cance¥* () 0.1 1 10 50 90 9 999
.05 5 .41 3.4 2.12 .95 .16 1.00 122
10 2.11 1.65 1.07 .58 .57 .76 9k
15 1.52 1.19 .79 46 48 .65 .80
20 1.23 .97 .64 .39 A2 .58 1
30 .93 T .50 .31 .35 149 .60
ko i .61 b2 27 .31 43 .53
50 .67 .5k .36 2h .28 .39 19
T0 .55 Lk .30 .20 24 .34 A2
100 A5 .36 .25 L7 .21 .29 .37
.25 5 1. 1.09 .68 .33 .31 A1 QiTe)
10 7 .60 .39 .22 24 .32 - .39
15 .57 Jl5 .29 .18 .20 27 .34
20 A7 «37 .25 .15 .18 .2k .30
30 .36 29 .19 .12 .15 .20 .25
4o .30 2k .16 W1l .13 .18 .22
50 27 21 1k .10 W12 .16 .20
70 .22 17 .12 .08 .10 Ak .18
100 .18 b .10 .07 .09 12 .15
5 5 -9 -1 - .31 -33 - .68 -l.09 -l
10 - .39 - .32 - .24 22 - .39 - .60 - .77
15 -3 - .27 -.20 -8 - .29 - .45 - .57
20 - .30 -~ .24 - 18 -.15 - .25 - .37 - A7
30 - .25 - .2 -.,15 -2 -.19 -~-.29 - .36
Lo - .22 -.a18 - .13 -a1 - .16 - .2k - .30
50 - .20 -.16 - .12 -10 - .k - .21 - .27
70 - .18 -k - .10 -.08 -.,12 - AT - .22
100 -.15 -2 -.09 -.07 -.0 -.14 -.18
.95 5 -1.22 -1.00 - .76 -.95 -2.12 -3.41 -k.k1
10 - .94 - .76 - .57 -.58 -1.0T -1.65 -2.11
15 - .80 - .65 - .48 -6 - .79 -1.19 -l.52
20 -1 - .58 - .42 -.39 - .64 -.97 -l.23
30 - .60 -,9 -.3 -.31 -.50 -.Th - .93
ko - .53 - .43 - .31 -.27 - .2 - .61 - .17
50 -9 -.39 - .28 -.24 - .36 - .54 - .67
T0 -2 -3k - 24 -20 -.30 - .M - .55
100 - .37 -.29 -.21 -.17 - .25 ~-.36 - .45

# Chance of true value being greater than sum of normal-curve value and
given error.
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Hydrologic Engineering Methods
for Water Resources Development

Volume 1 Requirements and General Procedures, 1971
Volume 2 Hydrologic Data Management, 1972
Volume 3 Hydrologic Frequency Analysis, 1975
Volume 4 Hydrograph Analysis, 1973

Volume 5 Hypothetical Floods, 1975

Volume 6 Water Surface Profiles, 1975

Volume 7 Flood Control by Reservoir, 1976

Volume 8 Reservoir Yield, 1975

Volume 9 Reservoir System Analysis for Conservation, 1977
Volume 10 Principles of Groundwater Hydrology, 1972
Volume 11 Water Quality Determinations, 1972

Volume 12 Sediment Transport, 1977
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