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FOREWORD

This volume is part of the 12-volume report entitled "Hydrologic
Engineering Methods for Water Resources Development, prepared by
The Hydrologic Engineering Center as part of the U. 8. Army Corps
of Engineers' participation in the International Hydrological Decade.
Volume 2 describes methods and procedures for managing hydrologic
data in a systematic manner, techniques for estimating missing portions
of hydrologic records, and techniques for generating synthetic hydrologic
data. Although many of the methods and procedures described herein
have been used successfully in Corps of Engineers'’ studies, the volume
should not be construed to represent the official policy or criteria
for the Corps.

The author wishes to acknowledge contributions by Mr. Robert G.
Willey and Mr. Harold E. Kubik to the material contained in Chapters
4 and 5.
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CHAPTER 1. PROCESSING OF BASIC DATA

Section 1.01. Introduction

Processing of basic data includes the assembly of basic
observational data and the preparation of such data for use in engineer-
ing analyses.

In many developing countries, existing basic data are retained only
at the headquarters location for the area where the data are observed.
Often there is no central agency that collects and prepares the data
for easy use and dissemination. Use of existing data would be greatly
facilitated if a system for collecting and organizing the field data
was created. This would include regular (at least annual) visits to
each station, at which time the methods of observation and recording could
be reviewed.

The next most important requirement for processing basic data is
that the observations be obtained in a systematic manner and tabulated at
an acceptable regular interval. Accuracy of observation is, of course,
of paramount importance. Observers must be impressed with the importance
of stating exact times of manual observations, as well as exact amounts,
and must be given basic instruction in observational procedures.

The processing and the analysis of basic data will be greatly
facilitated when one or more long, consistent records of related phenomena
are available. Accordingly, emphasis should be placed om obtaining and
preserving the longest records of consistent observations that are avail-
able in any region.

The types of hydrologic data that are of most interest and that are
commonly used in the development of design criteria are discussed in the
following paragraphs. In hydrologic engineering, runoff data is of
primary importance, followed by topography and precipitation data.

These, together with temperature and evaporation data, constitute basic

data that can be supplemented by other data and used for many purposes.
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Section 1.02. Meteorological Data

General

The extent of meteorological observations made at any location
is determined by the use to which the data will be put and the
availability of personnel and equipment. Data usually recorded at
weather stations are illustrated in fig. 1.01l. As indicated below,
more extensive recording of various types of data is often made for

special purposes.

Storm Meteorology

The determination of runoff potential, particularly flood
potential, in areas where hydrologic data are scarce can be based on a
knowledge of storm meteorclogy. This includes sources of moisture in the
paths over which the storm has traveled, as well as a knowledge of the
mechanics of storm activity. Derivation of hydrologic quantities associated
with various storms must take into consideration the type of storm, its
path, potential moisture capacity and stability of the atmosphere, isobar,
wind and isotherm patterns, and the nature and intensity of fronts separating
air masses. These are usually described adequately in the synoptic charts
that are prepared at regular (usually 6-hour) intervals for weather fore-
casting purposes, and associated upper—-air soundings. Where such charts
are available, it is important that they be retained as a permanent record
of meteorological activity for use in supplementing information contained in
the regularly prepared hemispheric charts. These latter charts summarize
the daily synoptic situation throughout the hemisphere, but do not contain
all of the data that are of interest or that would have direct bearing on

the derivation of design criteria.

Precipitation

The art of measuring precipitation has not yet progressed to the

point that the nature and amount can be consistently and accurately

1-02
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recorded at unattended locatioms, particularly where snow and hail
frequently occur. For this reason, records obtained at unattended
locations must be interpreted with care. When an observer is available
regularly at a site, the times of occurrence of snowfall and hail

should be noted so that accurate use of the data can be made. The exact
location and elevation of the gage are important considerations in
precipitation measurement and evaluation. For uniform use, this is best
expressed in terms of latitude and longitude and in meters or feet of
elevation above sea level. Of primary importance in processing the data
is the tabulation of precipitation for regular intervals. This should

be done daily for nonrecording gages with the time of observation stated.
In the case of continuously recording gages, the most convenient interval
of tabulation is hourly. However, the original recording charts must be
preserved in order to permit study of high-intensity precipitation during

short intervals for certain applications.

Snowpack

Where snowmelt contributes materially to runoff, observations of the
snowpack characteristics can be of considerable value in the development
of hydrologic design criteria. Of primary importance is the observation
of water equivalent (weight) of a vertical column sampled from the snowpack
at specified locations and observation times. The elevation and exposure
of the location must be known, inasmuch as the observations will ordinarily
be used as an index for surrounding regions. The depth of snowpack is
of secondary importance, but some observations of the areal extent of the
snowpack are often useful. An important element in the processing of
snowpack observation data is the adjustment of observations at all
locations to a common date, such as the first of each month during the
snowpack accumulation season. Since these observations are often made by
traveling survey teams, they are not made simultaneously. Also, they
cannot always be made at a specified time because it is impossible to

obtain accurate or representative measurements during snowstorms.
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Where continuous recordings of snowpack water equivalent by means

of radioactive gages or snow pillows is available, these can be used

as a basis for adjusting manual observations at nearby locations.
Otherwise, some judgment or correlation technique based on precipitation
measurements is required in order to adjust the observation data to a
uniform date at all locations. It is important to preserve the original
records whenever such adjustments are made. However, data that are

disseminated for use in design should be the adjusted systematic quantities.

Temperatures

In most hydrologic applications of temperature data, maximum and
minimum temperatures for each day at the ground level are very useful.
Continuous records of diurnal temperature variations at selected locations
can be used to determine the daily pattern fairly accurately at nearby
locations where only the maximum and minimum temperatures are known.

In applying temperature data to large areas, it must be recognized that
temperatures normally decrease with increasing elevation and latitude.

It is therefore particularly important that the exact elevation and location
of each station be known when using and applying data from that station.

It is also important to preserve all of the original temperature records.
Summaries of daily maximum and minimum temperatures should be maintained

and, where feasible, published.
Moisture

Moisture in the atmosphere is a major factor influencing the
occurrence of precipitation. This moisture can be measured by atmospheric
soundings which record temperature, pressure, relative humidity, and
some other items. The total moisture in the atmosphere can be integrated
and expressed as a depth of water. During storms, the vertical distribution
of moisture in the atmosphere ordinarily follows a rather definite pattern,

and the total moisture can therefore be related to the moisture at the
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surface, which is a function of the dewpoint at the surface.
Accordingly, a record of daily dewpoints is of considerable value.
Here, again, the elevation, latitude and longitude of the measuring

station must be known.

Winds

Probably the most difficult meteorological element to evaluate is
windspeed and direction. Quite commonly, the direction of surface winds
reverses diurnally, and the windspeeds fluctuate greatly from hour to
hour and minute to minute. There is also a radical change of windspeed
and direction with altitude. The speed and direction at lower levels is
greatly influenced by obstructions such as mountains, and locally by small
obstructions such as buildings and trees. Accordingly, it is important
that great care is exercised in selecting a location and altitude for
wind measurement. For most hydrologic applications, wind measurements at
elevations of 5 to 15 meters above the ground surface are satisfactory. It
is important to preserve all basic records of winds, including data on the
location, ground elevation, and the height of the anemometer sbove the
ground. Where continuous records are available, hourly tabulations of speed
and direction are highly desirable. Total wind movement and the prevailing

direction for each day are also useful data.

Evaporation

Evaporation is usually measured by use of a pan about 4 feet (1 meter)
in diameter filled with water to a depth of about 8 inches (20 centimeters).
The evaporation can be measured each day by first removing from the pan
an amount of water equal to precipitation that has occurred since the
last measurement, and then adding a measured amount of water until the
standard depth is attained. This volume of added water, divided by the
area of the pan, is equal to the daily evaporation amount expressed in

inches or millimeters. A tabulation of daily evaporation amounts should
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be maintained and, if possible, published. It is essential that a
rain gauge be maintained at the evaporation pan site, and it is
usually desirable that temperature, dewpoint (or wet-bulb temperature)
and low-level wind measurements also be made at the site for future

study purposes.

Section 1.03. Basic Runoff Data

Streamflow data are usually best obtained by means of a continuous
record of river stage supplemented by frequent meter measurements of
flows that can be related to corresponding river stages. It is important
that stage measurements be made at a good control section, even if a weir
or other control must be constructed. Each meter measurement should
consist of average velocity measurements within each of several (6 to 20,
where practicable) subdivisions within the chammnel cross section. Average
velocity for a subdivision is usually taken as the velocity at a depth
of .6 of the distance from the surface to the streambed or as the
average of velocities taken at .2 and .8 of the depth at the middle of the
subdivision. Readings of river stage should be made immediately before
and after the cross section is metered. The average of these two stages
is the stage to be associated with the measurement. The measurement is
computed by integrating the rates of flow (cubic meters per second) in all
subdivisions of the cross section.

A standard>form for recording measurements and computing streamflow
is shown in fig. 1.02. When measurements have been made for a sufficient
range of flows, the rating curve of flow vs. stage can be used to convert
the continuous record of stage into a continuous record of flow. A
rating table form is illustrated in fig. 1.03. The flows should be
averaged for each day in order to construct a tabulation of mean daily
flows. A form for this purpose is illustrated in fig. 1.04. This
constitutes the most common permanent or published record of rumoff. A

standard form for documenting mean daily flows is shown in fig. 1.05.
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Standard form for stream measurement and computation

Fig. 1.02.
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For flood studies, it is particularly important to obtain
accurate records of short-period variations during high river stages
and to obtain meter measurements at or near the maximum stage during
as many floods as possible. Where the river profile is very flat,
as in major rivers, it is advisable to obtain meter measurements
frequently on the rising stage and on the falling stage. The reason
for this is that the hydraulic slope can change greatly, resulting in
different rating curves for rising and falling stages.

It is of considerable wvalue in flood control studies to obtain a
complete hydrograph of flows for each flood event. Consequently,
permanent records should include frequent tabulations of flows, preferably
at hourly intervals or shorter. A standard form for documenting these
flows is shown in fig. 1.06. Such tabulations should be maintained for

easy access or should be published.

Section 1.04. Natural Topography

Mapping

For most hydrologic studies, it is essential that good topographic
maps be used. It is important that the maps contain contours of ground-
- surface elevation, so that drainage basins can be delineated and important
features such as slopes, exposure and stream patterns can be measured.
United States Operational Navigation Charts, with a scale of 1 to 1,000,000
and contour interval of 1,000 feet, are available for most parts of the
world. However, mapping to a much larger scale (1 to 25,000) and smaller
contour intervals (5 to 20 feet) are usually necessary for satisfactory

hydrologic studies.

Stream Patterns and Profiles

Where detailed studies of overflow areas are required, computation
of water-surface profiles is necessary. Basic data needed for this
computation includes frequent, detailed cross sections of the river and

overbank areas. These are usually obtained by special field surveys and
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are, therefore, costly. When these surveys are made, it is important
to document the results permanently so that it will not be necessary
to repeat them for a later study. Some work has been done to obtain
relatively accurate cross section data by aerial photography, but
published information on this work is not readily available. Observa-
tions of actual water-surface elevations during maximum flood stages

are invaluable for calibrating backwater computations.

Lakes and Swamps

The rate of runoff from any watershed is greatly influenced by the
existence of lakes, swamps and other flat storage areas. It is therefore
important to indicate these areas on available maps. Data on the outlet
characteristics of lakes is important because in the absence of outflow
measurements the outflow can often be computed through the development
of a relationship between amount of water stored in the lake and the

outlet characteristics.

Soils and Geology

Certain maps of soils and geology can be very useful in surface-
water studies if they show characteristics that relate to perviousness of
the basin. These can then be used for estimating loss rates during
storms. Of particular interest are areas of extensive sandy soils that
do not contribute to runoff and areas of limestone and volcanic formations
that are highly pervious and can store large amounts of water beneath the

surface in a short time.

Vegetal Cover

Often the type of vegetation more accurately reflects variation in

hydrologic phenomena than does the type of soil or the geology. 1Im
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transposing information to areas of little or no hydrologic data,

generalized maps of vegetal cover are very helpful.

Section 1.05. Existing Improvements

Streamflow at any particular location can be greatly affected
by hydraulic structures located upstream. It is important, therefore,
that essential data be obtained on all significant hydraulic structures
located in and upstream from a study area. In the case of diversion
structures, detailed data are required on the size of the diversion
dam, capacity of the diversion canal, and the probable size of flood
required to wash out the diversion dam. In the case of storage
reservoirs, detailed data on the relation of storage capacity to eleva-
tion, location and size of outlets and spillways, types, sizes and
operation of control gates, and sizes of power plant and penstocks

should be known.
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CHAPTER 2. DATA STORAGE AND PUBLICATION

Section 2.01. Introduction

As a system of data collection is developed within a political
subdivision, the problems of storing and retrieving information
become increasingly complex and burdensome. During the early phases
of a data collection program, the most expensive item is data
acquisition. However, later in the program, storage and retrieval
become the more expensive operations.

In order to keep costs at a minimum and permit the efficient
retrieval and publication of data, it becomes necessary to use modern

storage facilities, such as magnetic tape or disk storage.

Section 2.02. Original Records

The extent to which the original observation records are stored
will depend on the importance of such documents, their age, and the
total volume of such storage. The original documents must be stored at
least until such time as the primary processing of the data is completed,
totally checked and stored for systematic retrieval. Beyond this, the
basic information should be stored, if possible, in order to support
legal actions and provide a basis for refining the data processing as
new needs develop.

Original hydrologic records are ordinarily maintained at the location
where they were observed or at the field office responsible for the
collection of those records. However, where such records must be maintained
for long periods of time, it may be desirable to store them at central
archives especially designed to preserve and protect such records.

Before storing hydrologic records, it is essential that the original
documents be totally identified with information on the estimated accuracy
of the records, the physical conditions under which the data were collected,

the location and description of the collection site, the date and time of
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observations, the nature of the measurement or observation, the
techniques and equipment used to obtain the data, and other information
which might be useful in future evaluations or interpretation of the

records.

Section 2.03. Processed Records

As discussed in Chapter 1, records are most useful when they are
processed to form systematic tabulations such as mean daily flow or
maximum and minimum daily temperatures. TFor such records to be useful,
they must be made available to the user through systematic publication.
Regardless of the retrieval process, it is usually advantageous to store
the tabulations on computer cards or in one of various types of magnetic
storage.

With the increasing use of the electronic computer in hydrologic
analyses, many organizations are independently storing their hydrologic
data on punched cards and magnetic tape. Generally, funds and time are
not adequate to do this in a manner that permits these data to be
satisfactorily used in other studies and, as a result, there is considerable
duplication of effort. For this reason, substantial savings can be
realized if a central agency is assigned the responsibility of performing
this task. 1In order for such an operation to be successful, it is
essential that the data be tabulated in a sufficiently short interval
and with sufficient accuracy to permit its use for other purposes to the
extent that the detail and accuracy exist in the basic observational data.
It is essential that all tabulated data are completely and fully checked.
Also, it is important that the data on cards or tape be easily and quickly
accessible to potential users. A delay of a week can discourage some use
of the data. A delay of a month will probably result in little or no use
of the data. It is highly desirable to update the punched data at least
annually. This can be done economically if the data are also published
in tabular form, since the tables can be constructed inexpensively and

accurately from the cards or magnetic tapes.
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While it is important to identify the data as to location, time
of observation, type of information, and unit of measurement when
storing it electronically, it is not necessary to repeat detailed
identification for every item of data. To do so would require too
much space in the storage area. The advantage of formulating system-
atic tabulations of every type of data, from the standpoint of magnetic
storage techniques, is that large groups of individual items can be
identified by the order in which they are stored. It is then simply
necessary to maintain a key to this identification in order to retrieve
and utilize the information effectively.

Tabulations of the processed data should first be placed on computer
cards because this is the most efficient method of accomplishing the
expensive process of transferring data to electronic storage {although
direct keypunching to magnetic tape is possible at some installations).
As long as the number of cards is not too great, data can be stored
indefinitely in this manner, provided that the cards are maintained
properly. 1If they are used frequently, however, it may be necessary to
duplicate them occasionally, because of damage that occurs in the card-
reading process.

As the bulk of stored information increases it will be far more
economical to store the data on magnetic tape, disks, or other types of
magnetic storage, depending on the frequency of retrieval. However, the
danger of losing information in magnetic storage is far greater than
is the case for punched cards. It is very difficult to reconstitute a
value in magnetic storage if it is defaced beyond recognition. Therefore,
it is important to frequently clean the tapes or other storage media. It
is also important to provide duplicate storage or some other means of
reconstituting values that might be defaced.

Storage of every item in at least two locations is desirable if the
tabulation process is different in the two locations and is designed for
more efficient retrieval. The combinations of information needed for
solving various problems are usually different, and the optimum sequence
of tabulating the data are different for each retrieval needed. Conse-

quently, tabulations of basic data in two or more different sequences
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should be designed so that the user can select the stored sequence that
best suits his need. If these independently stored sets of common data
are maintained at different locations to prevent simultaneous destruction
by a single disaster, the need to preserve the basic information is
satisfied, and the retrieval process is made more efficient.

Once the data are tabulated systematically for electronic storage,
they can be processed for publication with very little effort and expense.
Accordingly, it is usually undesirable to process the data entirely for
publication and later to process the same information for electronic
storage. For example, daily streamflow records for all of the coastal
streams in Peru were obtained from systematic tabulations and punched
directly on computer cards. These cards were then used in conjunction
with a simple computer program to provide printouts that could be
reproduced directly for publication, without requiring any significant

amount of special typing or printing.

Section 2.04. Selection of Material for Publication

The amount of hydrologic information that needs to be published will
depend on what alternative means exist for distributing the information.
Presently, most of the basic information that is used frequently by large
numbers of users should be published. However, if a good network of
electronic retrieval and transmission facilities exists, a user provided
with a good index of data availability might obtain the necessary informa-
tion more efficiently by electronic means. This would greatly increase
the efficiency of use, because it would provide the material in a form
directly usable for electronic computations.

At the present state of development of electronic networks, it is
almost universally necessary to publish essential basic information. This
should consist of systematic summaries of data in the form that is most
frequently used, but should be restricted to basic information to allow
adaptability to the greatest variety of problem solutions. Mean daily
observed streamflow is an excellent example of highly usable basic informa-

tion. Such streamflows adjusted for upstream regulation or diversions might
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not be so useful, because the adjustment process used might not be
acceptable for certain applications. It is essential to identify the
published data and to supply information on the measurement process and the
reliability. It is also desirable to have information on known conditions
that have affected the observations, such as upstream regulations and
diversions.

Published information should be indexed for ready identification
and retrieval. In the case of hydrologic data, this ordinarily requires

location on a map of suitable scale and construction.
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CHAPTER 3. ADJUSTMENT OF RUNOFF DATA

Section 3.01. Introduction

Adjustment of recorded streamflows is often required before the
data can be used in water resources development studies. This is
because flow information usually is required at locations other than
gaging stations and for conditions of upstream development other than

those under which flows occurred historically.

Section 3.02. Need for Adjusted Runoff Data

In correlating flows between locations, it is desirable to use
"natural” flows (unaffected by artificial storage and diversion) in
order that correlation procedures will apply logically and efficiently.
In generating flows as discussed in Chapter 5, it is even more desirable
that natural flows be used, because general frequency functions
characteristic of natural flows are employed in this process. It is not
always feasible to convert flows to natural conditions, because required
data might not be available or the flow modification might be so complex
as to require an unreasonable amount of computation. When feasible,
however, conversion is made by adding historical storage changes
(plus net evaporation) and upstream diversions (less return flows) to
historical flows at the gaging stations for each interval in turn. Under
some conditions, it is necessary to account for differences in channel
and overbank percolation losses, distributary flow diversions, travel
times and other factors. Methods of determining evaporation and other
losses are described in Volume 8. When it is not feasible to convert
flows completely to natural conditions, they should be adjusted, if only
approximately, to a uniform condition, such as present conditions. 1In such
cases, every reasonable effort should be made to remove special influences
(such as the influence of one major reservoir) that would cause unnatural

variations of flow.
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When it is necessary to adjust flows to a condition of higher
regulation or depletion, the reverse process is used. Water that

would be stored or depleted each period should be subtracted from

observed flows.

Section 3.03. Estimates of Stream Depletions

Estimation of historical depletions should be based on measurements
of actual river diversions and return flows, but these are not always
available. Estimation of channel and evaporation losses is important
in many regions and should be based generally on observed depletions
between gages where other losses or gains are not significant. Some
estimates of stream depletions due to diversions for water use can be

made by using tables 3-01 to 3-05,
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Table 3.01. Estimated municipal and industrial demand
(based on experience in the United States)

Population Low Average High
(thousands) gpepd® gpepd* gpepd*®
1 60 80 100
5 70 120 150
10 80 140 180
50 90 150 210
100 or more 100 160 230

* Multiply by .003785 to obtain cubic meters per capita per day.

Notes:

(1) Average demand based on use as follows: 40% domestic, 33% industrial,
10% public, and 15% waste and miscellaneous.

(2) Industrial requirements vary widely among industries and,
therefore, if it appears that industrial requirements will be
relatively large, specific information concerning the industry
and its needs should be obtained.

(3) 1t has been estimated that between 75% and 90% of the total

demand is returned to streamflow via sanitary sewers and
industrial waste outlets.
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Table 3.02. Seasonal variation in municipal and
industrial water supply demand

Small Average Lazge
Month Variation Variation Variation

(Percent of Annual Total)

January 7 6 4
February 7 6 4
March 7 6 4
April 7 7 6
May 8 8 7
June 9 10 9
July 10 11 14
August 10 12 16
September i0 11 14
October 9 9 12
November 9 8 6
December 7 6 4
TOTAL 100 100 100

Note: Seasonal variation in demand is highly dependent upon climatic
variations. Large climatic variations cause large demand variations
particularly in arid or semiarid regions. Shift 6 months for
Southern Hemisphere.
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Table 3.03. Estimated annual water requirements for various crops
at various irrigation efficienty ranges

Low efficiency Avg efficiency High efficiency
30% - 35% 35% - 45% 45% - 507
meters meters meters
Pasture, alfalfa and other
forage crops 2.0 1.5 0.8
Potatoes, sugar beets, cotton 1.5 1.0 0.5
Cereals. (excluding rice) 1.0 0.8 0.3
Rice 3.0 2.5 2.0
Deciduous fruits 1.5 1.0 0.8
Small fruits, grapes 1.0 0.8 0.5
Citrus fruits 1.5 1.0 0.8
Vegetables 1.5 1.0 0.3
Notes:

(1) Total water requirement. Precipitation immediately prior to and during
growing season should be deducted to obtain irrigation requirements.

(2) Conveyance losses and wastes are not included.

Table 3.04. Typical monthly variations in irrigation requirements

Small Average Large
Month Variation Variation Variation

(Percent of annual total)

January 5 0 0
February 6 0 0
March 10 2 0
April 10 13 0
May 10 20 1
June 11 19 11
July 11 19 23
August 10 13 30
September 19 10 27
October 7 3 8
November 6 1 0
December £ 0 0

TOTAL 100 100 100

Note: Variation in time of growing season could require shifting forward or
backward the tabulated monthly schedules. Shift 6 months for
Southern Hemisphere.
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Table 3.05. Losses and wastes expressed as
percentage of total diverted flow

Low Average High
Conveyance loss 15 30 50
Conveyance waste 5 15 30
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CHAPTER 4. REGIONAL ANALYSIS

Section 4.01, Introduction

It is very important in the development of hydrologic criteria for
regions of sparse data to formulate generalized hydrologic relationships
through which all pertinent available data can be used for estimating
hydrologic quantities at any particular location. Even in regions where
data are more plentiful, regional studies are helpful and, in fact,
necessary in order to make the most effective use of available information.
Such studies are useful for transferring information both to ungaged and
gaged locations to improve the quality of estimates based on gaged data
for that location. Once a basic generalized study is completed, relatively
dependable estimates of hydrologic quantities can be made rapidly and
inexpensively, thus greatly expanding the capability of assessing the
nature and magnitude of hydrologic problems and of devising remedial
measures.,

In formulating generalized criteria for a region, care must be
exercised in selecting the hydrologic variables to be studied. These
should be effective and efficient indices that are directly pertinent
to the types of hydrologic problems expected to occur. There are several
very general indices that are commonly used and are useful in almost any
region. These consist of maps of normal or average seasonal precipitation,
maps of average annual runoff, envelope curves of maximum observed flows

in relation to the size of drainage basin, and others.,

Section 4.02. Coordination of Station Data

A regional study is best accomplished by first establishing the most
dependable form of an index expressing the variation of a pertinent hydro-
logic variable for each gaged location, and then correlating that index
with pertinent characteristics of the various locations. In many cases,

the reliability of an index for any gaged location can be increased by
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correlating data at that location with any related data that extend over

a longer period at other locations. This would apply, for example, to
monthly streamflows or maximum or minimum annual events. The incremental
amount of information obtainable in this manner is a direct function of

the additional length of time that data are available at the other locations
and of the degree of correlation with the other locations. While it is
most common to correlate only identical phenomena, such as runoff at one
location vs. runoff at another location, it can also be helpful to relate
different phenomena that would reasonably correlate, such as runoff with
precipitation.

While it is not necessary to estimate each item of missing data in
order to improve the quality of an index of those data, it is usually
desirable to do so. However, there are some difficulties that should be
recognized, and the estimated quantities should be used with appropriate
care. In estimating missing values for a short record, it is important
that pertinent characteristics of the short-record data be preserved and,
in most cases, that pertinent interrelationships between the sets of data
at the various locations also be preserved. For example, if streamflow
stations on two tributaries are to be used for design of projects that
will serve a common need, then it is important to consider whether extreme
events occur simultaneously or at different times on the two tributaries.
If some data are estimated in such a manner that the resulting intercorrelation
between data on the two tributaries is changed, this can greatly affect the
design of such projects.

In estimating individual data values for a short-record location by
correlation with longer-record locations, the only feasible means of pre-
serving the variance at the short-record location and the intercorrelation
among locations requires that a random component be introduced into each
estimate. This represents that portion of the quantity that is not
related to events at other locations. Since this portion of the estimate
is random, it must be recognized that quantities estimated by different

individuals in the same manner would ordinarily not agree item by item.
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Ordinarily, the best estimate of missing data is obtained by relating
data to several other locations, rather than only one. This is feasible
through multiple correlation analysis, and will ordinarily improve the
reliability of estimates considerably over those obtainable through simple
correlation analysis. Furthermore, the interrelationships among several
locations, which may be of primary concern in system development, are best
preserved through multiple correlation analysis. A computer program for
estimating missing values of average monthly streamflow (or other hydrologic
phenomena) has been developed in The Hydrologic Engineering Center of the
Corps of Engineers and is described in Appendix 1. The techniques used in
this program, which include multiple correlation analysis and use of random
components, can be adapted in estimating hydrologic phenomena for time
intervals other than 1 month.

It is not necessary, and sometimes not desirable, to estimate missing
data in order to transfer information from one location to another. Certain
statistics or indices that are computed from short records can be adjusted
to account for additional data at other locations by use of a relationship
between the short-period and long-period statistics at the long-record
location. An example of such estimation of frequency statistics is given

in Volume 3.

Section 4.03. 1Indices of Hydrologic Phenomena

For various reasons, regional studies of hydrologic phenomena should
be limited to the minimum number of indices that are needed for application
in planning and design studies. The principal reasons are that generalized
studies require substantial effort and time, and that application of
generalized criteria can be seriously handicapped if the indices used
duplicate each other in any substantial degree. Accordingly, indices to
be used in regionalized studies should be those representing the most
influential hydrologic elements and should be as independent of each other

as possible. Some commonly used indices are described in the following

paragraphs.
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A study of storm precipitation must include analysis of variations
in precipitation with respect to duration and area. It is possible to
represent storm depth—area-duration data by a set of figures for specific
sizes of area and specific durations. However, adequate representation
would require numerous items in each set, and these items would be highly
interrelated. Consequently, they do not constitute good indices for
regional studies. On the other hand, observation of many relationships
between depth and duration in actual storms indicates that the following
equation, involving two independent constants, can be used to closely

represent the relationship between depth and duration in any particular

storm,

= -b

P = aT 4-1)
where:

P = average rate of precipitation

T = duration

a = constant coefficient

= constant exponent
Similarly, relationships exist between depth and size of area, but these
are not so uniform in observed storms. 1In general, however, the following
relationship can be used as a basis for regional studies, and can be
supplemented by refinements in the descriptive function of precipitation

vs, duration and area as necessary.
P = aT PA™c (4=2)
where:

A area covered by precipitation

c constant exponent

The most commonly used indices of frequency or probability of hydro-
logic events are functions of moments of statistical distributions, which
are discussed in Volume 3, Probably the best standard approach to regional
analysis of the frequency of flood events involves using the mean logarithm
and the standard deviation of logarithms of annual maximum events, each in

multiple correlation with physical characteristics pertinent to the location,
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The skew coefficient, which is related to the third moment of the
observations at a particular location, is ordinarily highly erratic and
undependable. Consequently, it is usually advisable to adopt an average
skew coefficient for an entire region, rather than to correlate this index
with physical characteristics. Indices of higher moments are increasingly
erratic, and are usually ignored in regional analysis. It might be found
in some cases that a parameter representing an event larger than that
represented by the mean logarithm would represent a more stable phenomenon
and would correlate better than the mean logarithm with physical character-
istics. Such a less~common event might be desirable as an index if it more
nearly approximates the magnitudes of interest in the study. Occasionally,
the magnitude that is exceeded on the average of once in 10 years is used,
because it represents a magnitude of more direct interest than the mean
magnitude and yet can be estimated with an acceptable degree of reliability.
Some generalized studies of hydrologic frequencies include separate corre-
lation of a number of magnitudes corresponding to various exceedence
probabilities. This is probably unnecessary, and introduces the problem
of coordinating the various magnitudes that are estimated for ungaged
locations,
There is considerable merit in some systematic approach or uniformity
in the selection of indices, because this would permit ready comparisons
of relationships developed for different regions. Some common recommended
indices are as follows:
a. Precipitation.

(1) Normal or average annual precipitation.

(2) Normal or average seasonal precipitation (where two or more
rainy seasons with different characteristics exist).

(3) Average depth of maximum storm precipitation for 24
hours over 200 square miles (or 500 square kilometers).

(4) Average depth of maximum thunderstorm precipitation for

3 hours over 50 square miles (or 100 square kilometers).

4-05



b. Runoff.

(1) Mean annual runoff.

(2) Maximum rate of flow for each storm or each year or for
a specified probability.

(3) Maximum rate of flow per unit of area expressed as a
coefficient, ¢, in the formula, Q = cAl/Z.

(4) Maximum or minimum volume of runoff expressed as average
rate of flow for a specified duration.

c. Rainfall-runoff relations.

(1) Infiltration index.

(2) Clark's (TC + R) and (R/(TC + R)) (see Volume 4),
d. Temperatures,

(1) Sea level temperatures computed from observed surface
temperatures, assuming that a normal lapse rate extends from the surface
elevation to sea level.

(2) Average daily maximum temperature for a specified period.

(3) Average daily minimum temperature for a specified period.

(4) Average temperature for a specified period.

e. Snowpack.

(1) Water equivalent of snowpack at a particular locationm.

Section 4.04. Correlation Analysis

Nature and Application

Correlation is the process of determining the manner in which the
changes in one or more independent variables affect another (dependent)
variable. The dependent variable is the value sought and it is known
to be physically related to various independent variables. For example,
the runoff volume during the spring months at a given point on a river
(dependent variable) might be correlated with the depth of snow cover
above that point (independent variable). Recorded values of such

variables over a period of years might be plotted, and the apparent
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relation sketched in by eye. However, correlation methods will generally
permit a more dependable determination of the relation and have the
additional advantage of providing means for evaluating the dependability
of the relation or of estimates based on the relation, Correlations

can be linear or curvilinear, but linear regression suffices for most
applications. For this reason, curvilinear regression is not discussed

in this volume.

Calculation of Regression Equations

In a simple correlation (only one independent variable), the linear

regression equation is written:

Y = a+ bX (4-3)
where:

Y = the dependent variable

X = the independent variable

a = the regression constant

b = the regression coefficient

The coefficient b is evaluated from the tabulated data by use of equations

4-13 and 4~14 and the following equation: ..

2
b = I(yx)/:(x) (4-4)
where:
vy = the deviation of each single value Y from §, the mean
of its series
Y = ZIY/N
N = the number of observations of Y

The value, x, is defined similarly as the deviations of X from its mean.

The regression constant, a, is obtained from the tabulated data by use

of the following equation:
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a = Y - bX (4-5)

In a multiple correlation (more than one independent variable) the

linear regression equation is written:

Y = a+ blxl + bZXZ e s o0 ot ann (4-6)

where n is the total number of independent variables, and a, b, Y and X
are defined as in equation 4-3.
In the case of two independent variables, the b coefficients are

evaluated from the tabulated data by solution of the following simul-

taneous equations:

E(xl)zbl + E(xyx )b, = I(yx)) (4=7)

I(x x,)b + Z(xz)zbz 5(yx,) (4-8)

where x, v, and b are defined as in equation 4-4,
In the case of three independent variables, the b coefficients can be
evaluated from the tabulated data by solution of the following simul-

taneous equations:

Z(xl)zbl + B(xyx,)b, + I(xx )by = I(yx)) (4-9)
I(xy%,)by + Z(x2)2b2 + IOyx )by = I(yxy) (4-10)
I(x,xy)by + I(xyxy)b, + Z(x3)2b3 = 5(yxy) (4-11)

For cases of more than three independent variables, the appropriate
set of simultaneous equations can be easily constructed after studying
the patterns of the above two sets of equations. Computer programs are
available for solution of simple or multiple linear regression problems
on practically any type of electronic computer.

For multiple regression equations, the regression constant, a,

should be determined as follows:

a = Y-~ b1X1 =boX, .- ann (4-12)
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where Y, b, and n are defined as in equations 4-5 and 4-6, andAil,ffz and
are the means of the respective independent variables.
In equation 4~4 and equations 4-7 to 4-11, the quantities X(y)z,

Z(x)z, and Z(yxl) are obtainable rapidly by use of the following equations:

im? = m? - an’n he1%)
tx)? = ®? - o0
Z(yxl) = Z(YXl) - IY ZXl/N (4-14)

where x, X, v, Y, and N are defined as in equations 4-3 and 4-6,

The Correlation Coefficient and Standard Error

The coefficient of determination is defined as the proportion of
the variance of the dependent variable that is explained by the regression
equation. The correlation coefficient is defined as the square root of
the coefficient of determination. A correlation coefficient of 1.00
would correspond to a coefficient of determination of 1.00, and is the
highest coefficient theoretically possible. This indicates that whenever
the values of the independent variables are known exactly, the corresponding
value of the dependent variable can be calculated exactly. On the other
hand, a correlation coefficient of 0.5 would correspond to a coefficient
of determination of 0.25, which would indicate that 25 percent of the
variance is explained and 75 percent is unexplained.

The correlation coefficient (R) is determined by first computing
the unadjusted determination coefficient (Rz) as follows:
blz(yxl) + bZZ(yxz) e e e+ an(yxn) (4-15)

R? =

£(y)?

where n is the number of independent variables, and b, vy, and x are defined

as in previous equations.
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R2 is the determination coefficient of the given sample and must,
therefore, be adjusted to the universe by applying the following equation

to determine the adjusted determination coefficient, §2:

R2 = 1-@a-rH@ - 1)/df (4-16)
where:
N = total number of observations used in the correlation
analysis
df = the number of degrees of freedom

The number of degrees of freedom is obtained by subtracting the total
number of dependent and independent variables from the number of observations
used in the correlation analysis. Therefore, df would equal N - (n + 1).

As was previously noted, the correlation coefficient is then simply

the square root of ﬁz.

In the case of simple correlation, equation 4-15 resolves to:

2

2 = (Zyx) ~ (4-17)
2.2
Iy Ex

The standard error (Se) of a set of estimates is the root-mean-square
error of those estimates. On the average, about one out of three estimates
will have errors greater than the standard error and about one out of 20
will have errors greater than twice the standard error. The error
variance (SZ) is the square of the standard error. The standard error
or error variance of estimates based on a regression equation is calculated

from the data used to derive the equation by use of either of the following

equations:
, I - bIx) - byIlyxy) .+ .. = b I(yx)
e T (4-18)
df
s2 = a-Pueie- (4-19)

where x, v, b, df, n, ﬁz and N are defined as in the previous equations.
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In addition to considering the amount of variance that is indicated
by the correlation coefficient and standard error to be solved by the
regression equation, it is important to consider the reliability of
these indications. There is some changce that any correlation is
accidental, but the higher the correlation and the larger the sample upon
which it is based, the less is the chance that it would occur by accident.
Also, the reliability of a regression equation decreases as the number
of independent variables increases. For example, an unadjusted correlation
coefficient (R) of 0.8 based on a simple linear correlation with 12 degrees
of freedom corresponds to a true value as low as 0.53 in one case out of
20, On the other hand, R based on a multiple linear correlation with 12
degrees of freedom, 1 dependent variable, and 7 independent variables
corresponds to a true value as low as 0 in one case out of 20. With only
4 degrees of freedom, a value of R of 0.97 would one time in 20 correspond
to a true value as low as 0.8 in the case of simple correlation and as low
as zero in a 7-variable multiple correlation. Accordingly, extreme care
must be exercised in the use of multiple correlation in cases based on

small samples. Reference 5 (pp. 506=509) gives a set of charts illustrating

the above examples.

Simple Linear Correlation Example

An example of a simple linear correlation analysis is illustrated
in figs. 4.01 and 4.02. The study from which this example was taken
involved the determination of the areal distribution of short-duration
precipitation in a mountainous region. Since short-duration measurements
were available at a relatively small number of locations, it was decided
to investigate the relationship of short-duration precipitation to long-
duration precipitation measurements that were available at many locations.

Since the long-duration precipitation is made up of the sum of
short—-duration precipitation amounts, there is no question as to the
existence of a physical relationship, and it is obvious that the first

requirement of a correlation analysis (logical physical relationship) is
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“Fig. 4.0l. Computation of simple linear correlation
Maxe 12 hr Mean Annual Maxe 12 hr Mean Annual
. (Y) A (x) (x) (v) (v) (x") (x)
Sta. Ina Log. in. Log. Sta. In. Log. In. Log.
(n @ @ (4) (5) (6) (7) (&) (9) (10)
(7-0-12 3.1 49 710,00 1.00 7-0-309 4.6 .66 19.2 1.28
7-0-15 7.5 .88 30.8 1.49 7-P-20 5.2 .72 13.3 1.12
7-0-22 12.6 1,10 42.2 1.63 7-P-25 3.1 49 12.2 1.09
7-0-23 10.4 1.02 36.2 1.56 7-P-61 4.9 .69 12.2 1.09
7-0-36 4.9 .69 15.4 1.19 8-0-8 5.2 .72 25.2 1.40
7-0-39 7.1 .85 20.0 1.30 8-0-18 4.6 .66 18.5 1.27
7-0-143 5.3 .72 14,2 1.15 8-0-29 11.8 1.07 32.3 1.51
7-0-77 9.7 .99 24.5 1.39 8-0-34 12.4 1.09 33.8 1.53
7-0-84 6.2 .79 9.3  1.29 8-0-35 10.4 1.00 29.8 1.47
7-0-89 10.0 1.00 18.8 1.27 8-0-45 6.0 .78 19.7 1.29
7-0-93 6.0 .78 16.2 1.21 8-0-60 8.2 .91 22.5 1.35
7-0-95 5.8 .76 18.2 1.26 8-0-67 9.8 .99 28.7 1.46
7-0-99 4.5 .65 15.8 1.20 8-0-75 11.7 1.07 36.9 1.57
7-0-102 5.3 .72 17.3 1.24 8-0-219 10.0 1.00 27.8 1.8
7-0-110 9.3 .97 21.3 1.33 7-0-434 6.7 .83 23.1 . 1.36
t 7-0-114 8.5 ' .93 26.8 1.43 " ]
7-0-120 11.6 1.06 29.0 1.46 N =342 N =2
7-0-122  10.5  1.02  28.8 1.6 2Y = 36.68 2X = 56.81
7-0-124 11.6 1.06 31.1 1.49 Y= .873 X ¥ 1.353
7-0-125 9.9 1.00 27.9 1.45 u .
7-0-127  12.9 1.11 32.2 1.51 2v2 = 33,2131 - I%2 = 77.8081
7-0-130 13.4 1.13 4.6 1.65 (ZY)z/N = 32.0339 (EX)Z(N = 76.8423
5;-2-:33 8.4 .92 23.8  1.38 C g 2T 798 gl © 9618
7-0-136 7.9 .90 27.2 1.43 ) ‘ X 5
- 7=0~149 8.0 .90 19.2 1.28
17-0-182 5.2 .72 16.1 1.21 2LYX) = 50,5601
720-190 6.9 .84 20,9 1.32 2Y2X/N = 49,6141
B * | Ziyx) = .9u60
b T .9460/.9618 = 0.98 (eq. i-4}
‘8 = .873 - .98 (1.353) = -.453 (eq. #-5)
2 _ (.9460) 0.789 (eq. 4-17)

R = (1.1795) (.9618)

"= 1. (0.211) ¥1/80 = 0.78 (eq. U-16) R * 0.88
f Y = .98X - 0.45 (regression eq., eq. U-6)
“log Y = .98 log X' - 0.5 = log (.36 x*%8)
. Y' = .36 x"*%8  (transformed regression eq.)
:- $2. = 0.22 (1.18)/81 = .0063 (eq. ¥-19)
L] antilog(2 8,) = 1.u4

= .079
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satisfied. Values of maximum recorded 12-hour precipitation and of mean
annual precipitation were tabulated as shown in fig. 4.01 and plotted as
shown in fig. 4.02. It was determined that the relation on logarithmic
paper would logically approximate a straight line. Accordingly, the
logarithms of the values were tabulated, and a linear correlation study
performed, as illustrated in fig. 4.01, using equations given previocusly.
As the item to be calculated is the short-duration precipitation, the
logarithm of that item is selected as the dependent variable (Y).

The regression equation is plotted as Curve A in fig. 4.02. This
curve represents the best estimate of the maximum 12-hour precipitation
based on the linear correlation study.

In addition to the curve of best fit, approximate reliability-limit
curves are established at a distance of 2 standard errors from Curve A.
As logarithms are used in the regression analysis, the effect of adding
(or subtracting) twice the standard error to the estimate is equivalent
to multiplying (or dividing) the precipitation values by the antilogarithm
of twice the standard error. In this case, the standard error is 0.079,
and the antilogarithm of twice this quantity is 1.44. Hence, values of
12-hour precipitation represented by the limit curves are those of Curve A
multiplied and divided respectively by 1.44. 1In about 95 percent of all
cases, the true value of the dependent variable will lie between these

limit curves.,

Factors Responsible for Nondetermination

Factors responsible for correlations being less than 1.0 (perfect
correlation) consist of pertinent factors not considered in the analysis
and of errors in the measurement of those factors considered. TIf the
effect of measurement errors is appreciable, it is possible in some cases
to evaluate the standard error of measurement of each variable and to

adjust the correlation results for such effects.
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If an appreciable portion of the variance of Xl (dependent variable)
is attributable to measurement errors, then the regression equation would
be more reliable than is indicated by the standard error of estimate
computed from equations 4-18 or 4-19. This is because the departure of
some of the points from the regression line in fig. 4.02 is artifically
increased by measurement errors and therefore exaggerates the unreliability
of the regression function. In such a case, the curve is generally closer
to the true values than to the erroneous observed values. Where there are
large measurement errors in the dependent variable, the error of regres-
sion estimates should be obtained by subtracting the measurement error
variance from the error variance obtained from equation 4-18 or 4-19.

If well over half of the variance of the points from the best-fit line
is attributable to measurement error in the dependent variable, then
the regression line would actually yield a better estimate of a value
than the original measurement.

If appreciable errors exist in the values of the independent
variable, the regression coefficient and constant will be affected, and
fallacious estimates will result. Hence, it is important that values of
the independent variable be determined as accurately as possible.

In the previous example, there may well be factors responsible for
high short-time intensities that do not contribute appreciably to annual
precipitation. Consequently, some locations with extremely high mean
annual precipitation may have maximum short-time intensities that are
not correspondingly high, and vice versa. Therefore, the station having
the highest mean annual precipitation would not automatically have the
highest short-time intensity. For the same example, if mean annual
precipitation were made the dependent variable, the station having the
highest short-~time intensity would not automatically have the highest
value of mean annual precipitation. Thus, by interchanging the variables,
a change in the regression line is effected. Curve B in fig. 4.02 is the
regression curve obtained by interchanging the variables Y and X. As
there is a considerable difference in the two regression curves (since

errors are being minimized in different directions), it is important to
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use the variable whose value is to be calculated from the regression
equation as the dependent variable. If it is obvious that all of the
pertinent variables are included in the analysis, then the variance of
the points about the regression line and differences in the slopes of
the regression lines are due entirely to measurement errors. An average
slope of the regression line can be obtained by use of the following

equation:

2 1/2 2 2, j1/2
o - {Zy 2] _ {:ZY BENCLl N] (46-20)

2
£x, X 5 - (XD N

where all the terms are defined as in previous equations.

Multiple Linear Correlation Example

An example of a multiple linear correlation is illustrated in
fig. 4.03. In this case, the volume of spring runoff is correlated
with the water equivalent of the snow cover measured on April 1, the
:'winter low-water flow (index of ground water) and the precipitation
falling on the area during April. Here again, it was determined that
logarithms of the values would be used in the regression equation. The
number of degrees of freedom (8) is the number of observations (12)
minus the number of independent and dependent variables (4). Although
use of 4 degrees of freedom of the 12 available is not ordinarily
desirable, the correlation attained (0.96) is particularly high, and the
equation is consequently fairly reliable. Note that the column arrange-
ment with dependent variable last results in an arrangement of the cross-
product sums identical to their arrangement in the simultaneous equations.
In determining whether logarithms should be used for the dependent
variable as above, questions such as the following should be considered:
"Would an increase in snow cover contribute a greater increment to runoff

under conditions of high ground water (wet ground conditions) than under
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Fig. 4.03. Computation of multiple linear correlation

X, X, X Y o

Log. Log. Log. Log.

Snow Cover Ground Water April Precip. Runoff

(2) (3) (W (5)

.399 .325 .710 .939

343 .385 . 631 .945

-369 .08 .886 1.052

286 .u28 .581 .74y

.181 .316 1.027 .666

.297 .160 1.315 1.081

.299 .511 1.097 1.060:

. 354 379 .707 .892

.295 .395 1.240 1.021

321 .376 1.091 920

168 113 1.038 .755

.280 .10 .979 -960
Zx1:3.552 szzu.aos Zk3=11r305 §I=11.o35
Xy -296 X, 400 X3= .ou2 Y= .920
(%y)271.1059 Z(XyXp) 71,2197 Z(XyX5)= 3.2898 Z{X4Y)= 3.3365
(O, 12/, 71,0518 (I, X,)/y=1. 8226  (3X)FXg) /4= 3.3463 (X, 2¥) /= 3.2664
S(x2)= .0545  Ilxqx,)=-.0029 Slxgxg)= -.0565  Zlxgy)= .0704
2(X,)2=1.9558 ZiXp¥g) = 2.5730 Z(X,Y) = 4.u587

(2%,)2/,=1.92u8 (XpXg) /g™ 85277 (IX,3X) /= 4.3195

Z(xyxp) 7. 0029 2x2)= .0310 Tlxyxg)= 0853 B(xpy)= .0392
Z(x3)2=11.z796 ~Z(X5Y) =10.5224

2 = -
(2%5)%/y=10.6502 (2X32Y) /=10.3959
Zlxgx) =~ -0565 Zixgxp) = -0453 Z(x§)= .629% Slxgy)= .1265

2(Y)2=10.3168
13Y)2/,=10.1476
Zy?)= 1992

. LY
-0545 by - .0029 b, - .0565 bz ~ .0701 (eq. 4-9) by © 1.623
-.0029 b, + .0310 by + .0u53 b3 = .0392 ({eq. ¥-10) by = 1.012
-.0565 by + .0u453 b, + .6294 b3 * .1265 (eq. 4-11) b3 = 0.274%

1l

.920 - 1.623 (.296) - 1.012 (.400} - .27% (.9%2) = -.223 '{eq. U-12)

= 1.623 X, + 1.012 Xy +0.27% X3 - 0.223 (Regression equation)

~1.623 (.0701) * 1.012 (.0392) + 0.274 (.1265)

1992 = .94y (eq. ¥-15)
=1 - (.056)11/8 = 0.923 R = 0.96 {eq. ¥-16)
= .077 (.1992)/11 = 0.00139 (eq. 3-19)
= .037 antilog 2 S, = 1.18
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conditions of low ground water?'" If the answer is yes, then a logarithmic
dependent variable (by which the effects are multiplied together) would
be superior to an arithmetic dependent variable (by which the effects

are added together). Logarithms should be used for the independent
variables when they would increase the linearity of the relationship.
Whenever logarithms are used, the logarithms should be taken of values
that have a natural lower limit of zero and a natural upper limit that

is large compared to the values used in the study.

Multiple correlation performs a function that is ordinarily difficult
to perform graphically. Reliability of the results, however, is highly
dependent on the availability of a large sampling of all important factors
that influence the dependent variable. 1In this case, the standard error
of an estimate shown in fig. 4.03 is approximately 0.037, which, when added
to a logarithm of a value, is equivalent to multiplying that value by
1,09, Thus, the standard error is about 9 percent, and the 1-in-20
error is roughly 18 percent. As previously discussed, however, the

calculated correlation coefficient may be accidentally high.

Partial Correlation

The value gained by using any single variable (such as April
precipitation) in a regression equation can be measured by making a
second correlation study using all of the variables of the regression
equation except that one. The loss in correlation is expressed in
terms of the partial correlation coefficient, which is a measure of the
decrement in error attributable to adding one variable to the correlation.

The square of the partial correlation coefficient is obtained as follows:

-2 =2
2 B (I -Ry)-A-R,5
r = (4~21)
3.12 1 - 2
.12
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where:
the partial correlation coefficient

2]
i

the adjusted correlation coefficient defined in
equation 4-16

=it
]

and where the subscript ahead of the decimal indicates the variable whose
partial correlation coefficient is being computed, and the subscripts
after the decimal indicate the independent variables. This procedure

is fairly labordous except where electronic computers are used. However,
an approximation of the partial correlation can be made by use of beta
coefficients, which are very easy to obtain by use of the following

equation after the regression equation has been calculated:

s_ 2 |12
B = b_—=— = b —_— (4-22)
n n SY n Zyz
where: B = the beta coefficient for the nth independent variable
n
b_ = the regression coefficient of the nth independent
n variable as defined in equation 4-4
S = the standard deviation of the variable, calculated as
n(x )2 2
n’ or Iy
N-1 N-1
y = the deviation of the individual observation of a

variable from their mean as defined for equation 4-4

The beta coefficients of the variables are proportional to the influence
of each variable on the result. While the partial correlation coefficient
measures the increase in correlation that is obtained by addition of one
more dependent variable to the correlation study, the beta coefficient

is a measure of the proportional influence of a given independent

variable on the dependent variable. These two coefficients are related
closely only when there is no interdependence among the various "independent"
variables. However, some "independent" variables naturally correlate with
each other, and when one is removed from the equation, the other will take
over some of its weight in the equation. For this reason, it must be

kept in mind that beta coefficients indicate partial correlation only

approximately.
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Verification of Correlation Results

Acquisition of basic data after a correlation study has been
completed will provide an opportunity for making a check of the
correlation results, This is done simply by comparing the values
of the dependent variable observed with corresponding values cal-
culated from the regression equation. The differences are the
errors of estimate, and their root-mean-square is an estimate of the
standard error of the regression-equation estimates. This standard
error can be compared to that already established in equation 4-18
or 4-19. 1If the difference is not significant, there is no reason to
suspect the regression equation of being invalid, but if the difference
is large, the regression equation and standard error should be recalcu-

lated using the additional data acquired.

Graphical Correlation

Where the relationships among variables used in a correlation
study are expected to be curvilinear and where a simple transformation
cannot be employed to make these relationships linear, graphical re-
gression methods will prove useful. A satisfactory graphical analysis,
however, requires a relatively large number of observations. The
general theory employed is similar to that discussed above for linear
correlation. Methods used will not be discussed herein, but can be found

in references 5 and 9.

Practical Guide Lines

The most important thing to remember in making correlation studies
is that accidental correlations occur frequently, particularly when the
number of observations is small. For this reason, variables should be
correlated only when there is reason to believe that there is a physical

relationship. It is helpful to make a preliminary examination of
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relationships between two or more variables by graphical plotting.

This is particularly helpful for determining whether a relationship

is linear and in selecting a transformation for converting curvilinear
relationships to linear relationships. It should also be remembered that
the chance of accidentally high correlation increases with the number of
correlations tried. If a variable being studied is tested against a
dozen other variables at random, there is a good chance that one of these
will produce a good correlation, even though there may be no physical
relation between the two. In general, the results of correlation analyses
should be examined to assure that the derived relationship is reasonable.
For example, if streamflow is correlated with precipitation and drainage
area size, and the regression equation relates streamflow to some power
of the drainage area greater than one, a maximum exponent value of one
should be used, because the flow per square mile cannot increase with

drainage area when other factors remain constant.

Section 4.05. Regional Correlation

After the indices that best represent pertinent hydrologic phenomena
are selected, it is necessary to relate each index to physical phenomena
that reasonably have a causative relationship and that can be feasibly
obtained for estimating hydrologic quantities at ungaged locations. To
the extent that the physical characteristics selected can be expressed
numerically, it is possible to incorporate them in a multiple regression
analysis, as discussed in Section 4,04,

Ordinarily, the process of stepwise multiple linear regression is
used so that variables which do not add to the correlation can be eliminated
from the analysis. The determination of whether to eliminate a variable
from the analysis should ordinarily be made on the basis of partial correla-
tion, which indicates the portion of the remaining unknown variance that
is explained by the particular variable, after all information obtained

from the other variables is used. 1If the partial correlation coefficient
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is small, such as 0.2 or 0.3, it is probably wise to eliminate the
variable, because addition of one variable increases the work required
for estimating unknown quantities and may decrease the reliability of
the relationship among the wariables.

Although it is desirable to relate all pertinent variables through
multiple regression analysis, it is not ordinarily feasible to do so
because many pertinent variables cannot be expressed satisfactorily
numerically. This includes such items as soil types and vegetation.
After the regression analysis based on variables that can be expressed
numerically is completed, it is usually possible to greatly increase
the reliability of estimates using mapping techniques. This consists
of solving for the regression constant for each location where data
are available by substituting known data for all variables in equation
4-3 and solving for "a", using derived regression coefficients, "b".
The "a'" coefficients thus derived can then be plotted on a map, and
lines of equal map coefficients drawn, guided by maps of pertinent
physical characteristics such as topography, soils, vegetation, and
geology. Where hydrologic quantities relate to runoff and consequently
to a drainage basin rather than to a point location, the wvalues plotted
on the map represent quantities for the entire drainage basin, and the
map must be constructed and used accordingly.

The variation of coefficients shown on the map can be due partly
to errors in estimating the hydrologic index from the observed data. If
the standard error of such an estimate can be computed, as illustrated
in Section 4,04, then it can be used as a guide in permitting the lines
of equal magnitude to depart from the plotted values in the interest of
obtaining a smoother geographic pattern and increased reliability. Since
the standard error of estimate is exceeded by actual errors about one time
in three, and twice its magnitude is exceeded about one time in twenty,
differences as large as one standard error can be tolerated freely in
drawing the lines, whereas differences larger than twice the standard

errot should occur only rarely.
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Section 4.06. General Procedure

The general procedure for making a regional analysis is as follows:

a. Compute each required hydrologic index for locations
where data are available.

b. Select and measure basin parameters for these locations.
Parameters should be selected as those that have a reasonable relation
to the hydrologic index and that are obtainable for ungaged locations.

¢. Perform a multiple linear regression study as described
in Section 4.04.

d. Select the best regression equation obtainable and round the
regression coefficients, b, as desired.

e. Using these coefficients and the data available at each
gaged location, solve for the regression constant, a, required to relate
the dependent and independent variables exactly. This wvalue or its anti-
logarithm can be used as a map coefficient.

f. Plot the map coefficient for each location on a map and

draw lines of equal values.

Section 4.07. Example

The use of multiple linear regression in a regional correlation
analysis is illustrated for several drainage basins in the area shown
in fig. 4.04. A function is derived to express the mean logarithm of
annual peak flow in terms of easily measured basin characteristics. The

following independent variables were chosen:

X1 = Log of the drainage area in square miles
X2 = Log of the mean annual rainfall in inches
X3 = Elevation above snowline in hundred feet

In this example, the dependent variable is expressed as:

Y = Mean log of annual peak flow in cubic feet per second (cfs)
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The data to be used for development of the regression equation follows:

Station ol % % ¥
15 2.27 1.62 55 3.40
17 2.76 1.58 17 4,41
62 2.87 1.81 55 4,20
74 2.15 1.51 36 3.50

131 2.36 1.75 42 3.79
132 2,98 1.65 22 4,60
144 2.30 1.61 35 3.76
145 2.05 1.73 18 3.96
146 1.91 1.61 16 3.64
147 1.94 1.74 16 3.85
148 3.49 1.76 36 5.16
149 2.73 1.85 21 4.62
150 2.30 1.86 42 4.00
151 3.45 1.76 52 4,70

From the basic data, the following results are obtained:

]
It

35.56 X 23.84 X = 463 IY = 57.59

2 2 3

40.744 Z(X3)2 18.149 Z(Y)2=24O.373

1]

93,810 z(x2)2

z(xl)2

E(YXl) =149,344 Z(YXZ) 98.390 Z(YX3) =1897.250
' Z(X1X2)= 60.769 Z(X1X3)=120.670 Z(X2X3)= 792.610

Using the above results and equations 4-13 and 4-14, the following results

are obtained:

z(xl)2 93.810 - (35.56)2/14 = 3.487

1]

Z(yxl) 149.344 - (57.59) (35.56)/14 = 3.066

. 2 2
Similarly E(xz) , Z(X3) , Z(Xlxz) Z(X1X3), Z(X2X3), E(Yxl), E(YXZ),
and Z(yx3) are calculated and substituted into equations 4-9, 4-10, and

4-11 to give the following results:

3.487 bl + .216 b2 + 33.650 b3 = 3.066
.216 bl=+ . 148 b2 + 4,187 b3 = 322
= 7.334

33.650 bl +4.187 b2 +2836.929 b3
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Solving the above equations simultaneously, the following regression

coefficients are obtained:

bl = ,955 b2 = 1.230 b3 = =~,016

The regression constant is calculated from equation 4-12 as follows:

X X X
e T 1% -bF -px = oy 1 2, 3
a = Y -b X -byX -bky = Sgob g by { TPy
_ ,57.59 35,56 23.84, 463
a = ( 14 ) - 5 ( 1a y - 1,230 G~jﬂr0 + ,016 (—IZ 114
The regression equation becomes:
Y = ,114 + .955 Xl + 1.230 X2 - .016 X3

Using the regression equation and the observed Xl’ X2, and X3 values for
each station, values of Y are calculated and shown in table 4.01. The

map coefficients, shown in table 4.01, are computed by subtracting the
calculated value of Y from the observed value of Y and adding the regression
constant, "a", to the difference. This is equivalent to substituting

all values of X that are known in the regression equation and solving for

a new regression constant which may be called the map coefficient, 'c".

Table 4.01. Observed and calculated values
of Y and resulting map coefficient

Map
Station Observed Calculated Coefficient

15 3.40 3.41 .10
17 4.41 4.43 .09
62 4,20 4,22 .09
74 3.50 3.46 .15
131 3.79 3.86 04
132 4,60 4.64 .07
144 3.76 3.74 .13
145 3.96 3.92 .15
146 3.64 3.67 .08
147 3.85 3.85 11
148 5.16 5.04 .23
149 4,62 4,67 .06
150 4,00 3.94 .17
151 4,70 4,76 .05
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In fig. 4.04, the map coefficient and the standard error of the
mean for each station have been plotted at the centroid of the contributing
basin, and lines of equal coefficients have been constructed. The
standard error of the mean for each station can be computed, as illustrated
in Section 4.04. It can then be used as a guide in permitting the lines
of equal magnitude to depart from the plotted values in the interest of
obtaining a smoother geographic pattern and increased reliability. The
lines should be constructed in such a way that their average value over
each gaged area approximately equals the coefficient for that area,
considering the standard error of the mean as discussed in Section 4.05.
If the mean logarithm of annual peak fiow is desired at point A for
the shaded ungaged basin, the necessary map coefficient can be obtained
from fig. 4.04 by averaging map values for that area. The use of the
map coefficient instead of the originally calculated regression constant
in the regression equation will be more reliable. The use of the map
allows inclusion of data that could not be quantified such as geomorphic
features and natural vegetative cover. The drainage basin above point A

has the following characteristics:

map coefficient (¢) = .20

drainage area (Xl) = 600 sq. mi.

mean annual rainfall (Xz) = 60 inches
elevation above snowline (X3) = 2,500 feet

The mean peak flow can now be calculated as follows:

Y = ¢+ lel + b2X2 + b3X3
= ,20 + .955 {log 600) + 1.230 (log 60) - .016 (25) = 4.64
since Y = mean log of peak flow (to the base 10),
peak flow = antilog Y = antilog 4.64 = 43,700 cfs
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CHAPTER 5., HYDROLOGIC SIMULATION

Section 5.01. Introduction

The term ‘'simulation’ is applied to the mathematical or physical modeling
of a phenomenon or process. In this section, it is used to denote only the
mathematical modeling of a stochastic process. A stochastic process is one
in which there is a chance component in each successive event and ordinarily
some degree of correlation between successive events. Modeling of a sto-
chastic process involves the use of the 'Monte Carlo" method of adding a
random (chance) component to a correlated component in order to construct
each new event. The correlated component can be related; not only to
preceding events of the same series, but also to concurrent and preceding
events of series of related phenomena.

Work in stochastic hydrology has related primarily to annual and monthly
streamflows, but the results often apply to other hvdrologic quantities such
as precipitation and temperatures. Some work on daily streamflow simulation

has been done.

Section 5.02. Application

Hydrologic records are usually shorter than 100 vears in length, and
most of them are shorter than 25 years. Even in the case of the longest
records, the most extreme drought or flood event can be far different from
the next-most extreme event. There is often serious question as to whether
the extreme event is representative of the period of record. The severity
of a long drought can be changed drastically by adding or subtracting 1 year
of its duration. In order that some estimate of the likelihood of more severe
sequences can be made, the stochastic process can be simulated, and long
sequences of events can be generated. If the generation is done correctly,
the hypothetical sequences would be as likely to occur in the future as
would a repetition of the past recorded events.

The design of water resource projects is commonly based on assumed
recurrence of past hydrologic events. By generating a number of hydrologic

sequences, each of a specified desired length, it is possible to create a
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much broader base for hydrologic design. While it is not possible to create
information that is not already in the record, it is possible to use the
information more systematically and more effectively. In selecting the
number and length of hydrologic sequences to be generated, it is usually
considered that 10 to 20 sequences would be adequate and that their length
should correspond to the period of project amortization.

1t must be recognized that the more hydrologic events that are generated,
the more chance there is that an extreme event or combination of events will
be exceeded. Consequently, it is not logical that a design be based on the
most extreme generated event, but rather on some consideration of the total
consequences that would prevail for a given design if all generated events
should occur. The more events that are generated, the less proportional
weight each event is given. If a design is tested on 10 sequences of hydrologic
events, for example, the benefits and costs associated with each sequence
would be divided by 10 and added in order to obtain the "expected” net

benefits.

Section 5.03. Basic Procedure

Successful simulation of stochastic processes in hydrology has been
based generally on the concept of multiple linear regression, where the
regression equation determines the correlated component, and the standard
error of estimate determines the random component. Fig. 5.01 illustrates
the general nature of the process. In this case, a low degree of correla-
tion is illustrated, in order to emphasize important aspects of the process.
It can be seen that, if every estimate of the dependent variable is deter-
mined by the regression line, the estimated points would be perfectly
correlated with the independent variable and would have a much smaller
range of magnitude than the actual observed values of the dependent variable.
In order to avoid such unreasonable results, it is necessary to add a random
component to each estimate, and this random component should conform to

the scatter of the observed data about the regression line.
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Section 5.04. Monthly Streamflow Model

In accordance with the above basic procedure, a simulation model for
generating values of a variable which ¢an be defined only partially by a

deterministic relation is:

deterministic
random component
component - i \
gery 2
Y =la+b X +b X,+28 1-R (5-1)
1”1 2
where:
Y = dependent variable
= regression constant
bl’bZ = regression coefficients

Xl,Xz = independent variables

Z = random number from normal standard population with zero
mean and unit variance

$ = standard deviation of dependent variable

R = multiple correlation coefficient

This type of simulation model can be used to generate related monthly
streamflow values at one or more stations. Multiple linear regression
theory is based on the assumed distribution of all variables in accordance
with the Gaussian normal distribution. Therefore, mathematical integrity
requires that each variable be transformed to a normal distribution, if
it is not already normal. It has been found that the logarithms of stream-
flows are approximately normally distributed in most cases. For computational
efficiency it is convenient to work with deviations from the mean which have
been normalized by dividing by the standard deviation. This deviate is

sometimes called the Pearson Type I11 deviate and can be computed as follows:

X, .~ M,
t = - n..u:.l.'f.,?.;],‘.u.._ . __...%‘
i (5-2)
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where:

t = Pearson Type I1I deviate

i = month number

j = year number

X = logarithm of flow

M = mean of flow logarithms

S = standard deviation of flow logarithms

1f these deviates exhibit a skewness, they can be further transformed,
if necessary, to a distribution very close to normal by use of the following

approximate Pearson Type IIL transform equation:

- , 1/3 ‘
R, = 6/g; [((giti/Z) + 1) 1] - g,/6 (5-3)
where:
K = normal standard deviate
i = month number
g = skew coefficient
t = Pearson Type III deviate as defined in equation 5~-2

An equation for generating monthly streamflow is:

7 1 = ' ? i 1
Kige = BiRip v Bk ot e ¥ B K YRS T
"y
U 1 _
Ber1¥i-1 01t ot B n T 2k A Rix (5-4)
where:
K' = monthly flow logarithm, expressed as a normal standard
deviate
B8 = beta coefficient as defined in equation 4-22
i = month number for value being generated
k = station number for value being generated
n = number of interrelated stations
R = multiple correlation coefficient
Z = random number from normal standard population
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For the case of a single station, this resolves to:

Kj = RKi, +2,/ 1-R; (5-5)

Note that equation 5-4 is very similar to equation 5-1. The differences
result from using normal standard deviates. When this in done, the regres-
sion constant, a, equals zero, the regression coefficilents, b, become beta
coefficients, B, and the standard deviation, S, does not appear in the random
component since it equals 1. Note also that one of the independent variables
is the flow for the preceding month in order to preserve the inherent serial
correlation. The flow value in the original units is computed by reversing
the transformation process; i.e., from normal standard deviate to Pearson
Type III deviate, to logatithm of flow and finally flow value.

A step-by-step procedure for generating monthly streamflows for a number
of interrelated locations having simultaneous records is as follows:

a. Compute the logarithm of each streamflow quantity. If a value
of zero streamflow is possible, it is necessary to add a small increment,
such as 0.1 percent of the mean annual flow, to each monthly quantity before
taking the logarithm.

b. Compute the mean, standard deviation and skew coefficient of
the values for each location and each month, using equaitons given in
Volume 3.

c. For each month and location, subtract the mean from each
event and divide by the standard deviation (equation 5-~2).

d. Transform these ''standardized” quantities to a normal distri-
bution by use of equation 5-3.

e. Arrange the locations in any sequence, and compute a regression
equation for each location in turn for each month. In each case, the inde-
pendent variables will consist of concurrent monthly values at preceding
stations and preceding monthly values at the current and subsequent statioms.

f. Generate standardized variates for each location in turn for
each month, starting with the earliest month of generated data. This is

accomplished by computing a regression value and adding a random component.
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The random component, according to equation 5-1, is a random selection from
a normal distribution with zero mean and unit standard deviation, multiplied
by the alienation coefficient which is (1 -~ Rz)lfz.

8. Transform each generated value by reversing the transform of
equation 5-3 with the appropriate skew coefficient, multiplying by the
standard deviation and adding the mean in order to obtain the logarithm of
streamflow.

h. Find the antilogarithm of the value determined in step g
and subtract the small increment added in step a. If a negative value
results, set it to zero.

It is obviously not feasible to accomplish the above computations
without the use of an electronic computer. A computer program, HEC-4
Monthly Streamflow Simulation, number 723~-X6~L2340, that can be used for

this purpose is described in Appendix 1.

Section 5.05. Data Fill-In

Ordinarily, periods of recorded data at different locations do not cover
the same time span, and therefore, it is necessary to estimate missing values
in order to obtain a complete set of data for analvsis as described above.

In estimating the missing values, it is important to preserve all statis-
tical characteristics of the data, including frequency and correlation
characteristics. To preserve these characteristics, it is necessary to
estimate each individual value on the basis of multiple correlation with
the preceding value at that location and with the concurrent or preceding
values in all other locations. A random component is also required, as
indicated in equation 5-1. There are many mathematical problems involved
in this process, and the details involved are discussed in the computer

program description contained in Appendix 1.

Section 5.06. Application in Areas of Limited Data

The streamflow generation models discussed so far hawe assumed that

sufficient records were available to derive the appropriate statistics.
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For instance, the monthly streamflow model requires four frequency and
correlation coefficients for each of the 12 months, or 48 values for one
station simulation. A model has been developed (reference 6) that combines
the coefficients into a few generalized coefficients for the purpose of
generating monthly streamflow at ungaged locations. (Procedures for deter-—
mining generalized statistics for use in generating daily flows have not
yet been developed.) The generalized model considers the following:
a. Season of maximum runoff.
b. Lag to season of minimum runoff.
c. Average runoff,
d. Variation between maximum and minimum runoff.
e. Standard deviation of flows.
f. 1Interstation and serial correlations of flows.
The application of the generalized model to the generation process is

described in Appendix 1.

Section 5.07. Daily Streamflow Model

Generation of daily streamflows can be accomplished in a manner very
similar to the ganeration of monthly streamflow quantities. A computer
program, 723-G2-L2190, described in Appendix 2, has been prepared for this
purpose. It is capable only of generating flows at a single location.
Flows for any particular day are correlated with flows for the preceding
day and for the second antecedent day. Since it is desired in many opera-
tion studies to use a monthly interval most of the time, and to perform
daily operation computations for only a few critical periods, the program
has been designed to generate daily flows after the monthly total runoff

has been generated by another program.

Section 5.08. Reliability

While the simulation of stochastic processes can add considerable dependa-
bility in hydrologic design, the techniques have not yet developed to the
stage that they are completely dependable. All mathematical models involve
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some simplification of the physical phenomena represented. In most appli-
cations, simplifying assumptions do not cause serious discrepancies, It
is important at this state of the art, however, to examine carefully the
results of hydrologic simulation to assure that they are reasonable in

each case.
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HEC=L
MONTHLY STREAMFLOW SIMULATION

HYDROLOGIC ENGINEERING CENTER
COMPUTER PROGRAM T23-X6-I123L0

1. ORIGIN OF PROGRAM

This program was vrepared in The Hydrologic Engineering Center, Corps
of Engineers. Up-to-date informstion and copies of source statement cards
for various types of computers can be obtained from the Center upon request
by Govermment and cooperating agencies. Programs are furnished by the
Government and are accepted ang used by the recipient upon the express under-
standing that the United States Government makes no warranties, express ,or
implied, concerning the accuracy, completeness, reliability, usability, or
suitability for any particular purpose of the information and data contained
in the programs or furnished in connection therewith, and the United States
shall be under no liability whatsoever to any person by reason of any use
made thereof.

The programs belong to the Government. Therefore, the recipient further
agrees not to assert any proprietary rights therein or to represent the
programs to anyone ag other than a Government program.

2. PURPOSE OF PROGRAM

This program will analyze monthly streamflows at a number of inter-
related stations to determine their statistical characteristics and will
generate a sequence of hypothetical streamflows of any desired length having
those characteristies. It will reconstitute missing streamflows on the
basis of concurrent flows observed at other locations and will obtain maxi-
mum and minimum quantities for each month and for specified durations in
the recorded, reconstituted ang generated flows. It will also use the
generalized simulation model for generating monthly streamflows at ungaged
locations based on regional studies. There are many options of using the
brogram for various related purposes, and it can be used for other varisbles
such as rainfall, evaporation, and water reqguirements, alone or in cormbination.

3. DESCRIPTION OF EQUIPMENT

This program requires a FORTRAN IV compiler, a random number generator
(function RNGEN included, see exhibit 2), and a fairly large memory (64K on
the CDC 6600). Provision is made for use of three scratch tapes, 7 (for
punched output), 8 and 9.

4. METHODS OF COMPUTATION

a. In the statistical analysis portion of this program, the flows
for each calendar month at esch station are first incremented by 1 percent
of their calendar-month average in order to prevent infinite negative



logarithms. This increment is later subtracted. The mean, standard deviation
and skew coefficients for each station and calendar month are then computed .
This involves the following equations:

= Q. + . 1
X m log (‘1,m q;) (1)
N
X, =3 x, _/n (2)
* m=l T
N = 12
s, =[3 (x,_ -X.)° /(n-1) (3)
i i,m 1
m=1
' 7 )3 3 (1)
= ‘ Lo - N" Y
g, b2 KT/ (W) (-e)sy)
m=1
in which:
X = Logarithm of incremented monthly flow
Q@ = Monthly recorded streamflow
g = 5Small increment of flow used to prevent infinite logarithms

for months of zero flow

Mean logarithm of incremented monthly flows

Total years of record

Unbiased estimate of population standard deviation
Unbiased estimate of population skew coefficient
Month number

Year nunber

B HM =M
[ I I [ |

b. For each station and month with incomplete record, a search is
made for longer records among the stations used, to find that which will
contribute most toward increasing the reliability of the statisties com-
puted from the incomplete record. The mean and standard deviation are
then ‘adjusted. Equation 5 is used to compute the equivalent record required
to obtain statistics equally reliable to these adjusted statistics and is
the basis for selecting the best record to be used in the adjustment.,
Equations 6 and 7 are the adjustment equations.,

N, = — (5)




(%, - X,) BS,/5, (6)
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The primes indicate the long-period values and those without primes
are based on the same short period for both stations 1 and 2, and:

N
R

Length of record
Linear correlation coefficient

c¢. Each individual flow is then converted to a normalized standard
variate, using the following approximation of the Pearson Type IIT distribution:

b on <Xi,m -X;) /s, (8)
- ' 1/3 P

Ky n = 6/e [<<gi’°i,m/2> fY3 1] g6 (9)

t = Pearson Type IIT standard deviate

K = Normal standard deviate

d. After transforming the flows for all months and stations to normal,
the gross (simple) correlation coefficients R between all pairs of stations
for each current and preceding calendar month are computed by use of the
following formula:

. N
Ry i ={1 - [l -(Z
m=1

2 T 2
Xi,mxi—l,m) /(€ Esl Xim = Xi-fl,m)]

M

(N-.l)/(N-E)} B (10)

in which:



e. I there are insufficient simultaneous observations of any palr of
variables to compute a reguired correlation coefficient, that value must be
estimated. Each missing value is estimated by examining its relationship
to related pairs of values in the current and preceding month by use
of the following formula using i, j, and k subscripts to indicate varisbles
used in the gross correlation.

2 (11)

Since, in order to be consistent with the two related correlation coeificients,
the correlation coefficient must lie between the limits given by equation 11,
the lowest wper 1imit and hishest lower limit are established for all related
pairs, and the average of these two limits is taken as the estimated correla-
tion coefficient.

. Monthly streamflows missing from the records of the various stations
are estimated for all staticas for each month in turn. Accordingly, when-
ever a missing flow is being reconstituted, there always exists a valid
value for all stations already examined that month and for all remaining
stations in either the current or preceding month. For these remaining
stations, the current value is selected where available; otherwise the
preceding value is used. In order to reconstitute the missing value, a
regression equation in terms of normal standard variastes is computed by
selecting required coefficients from the complete correlation matrix for
that month and solving by the Crout method (See exhibit 1), The missing
value is computed from this regression eqguation, introducing a random
component equal to the nondetermination of the equation, as discussed in
the streamflow generation procedure.

%. It has been found that valid use of the regression technique requires
that all correlation coefficlents agree with the data that will be substituted
into the equations and that the correlation coefficients be mutually con~
sistent. Inconsistency in the correlation coefficients csuses the dependent
variable to be over-defined and is evidenced by a determination coefficient
greater than 1.0. If this occurs (because of incomplete data), the inde=-
vendent variable contributing least to the correlation is dropped, and a

new regression eguation is computed. This process is repeated as necessary
until consistency is reached (which must occur by the time that only one
independent varisble remains). In order toc make the correlation matrix
consistent with the data matrix, all affected correlation coefficients

are recomputed after each estimate of missing data.

h. DNormal standard deviates are then converted to flows by use of the
following equations;

b
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{[(gi/@(f;.;,m - g,/6) +1]°3 —1} 2/g; (12)

X, = X + t, S (13)

O
I

Antilog X; o - q, (1)

imposing the constraint:

Q, = o0 (15)

1. When the set of flows is complete, sll correlation matrices should
be consistent except for truncation errors in the computer, since the data
arrays are complete. Any consistency of matrices obtained in this manner
or of matrices read into the computer will result in determination coefficients
greater than 1.0. If this occurs, consistency of each correlation matrix is
assured by first testing all combinations of triads of correlation coef-
ficients in the current and preceding month for all calendar months using
equation 11 and raising the lowest of the three coefficients to obtain
a consistent triad. The test of consistency of each complete matrix is
made by recomputing the multiple correlation coefficient. If this value
is greater than 1.0, further adjustment is required. Such further adjust-
ment is obtained by introducing = coefficient, successively smaller by
0.2, on the radical in eguation 11 and repeating all triad consistency
tests until all matrices are consistent. If consistency is not reached,
coefficlents in each inconsistent matrix are moved toward the aversge
value of all coefficients in that matrix until consistency is reached.

J« Generation of hypothetical streamflows is accomplished by computing
a regression equation, by the Crout method (described in exhibit 1) for
each station and month end then computing streamflows for each station in
turn for one month at a time using the following equation. This process
is started with average values (zero deviation) for all stations in the
Tirst month and discarding the first 2 years of generated flows.

(16)



in which:

1
K = Monthly flow logarithm, expressed as a normal standard

deviate
= Beta coefficient computed from correlation matrix
= Month number
Station number
= Number of’interrelated stations

= Multiple correlation coefficient

N B~ B R )
il

= Random number from normal standard population

k. Maximum, minimum and average flows are obtained for the entire
period of flows as recorded and for specified periods of reconstituted
and generated flows by routine search technique.

1. Provision is also included in this program for use of the generalized
model requiring only L generalized coefficients for each station (in place
of 48) and one generalized correlation coefficient (in place of 12) for each
pair of stations, in addition to identification of wet and dry seasons for

each station. These are defined as follows:

(1) The average value of mean logarithms of flows for the wet
season (3 months). This value plus 0.2 is applied to the middle month
and the average minus 0.1 is apolied to the other 2 months.

(2) The average value of mean logarithms of flows for the dry
season (3 months). This is applied to all 3 dry months. Mean logarithms
for months between dry and wet seasons are interpolated linearly.

(3) The average standard deviation for a1l 12 months. This is
applied to each of the 12 months.

(4) The average serial correlation coefficient for all 12 months.
This value minus 15 (but not less than zero) is applied to each wet-season
month, and the value plus .15 (but not more than .98) is applied to each
dry-season month. The average value is applied to all intermediate months.

(5) The average interstation correlation coefficient for all 12
wonths is applied to each month for that pair of stations.

m. Because of limitations in computer memory size and because of
increasing change of computational instability with larger matrices, the
number of stations usable simultaneously in this program has been limited
to 10. However, the program can reconstitute and generate streamflows for



any number of stations in groups of 10 or less. It will ordinarily be
desirable to include one or more stations from earlier groups in each
successive group in order to preserve important correlations. In
addition to providing flow data for all stations, it is necessary to
designate NPASS and to follow each group of Flow data with a standard-
format card with NSTX (number of stations in next nass that were also
used in preceding passes) and station identification numbers for those
stations. These numbers must be listed in the same sequence as their
data were arranged in earlier passes. Dataz for the new stations for the
new pass should then be read. None of these flows can occur in a year
later than the latest year for which flow data occurred in the first pass.

n. As soon as flows are reconstituted for any pass, they are read
onto the flow tape. After statistics are computed from transformed
reconstituted flows, they are read onto the statistics tape (after
identification of stations in the pass for future reference). Final
regression equation data for each pass are read onto the same tape at the
same time (for use in generation later). For each new pass, the flow
and statistics tapes are searched separately for data for those stations
already used that also oceur in the new pass. In order to read and write
intermittently and alternatively on the same tapes, it is necessary to
keep track of tape records so as to assure that any read statement does
not read beyond the record mark and so that new write statements occur
at the end of all previous write statements that are to be saved.

0. Once that statistics are put on tape, they are retained throughout
the reconstitution and generation processes. Flows, however, are saved
only for the set of data in which they were reconstituted or generated,
until the last pass for that set is completed. In the generation process,
it is necessary to save the last flow generated for each station in one
set for use as the antecedent flow in starting generation in the uext
set. These are saved in the QSTAP array with subscript ISTAP.

5. INPUT

Input is summarized in exhibits T and 8. Data are entered consecu-
tively on each card using a simple variety of formats to simplify punching
and handling cards. Computed and generated flows cannot be 1,000,000 units
or larger, and consequently must be expressed in units that cannot exceed
this magnitude. Units should be indicated on one of the 3 header cards.
Column 1 of each card is reserved for card identification. These are ignored
by the computer except for the A in column 1 of the first header card, which
is used to identify the first data card. An example of input is given in
exhibit 3. Certain inadequacies of data will abort the job and waste input
cards until the next card with A in column 1 is reached. A card with A
in column 1 followed by 4 blank cards causes the computer to stop.



5. OUTPUT

Printed output includes key input information for job identification
and all results of computations. Generated flows are put on magnetic
tape, and computed statistics are punched on cards in the format usable
later by the program. An example of printed output is given in exhibit 4,

T. OPERATING INSTRUCTTIONS

Standard FORTRAN IV instructions and random number generator are
required., No sense switches are used.

8. DEFINITIONS OF TERMS

Terms used in the program are defined in exhibit 5 .
9. PROPOSED FUTURE DEVELOPMENT

There are cases where the model used herein does not reproduce historical
droughts with reasonsble frequency. Consequently, the model is under
continuous study and development. It is requested that any user who finds

an inadequacy or desirable addition or modification notify The Hydrologic
Engineering Center.



EXHIBIT 1

DETAITED EXPLANATION
oF .
COMPUTER PROGRAM

GENERAL

Much of the program is explained by comment cards and definitions
of variables. Supplementary explanation follows, referring to sections
identified with the indicated letter in column 2 of & comment card.

SECTION A

Correlation coefficients, R, and beta coefficients, B, are in double
precision for matrix inversion computation, in order to minimize computa~-
tional instability. Correlation coefficient, RA, as originally computed
and stored, may be defined in single precision. For computers with word
length smaller than 32 bits, many other variables in this program should
be in double precision.

When dimensions are changed, the corresponding variable (starting
with X) should be changed accordingly, as these are used to prevent
exceedence of dimensions. If an excessive subscript is used, the job
will be dumped until a card with A in column 1 is encountered, at which
time a new job is automatically started. If 5 blank cards (with an A
in column 1 of the first) are encountered, the run will be terminated.
Job specification cards are read in this section.

SECTION B

NSTAX is number of columns in correlation matrix. These consist of
NSTA columns for the current-month values and a similar number for ante-
cedent-month values. NSTAA is initisl column number for antecedent-month
coefficients. These are computed from NSTA, which is read in if statistics
are to be provided, rather than computed from raw data. If raw data are
to be used, NSTA is defined in the program later and NSTAA and NSTA must be
also. Data for each new pass are processed after transferring back to
statement 42. In the multipass operation, NSTX is the number of stations
used from previous passes and NSTXX is the subscript of the first new
station for the current vass. Station identification for the NSTX stations
must be in the order in which data for those stations were originally used,
because search of data and statistics on tape is made in this order. Flows
for these stations are read from tape IQTAP, and corresponding statistics
from tape ISTAT. Variables LQTAP and LSTAT are used to keep track of tape
position for subsequent writing.

*Provided through the cooperation of the Texas Water Development Board.
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Months are identified consecutively by the variable M starting with
the month preceeding the first vear of data. Some guantities to be
accumulated are initialized. Station combination data are stored for
the purpose of obtaining maximums and minimums (section D) of weighted
flow values later. Tandem stations are identified for cases where a
check on consistency of generated quantities is deemed appropriste.
Station identification numbers are set to a large number so they will
not be undefined. The flow array 1s filled with -1 values to indicate
missing values. For each station and calendar month, the total flow and
number of recorded values are computed for computing a flow increment
and other statistics later. The minimum flow for each station month
is also computed in order to avoid negative logarithms later.

SECTION C

Station data can be read in random order. Stations are identified
by subscript in the order in which data for each station are first read.
The year subscript is computed. Negative subscripts will occur if data
are for years earlier than the starting year indicated on B card, and
data for these are rejected, with diagnostic printout. The stations
are counted and the flows for each month at each station are counted for
the purpose of computing frequency statistics later. If the number of
stations or years exceeds its dimension limit, the job is aborted. The
number of stations is rermanently stored in the NSTNP array for later
identification in multipass operations. The remainder of this section
is self explanatory, except to state that permanent identification
station numbers are given for stations in combination, for tandem stations,
and for consistency-test stations, and subscripts are identified for rapid
computation later.

SECTION D

In this section, maximum and minimum recorded flows for each calendar
month , the water year and for durations of 1, 6, and 54 months, and average
flows are computed for each station and combination. Durgtions do not
span a break in any record. Quantities are rounded off and printed in

fixed-point format.
SECTION E

The logarithm transform of flows is accomplished here. Missing
values are indicated by an impossibly large number (the -1 used for
missing flows is a reasonsble logarithm and therefore cannot be used
for missing logarithms). Before the log transform, the average flow
for each calendar month at each station is computed and one (constrained
to a minimum of 0.1 flow unit) is added to each flow. If the minimum
Observed flow for that station month is negative, that absolute value
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is also added before the transform. After the logarithm transform,
frequency statistics for each calendar month and station are computed.

An increment needed to convert the logarithms to an approximately normal
distribution is also computed as an alternative future transform. Log-
arithms to the base 10 are used so that statistics are comparable to
other commonly used statistics. A variable IRCON is set to 1 if any
missing values are encountered, so that the flow reconstitution routine
will be called later. A variable INDC is set to 1 if the first approxi-
mation of increments causes any one of the skew coefficients to be
smaller than O.1 or larger than 0.1. In an optional routine that follows,
the increment for each station and calendar month is adjusted individually
and iteratively (up to 1l trials) until skew is within 0.1 of zero.

Stations with less than three years of data for any calendar month
are deleted, since skew and correlation computations require at least
three items of data.

SECTION F

Correlation matrices are computed here for the purpose of adjusting
frequency statistics for short-record stations. All correlation coef-
ficients are first set to -4.0 in order to identify those not computed
later for lack of sufficient observed data. Then accumulations of the
various quantities required are computed for all items above the main
diagonal in the correlation matrix for each month, using all data common
to the two stations involved. If more than two items of data are avzil-
able, the correlation coefficients are computed. Coefficients for the
main diagonal are set to 1.0, and those below the main diasgonal are set
equal to their symmetrical element. Coefficients between the current
and preceding month's values are similarly computed. These items con-
stitute an extension of the matrix to the right, which doubles its size,
and the new portion is not necessarily symmetrical. Similar complete
arrays of average values and root-mean-square values for only those log-
arithms common to each pair of stations are found for later use in
adjusting statistics.

A search is then made to determine the station that would be most
useful in adjusting statistics for station months with incomplete record,
and the mesns and standard deviations are adjusted in accordance with the
following equations:

1
Sl

2
’ =
s, (s2 52) R 81/82

—}Z'

X+ (X - %) By /5,

vhere primes indicate long-period values, subscripts are 1 for the short-
record station and 2 for the long-record station and,
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X = mean logarithm
S = standard deviation of the logarithms
R = correlation coefficient.

An optional check of consistency of standard deviations between
adjacent stations for the same month is next made. This is to assure
that frequency curves do not cross within three standard deviations
from the mean. If there is a conflict, the standard deviation of that
station designated in the input data as the dependent variable is modi-
Tied accordingly. All frequency statistics are then printed out.

SECTION G

All flows are next standardized by subtracting the mean and dividing
by the standard deviation for the month and station. An approximste
Pearson Type III transform is then applied as follows:

K = 6 [(,5 gt + 1)1/3 - l]/g + g/6

where:

normal standard deviate

Pearson Type III standard deviate
skew coefiicient

R o N
i u

New correlation matrices are then computed, based on the normalized
variagtes and using the same standard procedures previously employed for
correlating logarithms. The sign of the correlation coefficient is
preserved, since the coefficient will be used to establish regression
equations. Correlation coefficients are set to zero if the varisance
of either variable approximates zero, since the computation of the coef-
ficient is highly unstable and since its use would be of little value.

SECTION H

For jobs where correlation data are given, the portion of the
correlation matrix above the main diagonal for all months and the
entire correlation matrix relating current and preceding month's
values are read, with a different card for each pair of stations.
Values for all 12 months are contained on one card, and the two stations
involved are identified on the same card. An automatic check is made
to assure that cards are in the required order of columns and rows
in the correlation matrix. When generalized statistics are used, only
one correlation coefficient for the entire year is read, but card order
is the same. Symmetrical elements below 'the main diagonal are then
filled in and values af 1.0 are placed in the main diagonal.
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Frequency statistics are then read, L4 cards per station, with 12
monthly values and station identifications on each card. A check is
made of the station order, to assure prover subscripting. When gen-
eralized statistics are used, only one card per station is read, and
this contains the maximum and minimum mean logarithms and the averzage
standard deviagtion for the year. The months of maximum and minimum
mean logarithms are also read and converted to corresponding subscripts.
These subscripts will differ from the calendar month number if the year
used in the study does not begin with January.

SECTION T

This section searches for each calendar month the entire correlshion
matrix to be the right of the main diagonal for misiing correlation coef-
ficients due to the nonexistence of at least three years of simulteneous
data for the month. As soon as a coefficient between two variables is
identified as missing, a search of the correlation matrix is made to find
established correlation coefficients between each of these variables (1
and j) and any other variable (k). The range within which correlation
between the two variables must lie in order to be mathematically congis-
tent with the correlation with the third variable is established by use
of the following equation:

. ‘ 2, . 2

Big = Ba By iw/“’%d ) (1-Ry5)
As each successive third variable with established correlation coefficients
is found, the upper limit of Ri- is constrained to the lowest of all upper
limits computed, and the lower Iimit is constrained to the highest of all
such lower limits computed. When the entire matrix has been searched the
correlation coefficient is estimated as the average of these two constrained
limits. If this element is above the main diagonal, the value is also
entered for the element symmetrically across the main diagonal. The
search for further missing correlation coefficients is then continusd.

SECTION J

Where a correlation matrix is not to be used for reconstituting data
but might be inconsistent, a triad consistency test can be made in this
section. This is done by examining all groups of three related correlation
coefficients, and testing the lowest one to determine whether it is above
minimum constraint established by the equation in the preceding station.
If not, it is raised to that minimum. When this is done, it is possible
that the adjusted coefficient had already been used in another triad test,
and consequently that previous test would need to be repeated. In order
to do this properly, the entire matrix is searched up to 12 NSTA tines,
where NSTA is the number of stations, until a complete search reveals no
inconsistent triad (INDC = 0).
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A coefficient FAC of the radical in the equation is used in order
to obtain complete matrix consistency in difficult cases, whenever
nossible by this means. A test for overall comsistency is made in
sechion K, and if this fails, FAC is successively reduced by 0.2
until overall consistency is reached.

SECTION X

The test for overall consistency of the correlation matrix for
each month is made by constructing for each station the correlation
matrix that would be used in flow generation for that station and com-
puting the multiple determination coefficient. If the determination
coef'ficient of the matrix for any station and any month exceeds 1.0, all
correlation matrices must be reexamined, since some coefficients are
cormon to two or more matrices. This is done by reducing FAC in the
triad test (section J) by 0.2 and repeating all triad tests. If FAC is
reduced to zero and consistency is not obtained, an index of NCB is set
to 1 and an averaging routine is used for each inconsistent matrix. A
quantity SUM is computed as the average of all correlation coefficients
in that matrix, and each element is modified by multiplying SUM by the
excess of determination coefficient and adding this product to the
product of the complement of this multiplier and the value of the ele-
ment in the inconsistent matrix. The averaged or smoothed values are
replaced in the complete matrix for the month, and this requires some
careful manipulation of subscripts. A new computation of determingtion
coefficient is made and the smoothing process is repegted up to nine
times until consistency prevails. If this does not occur, the job is
terminated. When consistency is established all complete matrices

are orinted out and essential elements are punched if desired.

SECTION I,

In reconstituting missing data, a search is made for each month of
record starting with the first for stations that have no record during
that month (Q=T). When one is found, a search of all other stations is
made to determine whether recorded or previously reconstituted flows exist
for the current month or, if not, for the preceding month. If one is
found, it will constitute an independent variable for estimating the
missing value, and its value and pertinent correlation coefficients are
stored in new arrays for computation purposes. The correlation coeffi-
cients with the dependent variable is temporarily stored in the NVAR
(NSTA+1) column to assure that coefficients relating independent vari-
ables which have sufficient array space (they cannot exceed NSTA in
nurber). A variable ITEMP counts the number of independent variables
(stations for which recorded or reconstituted data are available). It
is incremented after its set of correlation coefficients are stored in
the R array, and is finally used to relocate the correlation coefficients
involving the dependent variable. If no independent variables with dats
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are found, as can happen in the first month of record, a correlation is
made with the preceding value for the same station and that preceding
value is arbitrarily set at the average for the month. The regression
equation and determination coefficient are then computed using subroutine
CROUT. The varisble having the lowest absolute value of correlation with
the dependent varisble is identified, and beta coefficients sre searched
in order to eliminate all unreasonsble coefficients. In the usual case
vhere the simple correlation coefficient between any variable and the
dependent veriable is positive, unreasonsble coefficients are assumed to
be those larger than 1.5 or smsller than -.5. In the case where the
variable correlates negatively with the dependent variasble, the reason-
able range is -1.5 to 0.5. If an unacceptable coefficient is found, INDC
is set to 1. If this happens or if the determination coefficient does
not lie between O and 1.0, the varisble with the smallest correlation °
coefficient is eliminated, the correlation array reconstructed accordingly,
and the regression equation recomputed. This process is repeated until
all required conditions exist. The missing value is then computed by
use of the regression equation and adding a random component normally
distributed with zero mean and with variance equal to the error variance
of the regression equation.

As soon as the missing value is estimnted a search is made for all
established values in the current and preceding month with which it is
to be correlated, and sums of logarithms, squares, and cross products
are incremented in preparation for recomputing all affected correlation
coefficients. After checking for sufficient (three years) record and
nonzero variance, the correlation coefficient is recomputed. If the
standard deviation of either varisble is very small, the correlation
coefficient is set to zero. If the coefficient is above the main dig-
gonal of the correlation matrix, its value is also assigned to sym-
metrical element. Since estimation of a missing value affects correla-
tion coefficients between variables in the current and following month,
which coefficients are stored in a different matrix, this process of
adjusting the correlation coefficient is applied to those values next.

SECTION M

After all flows are reconstituted, the flow tape is read until the
proper position for writing the newly computed flow data on that tape is
reached, and headings are printed for writing flows on the printer later.
Then the standard deviates are converted to flows by reversing the Pearson
type IIT trensform, multiplying by the standard devigtion, adding to the
mean and teking the antilogarithm. The increment is then subtracted and
if the resulting value is negative for a variable with zero lower limit,
it is set to zero. In the case of reconstituted flows, the Pearson Type
ITI transform is constrained so that the excess of the standard deviate
over and above 2.0 is multiplied by a meximum of 0.2 (if the standard
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diviation exceeds 0.3). This simply prevents obtaining unreasonably
extreme values due to sampling errors. It is a moderation of the
extrapolation rather than an abrupt truncstion.

The test for tandem station consistency is next made. and incon-
sistent flows are identified for printout and changed to the limit of
consistency. The downstream flow is made consistent with the sum of
upstream flows. Flows are punched on cards, if desired, printed out,
and written on the flow tape for use in future passes. NQTAP is incre-
mented and represents the total number of records on the tape.

SECTION N

After converting deviates to flows, the frequency statistics are
recomputed in order to agree accurately with observed and reconstituted
data. If a consistency test is called for, the varisble ITRNS is set
to 2 and computation is transferred to near the end of section F, where
the test is made and the transfer index causes a return to this portion
of the program. Adjusted statistics are printed, and the consistent
correlation matrix is printed (and, if desired. also punched) by transfer
to section K, using ITRNS as a return indicator again. The statistics
are then punched, if desired. Flows for the specified station combina-
tions are then computed.

SECTION O

Maximum and minimum recorded flows are computed by transfer o
section 8, using ITRNS=1 as a return indicator. The varisble ITMP
keeps a record of the remaining years whose maximum and minimum flows
have not been searched yet.

Next, generalized statistics are computed, if desired, (if IGNRL
equals two). As indicated, straight averages of all 12 monthly correla-
tion coefficients in every category are taken. Means are averaged for
the three wettest consecutive months and the three driest consecutive
months and the seasonal timing noted. Standard deviations for all 12
months are averaged. Generalized statistics are then printed out.

Next, generalized statistics read in section H are used to compute
required arrays of statistics. Skew and increments are set to zero.
The mean for the middle month of the wet season is .2 higher than the
wet season average and means for the other two months are .1 lower.
Means for the dry seasons are uniform, and means for the transition
seasons are interpolated linearly. Correlation coefficients for the
dry season are .15 higher (constrained below .98) than the annual
average, and those for the wet season are .15 low (constrained above
zero). All of these operations are in accord with the generalized
model developed in HEC.
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SECTION P

After obtaining monthly statistics and correlation matrices, re-
gression equations for each station and calendar month are computed.
Flows are generated in the station order in which data or statistics
are reasd and are generated for each month at all stations before
proceeding to the next month. TFlows at each station are correlated
with flows of the antecedent month at that station and at all stations
for which the current month's flows have not yet been generated. For
other stations, flows for the current month are used.

Regression equations are computed in subroutine CROUT. If any
correlation matrix formed is inconsistent (which should not occur at
this stage, except for truncation of computated intermediate variables),
a transfer to section J is effected, and consistency operations verformed
on all correlation matrices. After such a transfer, all regression
equations must be recomputed, since any correlation coefficient might
have changed. After this, only the beta and alienation coefficients
need be retained, in addition to the freguency statisties. In the multi-
pass operation, these are all written on tape ISTST at this point.

SECTION @

A routine for projecting historical seguences into the future is
employed here. Values of QPREV (previous month's deviate) for each
station is determined as the transform of the flow for the month pre-
ceding the first month specified (by input data) to be generated. The
variable MA is computed for the subscript of { that conforms to the
first month of projected flows. If the projected flow routine is not
to be used, the computer is next set up to generate two years of flows,
at the end of which synthetic segquences will have a virtually random
start.

In the multipass operation, stations are identified and all neces-
sary statistics are contained in the order needed on tape ISTAT. In any
pass after the first, flows generated in earlier passes for the same
period (the same seguence of data) must be read from tape IQTAP, and this
tape must be rewound before each pass in order to permit a complete
search. In any sequence after the first, the preceding flow for the
first month to be generated is the last flow in the preceding sequence
for that station, and these are saved in the QSTAP array for multipass
operation. If the multipass feature is not used, all necessary statistics
and flows for generating are in memory.

SECTION R

In starting to generate flows, a varisble JXIMP is used to identify
the year number of the first year of each sequence in the multipass
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operation. Variables AVG and SDV are used to compute the mean and
standard deviation of the deviates for each flow sequence. These are
later used to adjust all deviates so that the means and standard
deviations in every generated sequence will be the same as those of
the hizftorical sequence.

Variables JA and NJ are set up to correspond to the first and
last year of generation in each successive seguence, depending on
the type of operation. MA has already been set up as the subscript
of Q corresponding to the first month of flows to be generated (for
use in projecting historical flows recorded to the current time).
QPREV for each station has been identified as the previous month's
Tlow for that station. Flows are then generated for each station,
using stored regression equations and a random component. ZEach generated
flow is immediately entered into the QPREV array, because its preceding
flow will never again be used in that vass.

In the multipass routine, flows (as deviates) are written on tape
at the end of each pass, and the last flow for each station is stored
in the QSTAP array for use in the next sequence.

If more than 19 years (an arbitrarily selected length) of flow
are being generated in any sequence, deviates are adjusted so that their
mean is zero and variance 1.0. Their unadjusted mean and standard
deviation are printed. Then they are transformed to flows, and, if
called for, consistency tests between stations asre made. For variables
with zero natural limit, a check for negative values is then made. Flows
are then printed and, if desired, punched. Flow combinations are then
computed.

SECTION S

Before computing meximum and minimum values of generated flows,
a positive value of JX is looked for to assure that flows genergted
are not to be discarded (the first two years generated for a random
start). Also, at least NYMXG years must have been generated before
maximum and minimum values are computed (this applies only when the
nunber of years remaining for generation in the last sequence does
not equal NYMXG). Maximum sums are initiated at an extremely large
negative number and minimum sums as an extremely large positive number
(T). Then a routine search of flow sums for the specified durations
at each station is made for the sequence, and results are printed out.
Since this routine is used for reconstituted flows as well as for
generated flows, a transfer indicator is used to determine whether the
next step is back to the reconstitution routine or the generation routine.
If the latter, a check is made for the multipass routine. If all passes
are not completed, a transfer to section ¢ is made. If all passes are
completed for this sequence or if the multipass routine is not being
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used, g check is made of remaining vears to be generated. If greater
than zero, a transfer to section Q is made after adjusting years vet
to be generated. Otherwise the job is ended and a new Jjob, if any, is
started.

RANDOM NUMBER FUNCTION RNGEN

This random number function is for a binary machine and the constants must be
computed according to the number of bits in an integer word. The numbers
generated are uniformly distributed in the interval O to 1.

The function is called from the main program by a statement similar to the
following:

A = RNGEN (IX)

Where A is some floating point variable name and IX is some integer variable
name. The argument name IX néed not be the same in the main program and the
function. The argument must be initialized to zero in the main program. The
location of the initializing statement is important and depends on the results
desired. 1If it is desired to have different sets of random numbers for each
of several different sets of computations (jobs) that are run sequentially on
the same program, then the argument must be initialized at the very beginning
of the program and never reinitialized. If it is permissible to use the same
sequence of random numbers for each job, the argument must be initialized at
the beginning of each job. The advantage of this latter option occurs when one
of the jobs must be re~run for some minor reason as the same random numbers
will be used and the results will be comparable,

Three constants must be computed by the following equations:

Constant one (Cl) = 2(B+l)/2 + 3

Constant two (C2) = ZB -1

Constant three (C3) = 1.,/2.B
Where: B = number of bits in an integer word

The constants for some of the common computers are listed in the following table:

SIZE OF
INTEGER CONSTANTS
COMPUTER WORD cl | c2 C3
GE 200 Series 19 1027 524287 0.1907348631-05
GE 400 Series 23 4099 8383607 0.119209290E-06
IBM 360 Series 31 65539 2147483647 0.465661287E-09
IBM 7040 and 35 262147 34359738367 0.2910383046E~10

7090 Series

UNIVAC 1108
CDC 6000 Series 48 16777219  281474976710655 0.3552713678E~14
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EXHIBIT 2
Crou‘;{;' s Method

One of the best metheds for solving systems of linear squations
on desk calculating machines was developed by P. D. Crout in 1941,
This method is based on the eliminetion method, with the cslculations
arranged in systematic order so as to facilitate their accomplishment
on & desk calculator. In this method the coefficients and conziant
terms of the equations sre written in the form of & "metrix,” which is
rrenged in rovs amd oolwmms.

The method is best explained by an exsmple. Suppose that in &
multiple correlation analysis it is required to solwve the follewing
gsystem of linear equations to obtain the unknown velues of b,, s by

2 3 4
and bso
2 _
sz b2 + Xx2x3 ‘ra3 + Ix,m, b+ 2x2x5 b5 = Zx1x2

= LX.X

P, + Zxx b, + Ixx D 1%3

3 T4 4 55 75

2 .

2
Zx2x3 1?2 + Z‘.x3

2

Ix,X. b, + ExBxs b3 + Zx4x5 blr + Zx5 b5 = Exlxs

275 "2
For simplicity let us replace the coefficients of the b's by the letters
Py ¢, r and s, and the constant terms by the letter ¢, using subscripts
1, 2, 3 and 4 to denote the respective eguationss.
Plbz + qle + rlbl‘. + slbs = tl
p2b2 + q2b3 + rzb,_‘_ + sz‘b5 = t2
pBbZ + quB + rB’% + s§b5 = t3
pl‘_'l:!2 + q4b3 + r4b4 + 34b5 = 1;‘*

4 continuous sheck on the computations as they progress may be obtained
by adding to the metrix of the above system a column of u's, such that
W=p+q+ >+ 8+ t, The matrix and check column are written as
follows: ' :
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P U T3 3 3 U

Py U Ty 8y b Y

The elements Pys Qps Ty and 8 form the "principal diagonal" of

the matrix. Examination of the original equations shows that the co-
efficients are symmetrical about the principal diagemal, i.e., 9y = Py
Z“l = p§9 ?2 = q33 81 = pL}g 32 = qlg.9 and 33 = I’#a

This is characteristic of the system of eguations to be solved in any
multiple corrslation analysis. Because of this symmetry, the computa-
tions are considerably simplified. While the Crout method may be used
to solve any system of linear equations, the computational steps given
here are applicable only to those with symmetrical coefficients,

The solutien comsists of two parts, viz., the computation of a
“derived matrix" and the "back solution.” Let the derived matriz dbe
denoted as followss
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The elements of the derived matrix are computed as follovs:

lepl Pgapg P58p5 P#apq_

S‘LP = &l} <« R#Sﬁ = Q[%Sz - P@Sl

P tﬁ%—”%R#”TQ%MTlP# T = m&s""UBRéf 2% 9%,

The general pattern of the above computations; which may be applied
to a system conteining any number of eguations, is &s follows:

(1) The first column of the derived metrix is copied from the first
column of the given matrix,

(2) The remaining elememts im the first row of the derived matrix
are computed by dividing the correspending elements in the first row of
the given metrir by the first element in thet row.

(3) After completing the i vow, the remaining elements im the (m&@-l)ﬁg
eolumn are computed. Susch an element (X) equals the corresponding element
of the given metrix minus the product of the element immediately to the left
of (X) by the element immedistely above the principal disgonel in the same
column as (X), minus the produst of the second element to the left of {(x)
by the second element above the primeipsl dismgonel in the same colwmm gs (X),
ete. After esch element below the prineipal disgonal is recorded, and while
that element is still in the calouleter, it is divided by the element of
the principal diagonal which ig in the seme column. The guotient is the
elemsnt whose location is symmstricel to (X) with respect to the principel
&iagemle
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(4) vhen the elements in the (n-:-:l.);-l;-kl column and their symmetrical
counterparts have been recorded, the (1).-#-3.).:*'.1_1 row will be cempletes sxcsept
for the last two elements, which ars next computed. Such an element (X)
eguals the corresponding element of the given matrix minus the product
of the element immediatsly above (X) by the element immediately to the
iefs of the principal diagourl in the same vow as (X), minus the product
of the second element above (X) by the second element o the left of the
principal diagonal in the same row as (X), etc., all divided by the
elsmzmt of the primcipal diagomal in the ssme row as (X).

The check column (U) of the derived mstrix serves ss a comtinucus
check on the computations in that each element in the column eguals
ene plus the sum of the elements in the same row to the right of the
prineipal diggonal. That is,

U = 1+Q,1+R + 8. + T

1 1 1 1
U2w1+32+82+'.l‘2
U31+SB+T3.

UL;.’” 1+T,+

Thig cheek shonld be made sfter ccmpleting snech Trow.

The elsments of the derived matrix to the right of the principal
diagonal form a system of equations which may now be used to compute
the wknown values of b29 b39 b,_l_ and ’o5 by successive substitution,

This is known as the "back solution."  The computatiops are as follows:

b = Tli'

bl+ = T3 - SBbs'

"b3 = _',’I'2 - $2b5 - szq_

b2 = 'l‘l - Slbs = Rl'bl'_ - Ql‘b3

I% is very important that the computations be carried to a suffi-
cient number of digits, both in computing the coefficients and constant
terms of the original equations; and in computing the elements of the
derived matrix. It is possible for relatively small errors in the

ccefficients and constant terms of the original equations to result in
relatively lavge errors in the computed solutions of the unknowns. The
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greatest source of error in computing the elements of the derived metrix
arises from the loss of leading mignificant digits by subtraction. This
must be guardsd against end can be dome by carrying the computations to
more figures than the data. As a genersl rule, it is recommended that
the coefficients and constant terms of the original eguations be carried
to & sufficient number of deecimals to produce 2t least five significant
digits in the smallest guentity, and that the elements of the derived
matrix be carried to one more decimal then this, but to not less than
six significant digits.
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ACl
AC2
AC3
ADJ

ADJL
ALCFP(I,K)
ALOG

ANICG
ANYRS
AV(I,K)
AVG(I,K)
AVGQ(I)
AVMN(T)
AVMX(I)
B(L)
BETA(I,K,L)
BLANK

CROUT

CSTAC (KX, X)

DABS

pQ(I,K)
DTRMC
E

FAC

I

IA
IANAL
IENDF
IGNRL

IMN(T)

IMNTH
w™Mx(1)

INDC
IP
IPASS
IPCHQ
IPCHS
1Q(1)

EXHIBIT 5

DEFINITIONS - 723-X6-12340

Alienation coefficient for station 1

Alienation coefficient for station 2

Alienation ccefficient for station 3

Plus sign indicates value smaller than upstream sum by
tandem test

Equal sign indicates value adjusted by tandem test
Alienation coefficient array

Computer librery function of natural logarithm

Number of logarithms

Number of years of record

Meen logarithm

Average of the generated deviates

Average monthly flow for a station

Average logarithm of flow for minimum 3 consecutive months
Average logarithm of flow for maximum 3 consecutive months
Beta coefficient

Beta coefficient for generation equation

Blank space ,

Program subroutine to solve simultaneous equations
Coefficient by which flows are multiplied before adding in
a combination

Computer library function of absolute value of double precision
number

Increment of flow

Determination coefficient

letter E indicates estimated value

Temporary factor

Index for calendar month

Indicator in column 1 of first card for each Jjob
Indicator, positive value calls for analysis

End of file indicsator

Indicator, + 2 calls for computing generalized statisties
and + 1 or + 2 calls for using generalized statistics for
generating flows _

Month sequence number of last month of 3 driest consecutive
menths

Calendar month number for first month of water year

Month sequence number of last month of 3 wettest consecutive
months

Transfer indicator

Month number for preceding month

Sequence number of pass (subset of stations)

Indicator, positive value calls for writing discharges on tape
Indicator, positive value calls for punching statistics
Fixed-point conversion of flow values
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IQTAP
IRCON
ISxZ

IsT(X,L)
ISTA(X)
ISTAC(XX,K)
ISTAN
ISTAP
ISTAT
ISTN(L)
ISTT(X,L)
1sTX(L)
ISTY(L)
ITEMP
IT™MP
ITMPP
ITP
ITRNS

IX

IXY

IYR

IYRA
IYRPJ

J

JA
JTMP(L)
JTP

JX

JXTMP

K

KM

KPASS
KSTA
KSTAC (XX, K)
KSTAP

Tare number for storing flows

Indicator, positive value calls for flow reconstitution .
Positive value calls for varying flow increment (DQ) to
make skew zero.

Sequence number of upstream station for tandem test
Station number

Station number in a combination

Temporary station number

Station sequence number for all passes

Tape number for storing statistics

Station number of downstream tandem station

Station number of upstream tandem station

Station number of independent station for consistences test

Station number of dependent station for consistences test
Temporary variable

Temporary variable

Temporary variable

Temporary variable R
Transfer indicator

Temporary variation of I

Argument for random number function

Number of current year

First year of data

Year of start of flow projection

Index for year

Sequence number of projection year

Matrix columm number

Matrix column number

Temporary variation of J

Temporary variation of J

Index for station

Dimension limit for number of consecutive months
Dimension limit for number of passes

Dimension limit for total number of stations
Index number of station in a combination
Dimension 1limit for total number of stations
Temporary variation of K or combination sequence
Dimension 1imit for number of consecutive years
Index forrelated station

Temporary variation of L

Number of records up to present position on tapre IQTAP
Number of records up to present position on tape ISTAT
Matrix row number

Matrix row number

Letter A

Temporary variation of L

Last year of each projection

Serial number of month

Sequence number of month of projected flow

EXHIBIT 5



MO(TI)
MPASS
MTHPJ
MXRCS

N
NC

NCA
NCAB(I,X,L)

NCB
NCCMB

NCSTY
NINDP

NJ
NLOG(I,K)
NMNMX
NMXMN
NPASS
NPROJ

NQ

NQTAP
NSMX(L)
NSTA
NSTAA
NSTAC(KX)
NSTAT
NSTAX
NSTNP(T)
NSTX

NSTXX
NSUM(X)
NTNDM
NVAR
NYMXG

NYRG
NYRS
Q(M,K)
QM(I)
QMIN(I,X)
QPREV(I)
QR(M,X)
QSTAP(I)
R(K,L)
RA(I,K,L)
RAV(K,L)

Calendar month number

Temporary counter for number of paesses

Calendar month of start of each projection

Number of years in each period for which maximum and minimum
recorded and reconstituted flows are desired

Serial number of period of flows

Counter to prevent continuous looping

Counter to prevent continuous looping

Number of values and cross products used to compute correlation
coefficients

Transfer indicator

Number of combinetions of stations max. and min. quantities
are to be computed

Number of consistency tests

Number of independent varisbles In regression study

Number of years in computation sequence

Number of logarithms used to commute frequency statisties
Number of months following dry season and preceding wet season
Number of months following wet season and preceding dry season
Total number of passes in job

Number of projections of future flows from present conditions
Counter for number of flows

Total number of records saved on tape IQTAP

Number of upstream stations in tandem test

Number of stations in analysis

NSTA + 1

Number of stations in a combination

Totel number of records saved on tape ISTAT

NSTA + NSTA

Number of stations in a particular pass

Number of stations in current pass that occurred in preceding
passes

NSTX + 1

Number of stations upstream from a stetion for tandem test
Number of tandem tests

Total number of varieble in regression study

Number of years of generated flows in each period for which
maximum and minimum flcows are desired

Total number of years of generated flows

Number of years of recorded flows

Monthly flow

Monthly flow

Minimum flow

Flow for previous month

Identification symbol

Temporary storage of QPREV

Correlation coefficient in a given matrix

Correlation coefficient

Average correlstion coefficient for 12 calendar months
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RMAX - Maximum consistent correlation coefficient

RMIN - Minimum consistent correlation coefficient

RNGEN (IXX) - Program random number function

Rl - Correlation coefficient being tested

R2 - Correlation coefficient being tested

R3 - Correlation coefficient being tested

sp(1,K) - Standard devaition of logaritims for calendsr month
SDAV(K) - Average standard deviation for 12 consecutive months
SDV(I,K) - Standard deviation of the generated deviates
SKEW(I,K) - Skew coefficient of logarithms for calendsr month
sMQ(J,K) - Maximum or minimum flow for month or duration
SQA(I,X,L) - Sum of squares of first variable

SQB(I,X,L) - Sum of squares of second varisble

SUM - Average correlation coefficient of matrix
SUMA(I,K,L) =~ Sum of first variable

SUMB(I,K,L) - Sum of secord variable

T -~ lLarge positive constant

TEMP - Temporary varisble

TMP - Temporary variable

TMPA ~ Temporary varizble

TMPB - Temporary variable

T™MPP - Temporary varisble

TP - Temporary variable

X(1) = Value of independent variable in regression equation
XINCR(I) - Iteration value for flow increment

XPAB(I,X,L) - Sum of cross products of first and second varisbles
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¢ 723ey6aL2340 MONTHLY SYRpaMpLn, STHMULATIUN WEGC, C OF €, USE NCV 1970

Ch w # » % & LIBRARY FUNCTIONS ALDG, DAHS ® a8 A b oa Wt ok 1002

Iog PROGRAM SUBRQUTIMNE CRLUT,RNGEN == SEE COHMENTS IN RNGEN 1003

C INDEXES ISCALENDAR MONTH JuYEAR Ka§TA LBRELATED STA Ma3gUCCESSIVE MONTH {004

6 100§
DIMENSINN 1006
SO010),0e010,11), 1007000

SALCFT(12,10),Av(12,10),4y5(¢12,10),AVGRC10),AVHNLL0) AvMN(L1C);
SBETA(L12,10,10),00012,10),IMne10),TH%C10),20(15))

SIGTACIO}, ITHR(I),LTHPLIN), »0(12) NCAB(12210/920)
SNLORCI2,40),0010208,10),0M0123,0MINC12,140)GPREY(10),0R(1201,4{8),
LASTAP(100) ,RAL12,10,2C)KAV(10,1C),30(12,10),30Av(10),80v(12,10),
SSKEH(12,10),8MG(30,10),3G4¢12,10,23),308(12,12,20),3UKA(12,10,20),
SSUMRE12,10,20),%(10) YINCR{12),%PAB(12,10,20),
JCBYAC(2,10,3),I8TAC(Z,1C), 8 TN[10),18TT{10,10),137%{10);,

S 1ATYL10),K3TAC(2,10,5),NSMY(103,N8TAC(2, ) NSTNP(5),
JNSUMLIONSS)  MCONMBS) , MINEMIS) ,18T(10,10,3)

DOURLE PRECISINN R,8 104%
COMMON DTAMC,NINDP,B 1017
DATA LYRAZLIHAZ,BLANK/IH /,E/\NE/,ADI/1Me/,400171RaY 1018
10 FORMAT(1NM1) 1019
20 FORMAT ({¥,15,1916) 1020000
30 FORMAT(1%,17,918) 1021
40 FORMAT(IX,A3,9A4,1044) 1022 -
50 FORMAT(1%,13,14,12F6,0) 1023
60 FORMAY(1¥,F7,0,9¢8,0) : 1024
7¢ FORMAT (1%,13,148,12F6,3) 1025
80 FORMAT (1%,17,312F8,3) 1026
30 FORMAT (iX%,I7,12F6,.1) 1027
10C FORMAT(1X,164,16,1218,1410) t0es
116 FORMAT (A1,A3,944,10A4) 1029
120 FNRMAT (1X%,17,3F5,3,218) 1030000
130 FNRMAY (/23H GENERALIZED STATISTICS//134 371 872 RAV) 1938
140 FORMAT (/238H STA  AVNYX  AVHN  SDAY MAXMU HINMO) 1032
I18TAT=3 1034
137APE9 1035
KPASAES
KSTAP=100 1037
K8TaA={0 10338
KYRz100 1039
KMzKYRal24t 1040
N3TAsQ 1042
c WASTE CARDS UNTIL AN A IN COLUMN &, FIRST TITLE CiRO 1043
5 an CARD A #& 1044
150 READ(5,110) 14, (SHA(M,1),M21,20) 1045
IF (YA NELLTRA) GO TO 180 10485
WRITE(6,10) 1649
REAN(S,40) ({gHa(H,K),F=1,20),K=2,3) 1050
WRITE(H,40) ((SMR(M,K) HBL,20),x50,3) 1054
I % CARD B CARD € ## 1052000
REANC(S, 30)YTYRA, IMNTH, TANAL ,HXRCI N¥RGoNYNXGshPAIS, [PCHA, IPCHE,NETA 1053
1,NCNMB, NTMOM, NCSTY, IGNRL ,NFROJ, TYSP T, MTeP ], LYRPJ 1055
" TERMIKATE WITH S BLANK CARDS, an A IN COL t OF FIRST 1056
ITHP=TANAL4MNYREG 1057
IF(ITMP,GT,036G8 T8 180 10543
srae {059
1A0 WRITE (6,170 NYKZ,NSTA,NCDMB, PASS 1060
17¢ FNRMAT (/19K DINENGION EXCEEDED ,5Xs9HNYRS,14,5%,4uN8TA,13,3X, 1061000
{SHNCOMR, 13,5, 5KRIPASS,I3) 1062000
80 T0 {50 1063

1064

18C WRITE(4,1980)
NYRG NYMXG NPASS IPCKR IPCHE 1058

19C FORMAT(/IN8H IYRA IMATH TANAL MxBCS8

I NSTA NCONB NTNDH NCSYY IGNOL NPROJ IYRPS HTRPJ LYRPJ ) 1066
WRAITE(5,20) IYGA,iHHTH,IANAL,NXQCS;\YRR,NVN!GoNpﬂﬁsoIPCHQ:IPCHS, 1067
INSTA, NCOMB, NTHDM, NCSTY , TGARL, NFROJ, IYRP I RTHPI, LYRPY 1068

IF (LYRPJ=IYRA,GE,KYR) GO T0 180 1069
CR 2 # # ¢ # SET CONSTANTE & % & ¢« 2 ¢ & 2 0 2 2 8 2 44 8 222 q {070

Ivxso 1074
NSTAAZNGTASL 1072
NSTAXSNOTA+NSTA 1073
7299999559, ig;g

IVRABIYR Ay
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198

20¢

210

244

250
264

27¢

28¢

299

EXHIBIT &

IMNTHEINNTH=
MN3ITx=0
N3Tuxay
IrASSE]
REWIND 13TAT
NSTATSO
LATAT=0
REWIND 1QTAP
NETAPRQ
LOTAP=O
0D 195 J=%,K5A88
MEDHMAR () =0
MTNDM ()20
CONTINYUE
GO T 270
8AYE STATIONS FHOM PREVIQUS PAJSES IF NECEJSARY
IPA3S=TPASS+Y
HRITE(6,10)
IF (I1PAS3.GT.XPA3Y) GO TO 160
. an CARD J 2«
READ(5,30INCONG s MTHOM  NCSTY  NSTH, CI5TA(K) K81, N5TH)
WRITE(G.210) IPAST, {ISTA(X)sx2g,NSTY)
FORMAT (SHOPASS ,13/28% 8TA(3) FROM PREYIOUS PASSES ,1015)
NT2Y=NSTY+1
REWIND IQTAP
LOTAR=D
REWIND 1I8TAT
MPASSZY
READ (ISTAT)
LeTAT=
ITP=NYRS+124
Iveup=ysTNR(HPASS)
iTHPP=0
DN 250 xz=3,N37Y
REANCINTARYIITMR,; (R{MyKI,Ha1,37R)
LATARSL BTARYY
IF PISTA(K)I,MELITHPY BQ TO 220
ITHPRESITREP+]
IFCITHER BT, ITEMRY GO TO 240
READ (ISTATIITHP, (AV(T,%),80€T,%), SREWCTIsRISDOCT,K), CRETACT, %5050

IzivtTEHp);ALCFT(IaK)313-'1;12)

LSTATSLSTATH!
IF (ITNP EQ,I3TA(K)) GO0 74 250
Gn Tn 230
READCISTATY
LRTATSLSTATHY
HPAZZEMPASSYY
ITEMPZHETNR(HPASS)
IS 1 1-E0))
63 TR 230
CONTINIE
Dn 260 KX=1,N5TY
NSUM(K,1Fa38)=0
Do 260 I=t,12
NLEG(I,K)SNVYRS
IFCTANAL ,BT.0) NITAZNATH
pn 280 f=1,12
MO(TISIBNTH®Y
IFMO() LT 13360 TO 2848
HO(X1)=M0(1)~12
CONTINUE
IF(NCONR LELN) G0 TO 320
MCOMB{IRASS)zHNCIMA
IDENTIFY STATIDN COMBINATIONS
D3 200 X=1,NCONH
anx CARD D =2
READ(S,30)ITP,(ISTAL(K, L) L=y, ITPY
WRITE (6,290) X, ITP,(ISTAC(X,L),LaL,ITP}
FORMATY (/54 COMB,I2,5k 874,1518)
NSYAC(X,IPAS8)3ITP
% CARD E ax
READ(5,560) TEMP, (CSTAC (X, L, IPASS),L31,1YP)

aao

1078
1077
1078
1079
1089
1084
1082
1083
1084
1085

1086
1087
1083
1089
1090
1094

1033
1094
1095
1096
1097
1098
1099
1100
1161
1302
1103
1104
1105
1106
1107
1108
1109
1110
111
1112
1113
1114
1115
1115
1117
1118
1119
1120
1121
1122
1123

113
1128
1127
1123
1129
1130
1131
1132
1133

1134
1133
1136
1137
1138
1139000

1141



38 warTECS,310) (CSTAC(K,L,IPASA), L=, 178)

310 FNRMAT (7Y ,54RaT10,8%,14F8,3) 1144000

TP TEINTNDM,LELQ) GO TO 350 114%
MINOHEIRASS)IZBINDM

DO 340 L¥zi,NTNDM 1146
c w2 CARD 7 ex 1147
AQITE(As330) LAPISTHNILO) , (ISTT(LY, L), L3Ls ITHF) 1149

336 FORMAT (/138 TANDEM GRULF I3, 6%, 14n0CANGTREAN STA,15,6Xy 1150000

1SSRUPSTRF A 3TALS8),1015) 1191000
340 NSHX(LXY=TTHP 1152
350 IF(IPASS,ET,1)NYRERD 1153
01 380 KaMNiTYX,X8TA 1154

NSUM(K,TPASS)=0

I8TA(K)=1000K 1158
¢ INITIATE =i, NC RECPRD FGR ALL FLONWS 1157
0 160 Mzl ,KH 1158
360 FM,K)=et, 1159
oan 370 1si,12 1160
HLOGR (I, XI=0 1464
00(1.,%)¥%=Ce 1162
AMINCI V=T 1163

TS CANTIMUE 164 .
386 CNONTINUE 1145
TF(NC3TY.LELO) 50 T0 420 1166
WRITE (6,390} 1167
430 FNRMAT (/30X 8HSTATIDNG/17H CONSISTENCY TEST,S5Y%,23XWINDEPENDENT DE 1168
I RENDENT) 1169
Ny 400 L=1,NCSTY 1170
c #% CAKD G w# 1171
READ (5,303 ISTXCLILISTY(L) 1172
ang ARITE(e,410) Lo ISTXLL)ISTYIL) 1173
410 FORMAT(I3X,I13,3%,15,48%,15) 11746
G20 IF{IANAL,LLE.0)6D TG 13570 1178
CC & #%# % % % % READ AND PROCESZS 1 STATION=YEAR OF BATA & # &« % & % n 2 s 1178
c ax CARD H 2% 1177
430 <EADLS,T0) ISTAN,IYR, (GM(I),2=1,12) 1178
c wn CARD T #»% (3179
[ S ANK CARD INDICATES END CF FLOW DATA 1{8¢
TF(ISTAN LT,1)50 T 506 1128
IFINSTALLT.Y)GO TO 45¢C 1182
C ASSIGN SUBSCRIPT TQ STATION 1183
DO 480 KsNGTRY,NSTA 1184
IF(TISTAN EQLIITA(KYIGE TO 460 1188
a4 CONTINUYE 1185
a%g NSTASNSTA+! 1187

IF(NSTA.BT.X3TAY 6D TO {80 1187«2w
K=NSTL 1188
ISTAIK)ISISTAM 1129
c ASSIBN SUBSCRIFT YU YEAR 1190
85C J=IYRelYRA 131
IF(NYRS, LT, J.AND IPASA 55,1 )MYRITY 1192
IF{J.BTo0.,ANDJ,LE NYRSY GO TO 480 1183
WRITE (6,470)1YR 1194

470 FnaMaY {/18H UNACCEPTABLE YEAR,IS) 1195000
50 Y0 150 1196
c STORE FLOWS IN 3TATION AND MONTH ARRAY 1197
380 M2Jel3a1y 1158
Do 490 I=i,12 1199
MNEMey 1200
IF(AM{TY.LELC=14)) 6O TR 290 1201
TELOMIT) LLTLaMINCI,K)) ERINCTAKIZGHIT) 1202
NLOGLI,X)S LG (I, K)+y 1203
DALI,KYInRT,K)+GH(T) 1204
SHM,KYISEN(T) 1208
A9 CONTINYE 1206
an T0 430 1207
ROC NYTAAZNATASL . 1208
IF (NYR3.GT.4YR,03,NSTA+NCOMB.GT,KS5TA) GO 7O 160 1209
IF(NSTALLELGY GU TO 160 {210
NQINPLIPASS)ZNETA 1214
NETAXENGTASMNSTA 1212

«3e EYHIBIT 6



IF(NCOMB,

nn S30 Kx
ITP=2NSTAC
LX3H
Dn 520 L=
ITEMPISTYT
Bg S10 K=
IF(ISTAL(K
LYSLY+1
K3TAC (KX,
Gn TO0 S2¢
510 CNANTINUE
52C CANTINUE

NSTAC(KY,
53¢ CONTINUE

54C IF(NTNOM,
nn S90 Ly
Dn S50 x=

IF(ISTA(XK) LENLISTN(LXI) GO T 3640

S8¢ CNNTINUE
560 ISTN{LY)=
NSUM(K,IP
ITMPINGMY
Dn 520 L=
D 570 Ky

LEL.OIGD T3 Sao

TOENTIFY 3TA SURSCRIPTS FOR 3Ta3 IN COMBINATIONS

=1,800N8
tx¥, IPA3S)

1,Irp

AC(KX,L)

{,N5TA

J.NEJITEMPIGO TO 510

LXs,IPASS)SK

REDUCE STATICONS TO YHOSE IDENTIFIABLE

IPA3S) LY

IDEMTIFY STATICONY IN TANDEM

LE.0) GO TO 6400
=Y, NTNOM
1,N8TA

K
ASS)ENINN(LX)
(LX)

1,ITMp
=L,N3TA

IFCISTALKX) 4ENLISTTILX,L)) GO YO 580

570 CONTINUE
SAC IST(X,LsTY
59¢ CANTINUE

60€ IF(NCITY.
0 640 L=
Dn 430 K=

IF({ISTACKI E0,ISTX(L))Y GO TO K10
IF{I3TA(K) ERLISTY(L)) G0 TO 620

50 TO 630
610 ISTX(L)SK

80 To 630
62¢ ISTY(L)3K
630 CONTINUE
64¢ COANTINUE
65C ITHPINSTA

CO « # % % % * MAX AND MIN RECORDED VOLUMES

c
on 790 K=
AVGQR(K)=0
Nz0
On 660 I=
8HC SHACI,XK)=
. Dn 678 J¥=
67¢ 3MR(I,K)=
THp=RO,
THRAZ0,
M3y
N20

PASg)Y=KX

IDENTIFY PAIRS CF STAYTIONS FOR CONSISTENCY TESTS

LE.G) 60 TO 63¢
$:NCSTY
1,NSTA

+nENNE

INITTATE SlUMS
NSTxX, ITMP

1,15
=T
£6,30
T

Dn 7898 J=2i,NyR3

Dn 770 1=
REE 3
NuN&g
IF(K,LELN

KyzX«NSTA
ITPESNSTAC
ofH,K)=0,
DN 498 La
ITEMPIKST

§,12

8TAYGO YO 700
COMPUTE COMBINED FLONS

(x¥,IRASS)
{,1tP

ACI{XX,L., IPASS)
COMRINED FLOW MISSING

AN RN kx4 RR R R R R

IF(OM,ITEMPY ,EQ ] (DR, 0(",K) Ef w1 ,) GO 7D 680

GeM,KYSA M, KY*H (N, ITENP)2CSTAT(KY,L,IPAgY)

EXHIBIT &

LY T

?

1213
1214
1215

1217
1218
1219
1220
1221
1222

1224
1225
1226
{227

1229
1230
123¢
1232
1233
1234
1235
1236

1238
1239
1240
124}
1242

12434
1245
1246
1247
1243
1249
1250
1251
1252
1253
1254
1233
1254
1237
12353
1259
1260
125%
1282
1263
1264
12653
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1274
1277

1279
12849

1282
1283



CE # = + » % % COMPUTE FREGUEMNCY 8TATISTICS

c

68¢C
69¢
700

710

72¢C
73¢

740
75¢
T80

770
78¢

7990
80¢

818

Bes
a8i¢
84p

8%¢

B0
67¢

agq

590

90¢

91¢C

92¢

G0 TD &90
M, K)3ny,
CONTINUE
IF(N(M,K) JNE,=1,) 60 TOQ 710
STAnT NEW ACCUMULATIONS WHEN FLOW NIS3ING
N20
TMP20,
THPAR],
6n rg 770
TEMPIO (M, K)
{eMONTH FLOWS
IFECOMB LY, K LT, TEMPIGHQLI K)ZTEHP
IF (SMR(I415,K) 6T TEMR)INA(T+15,K)=TEMP
IF(SMD¢13,K) LTS TENRP)EHG (13, k)=TENMP
IF (MO (284K) GT,TENP)SHN(28,K)2TENP
b=MONTH FLNKS
THMRRTMP+TENP
THBASTMPASTENP
IF(Meb) 760,730,720
TMEITHPe (Hup,K)
IP(TMP LT ,3MN(29,K)I8MN(29,K)ITHP
IF(THP 6T 3MR(18,K) )M I(14,K)RTMHP
S4emONTH FLOWS
IE(N=548)760,750,740
THEASTHMPA=R (M=54,K)
IF(TMPALT . IMDC30,K))ISHE(3C,KI=THPA
IF(TMPA,GT. SHO(15,K))SHA(15,K)=THPA
AYERAGE FLOW
AVGNCRIZAVGO(K) +TENP
NRENO+L
CONTINUE
CNNTINUE
TEMBEND
AVER(K)IZAVGO(K) /TEHP
CONTINUE
WRITE(5,300)
FORMAT (/30K HMAXINUN YELUMES OF RECORODED FLOWS]
ARITE (810 (MO(T),1R1,12)
FORMAT (SH 8TA,1217,23H 1=M0 ba¥D ShaMp
ITHMPZNGTA+NCOME
NN 830 KsMaTwX, ITHP
ITEMRSAVGR(K)+,.5
Dp 820 1=2%,15
IN(TISSMRlI,K)I+.5 :
WRITE(5,BR0) ISTA(K) (IR(I),121,15),ITENP
FORMAYT(1¥%,14,1217,218,19,18)
NRITE(6,850)
FARMAT(/16M NININUM vOLUHMES)
WRITECS, 816G (HGLI),158,12)
nn AT0 K=N3TYX,ITMP
Dn 860 I=1,13
1NE1)=SMB(T415,K)+,58
WRITE(6,830)ISTA(K), (16(1),1=1,15)

4RITE (6,830}
FARMAT (/214 FREQUENCY STATISTICS)
HQITE(blBQO)(MDCI)'I=11127
FORMAT (/144 STA ITEM,I7,8118)
MISRING FLOW PRECEGING FIRST RECORD MONTH
NN 700 KsHSTXY,N3TA
Ne1.%XI=T
IeCNN=0
ITEMP = NSTA
On 1180 K=1,ITEMP
1F (I1TEMP,3T.NSTAY GO TC 1180
1F (K LE,NSTYX) GO TO 942
Do 920 I=1,12
TEMPENLOG (T X)
NaCr,KI5D6 LI k), 0L/ TEKP
IFINACIsK)aLTeald DE(I,X)1,14
T (AMINCTeX)JLT,04) DG CI,XK3=DBEI KI=OMIN(T,X)

CANTINUE

-5.

AV MO

1285
1286
1287
12nd
1289
1290
1291
1292
1293
1294
1295
1296
1297
1298
1299
1300
13014
1302
1303
1304
1305
1306
1307
1308 -
1309
1310
1318
1312
1313
1314
1318
1316
1317
1318
13139
1320
1324
1322
1323000
1328
1325
1326
1337
1328
1329
1330
1338
1332
1333
1334
1333
1338
1337

€« A % & % % 4 % ® % % x % % 1338

1339
1340
1341
1342000
1343
1384
1343
13a6
1346100
1347000
13471¢C0
1347=2
1348
{1348
1380
1354
1352
1353

EXHIBIT 5



93¢

Q44
S42

95¢

9h¢
87¢

940
950
1006

101¢
102¢
1030
104¢

105¢
106¢C

Q00

EY¥YHIS

N=¢Q

an gan Iai,l2

AV(I,K)39,

3p(r,Ky=n,

SKEZW(I,KY=0.

TMeaN
KINCROZY=2(QR (T KIFAMINCI,KIY /7 {16enTHP)
CANTINUE

M w
e

0r 970 Jmi,NYRS
30 940 Ial,t2
HzMsey
TF{O(M,K)EQ.~le) 60 TD 980

REPLACE FLOW ASRAY WITH LOG ARRAY
TEMPIALOG (R, KI+NBCI,8))I/2,.3025851
QM KIITEHP
IF (K, LELNSTYXY GO YO 960

quM, SNUAREJ, AND CUBES
Ay (T, Ky=ay(I,K)+YEMP
SDUL,KYSSN(TI,K)*TEAPKTENP
SKEW{I,K)SSKEULI,KIPTEHP 2 TEMPATENP
G0 70 960

AIS5IMG FLOWS EQUATED TO T
J{M,K)aT
IRCNANSY
CANTINUE
CANTINUE
IF(K,LELN3TX) 6N TO 1180
INDCzO
00 1000 171,12
TERPENLAG LT, K)
IF(rEAPLT.3,)G60 10 t12¢0
TUERAVLT,K)
AVET,K)=THR/TENP
IFISNLT,4) ,LELD,)GD TO 980
THRAZSDCI,X)
SOCL,KY=¢SOCT KY®AVLI,KIxTHPY/ (TENP=] )
IFLAN(IsX)Y LELNL)Y GO T0 380
SOLY,KYRSD(I,X)*x,5
IFISNIIAKI LT, 0C08) GO TO 990
SREWLT,KYS(TEMPHTEHPASKEN (2 X Im3 A TEHPR TP A THRA2 L« THR 2 THERTHD)
1/ (TEMB R (TEMPLl 3w {TEMF22 123D (I,K)x"3)
IF(SKEH(I:I":J.L-l‘«f“_alJnOQ.SKEW(I:K).GT..l) INDC=!
IFLSKEG(10K).5Ta3a) SKEW(I,x)=3,
IF(SKENLT ) LTemT,) ZKEW({I,K)==3,
52 TN 1069
3N(1,K)=0.
SKEN(T,X)=Q,.
CANTINYE
N3N+
IF(N,GT,1)60 TO 1060
ARITE(D,1010)ISTALKY ,AV(T,K),2S1,12)
FARMAT (/14,15,8u MEAN,12F8,3)
WRITE(641020)(SD(L,%),121,12)
FORMAY (72,7:8TD NEV,12FH,3)
ARITE(6,1030) (SXEN(Y,X),121,12)
FORMAT (102, 145KEW, 12F8,3)
WRITE(6,1040)(D0(T,K),I=1,12)
FrEMiT (RBYX,64INCRMT,FT1,2,11F8,2)
WRITELG, 1050 (NLLG(T,%),231,12)
FORMAT (S3Y,SHYEARS,1218)
IF(N,GE,14) 60 TO 1180
IF{INNCLE,NY G0 T2 $18¢

THE FOLLAWING ROUTINE WILL ADJUST THE INCREMENT TC

TRY TO 08TAIN ZERD 3KEW
CHANGE THE FCLLNWING 8TAT TU I3KZ=§ TO ACTIVATE

1aK7a0
IF{TI8KZ.LE,.0) GO TOQ 3182
ITP3eil
Do 1110 131,42
HITTP+?
Dn 1080 J31,NYRY

1T & abhew

1354
1355
1356
§3%7
1358
1359
1340
1364
1362
1363
1354
1365
1366
13557
1368
1369
136522
1370
137¢
1372
1373
1374
1378
1376
1377
1378
1373
137322
1389
1384
1332
1343
1334
{383
1336
1327
1348
1383w2%
1349
1390
139¢
1392
1333

1394
1395
1396
1397
1358
1399
1400
14e1000
1402
1403000
1404
1465000
1405
1407000
1408
1409000
1410
fatd
1412
1413
1414
1413
14156
1417
1418
1449
1420



HamMey2 1421

IFEO(N,KY4ER.T) 60 TO 107¢C 1422
THESD(MIK) 1423
HEM, K)ut 0.k THE «DOT,K) 1424
50 TN 1080 1425
107¢ LM, K)sw, 1426
1080 CNNTINUE 1427
TFuPasSKEWY (I K) 1428
IF(TENR AT [(mal ) L ANDLTENP LTWal) GO TO 1410 1429
C IF(TEMP) 1090,1116,1100 1430
tnd¢ na(r,K1apn(l,X)*g, 1434
6Gn To 1119 1432
1100 0N(1,K)=DA¢L,K)wXIHCR{]) 1433
1110 CunTINUE 1434
gn tn 930 1435
C » % % « » & DELETE STATIONS WITM L ESS ThAN 3 YEARS OF DATA®  » » » a 1436
1120 90 ITE(6,1130373TA(K) ta3?
1130 FORMAT (244 95TA,18,28% DELETED, INSUFFICIENT DATA) 1438000
MATAZNGTA=Y 1433
NSTAAZNSTA+L 1440
HSTAX=STASNSTA 144%
IF(KBT.NSTAYGC TN 1180 1442
¢ REDUCE SUBSCRIPTS OF SUBSESUENT STATTIDNS 1443 -
NN 1170 KX=K,N3TA 1444
IATA(KX)ISISTALKX+1) 1443
M=y 1446
On 1150 J=i,NYRS 1487
Do 1140 1=4,12 1448
MzHe1 1449
1440 M, KY)I=g (M, KX+1) 1450
1456 CNNTINUE 1481
Nn 1160 I=4,12 1452
AMINLT,KY)SAMINCT  KY*1) 1453
HLOG (Y, K=y NG LT, KY+Y) 1454
$16C DO(T,XKX)SDRITsKX+1) 14855
1170 CONTINUE 145%
' TR 910 14587
118¢ CHNTINYE 1458
ITANS=O 1459
IF(TRCON,LE.D) GD TO 1370 1460
CFax a % % a % ADJUSTMENT 0OF FREGUENCY STATISTICS 70 LONG TERM # % x @ 1464
Do 1180 1=1,12 1462
NN $139 K=1,N8TA 1463
Bn 1190 L=S1:.N8TAX 1464
NCAR(Y,K,L)=0 1465
SUMA(T,K,L)=0, 1488
SUHMRLI,K,L)S0. 1467
SQA(I;KIL)=°. 1448
SOR(T,X,L)=0, 1469
XPAR(LY,K,L)}=0, 1470
HAL1,K,L)=e8, 1478
$190 CNNTINYE 1472
DN 1220 X=!,NSTA 1473
XKys¥el 1474
Mz 1478
Dn 1220 J=1,HYKS 1476
Dn t210 1=1,123 1477
HaMey 1478
TEMBRER (M, K) 1479
IF(TEMP,LEQ,T) GO Tp (210 1480
DR 1200 L=KX,NS5TAY 143¢
LYZSL=NSTS 1482
IFLX LT, 8) THPR=u(H,L) 1483
IF(LY,5TY,0) THP2R(Mel,LY} 1484
IFLTMP EN,TY 60 T0 12C0 1485
NCAR(I,K,LY=NCaB(I,K, L)y 1486
SHMACT, K, LYTBUMA(T,K,L)4TEMR 1487
SUFS (T, K,L)SaUNI(],K,L)+THpP 1438
304(T:KaL )=S0 (T, K L)4TERPRTEMP 1489
SNE LT K,L)YSS0B(Y,X,LY+TNPaTMP 1490
APAB LT, X, LYSXPAB(I,K,L)eTEMBRTHD 1494
IF(L,GTNSTAY GO T1) {200 1492

= EXHIBIT 6



12049
121¢
122¢

1235

123¢
124¢

125¢
126¢

127¢

NCARCI,L,K)=INCABCI,K,L)
SUMALY,L,XI=3UMB(T,K,L)
SUMBCI,L,KISSUMALT,L,L)
SNACT,L,XK)2SAR(I,K,L)

S (I, LeK)Y=SRALT,K,L)
XPAB(I,L,K)=XPAB(1,X,L)
CONTINYE

CANTINUE

CANTINYE

Iupe=0

DN 1260 K3{,NSTA

KXaxKet

DO 1260 134,82

RA(I,X,X)=1,

Do §2%0 L=KX,N3TAX
IFINCABLISXsL)oLES2) GO 10 1230
TEMPSNCAR(I KoL)
THP=3RALI,KsL)

TRPESAR(I,K,L)
THRARGUMA(T,K,L)

TMEPS (TMP~TMPAX W2 JTEMP) /TENP
IF(THPR.T,0,) TuPP=0,

AL KsL)ITHRP W R, S
THERIQUMA LI, KoL)
THMRPI(TR=THPI*2/TENP) /TENP
IF(TMPP.LY,0,) TMPPR2Q,
SNB(I,K,L)=THPP*x,S

TMPS (THRTHPAR22 /TEMPI A (TRaTMPERA2/TENP)Y
[FITMP,LELCO,) GO TO §230
THRARXPAB{I KL ) =THPARTNER/TEMP
TMRA=],

IF{TMPA,LT,0,) TMPBRaTMPRB
THMPAZYMPAXRTMPA/TMP

TMPAZL w(] w?MPAY R (TENMPw] )/ (TEMRR2,)
IF(TMRALLT,0,)THPARD,

RA(I, K LYISTHPAXTHR AR, S
ITpay

LAz,

LYSL=N3TA

IF(L.LE.NSTA) GO TN 123%
ITPst=y |

IF(ITP,LT1) ITPai2

LA=LY

IF (DL, K3 LT.,0001,0R,8DCITP,LA) LT,,0001) 60 TO 1230

50 TO 1240
RALT,K,L)=0,

IFLL.GT.NSTAY 60 TO 1250

3NACT LIK)I=39B(T,K,L)

INB LT L KISSNALT,X,0)
RACT,L,KI=RA(I,K,L)

CONTINUE

CNNTINYE

Dn 1280 x=4{,n8TA

an 1280 131,412

TEMRPSINLOG(IsK)

Ly=n

Un 1270 LS1,N8TA
IELLLER, K OR RA(TI,K,L)LE.»8,) GO TQ 1270
TR(NLAGLTI, L) JLELHNLOG(T, XYY GO 70 1270
THRASNCAR(IsK4sL)

THPASNLNG (T, L)

TRSTHMPA/ LS ,=(THPBwTHRAYARA(L, K, L)Y #02/TMRB)
IF{TPLE,TEMP)Y GO T0 1279

Lxat

TEHB3ITH

THPRITHPA

CnHTINUE

IF(Lx.LE,0) 60 Tp 1280

IFCSGALT, KoL) JLE..0001,0R,338C1,K LX) oLE,,0004) GO TC 1280

INDCS1
THP2RGA(L,K LX) /78ABLI, K,LX)
THPAZSUMALI, X LX) 7THPR

EYHIBIT b =l

1463
1494
14958
1486
1497
14498
1499
15040
150}
1502
1503
1564
1508
159064
1507
1504
1509
1S40
1511
1512
1543
1514
1515
1516
1547
1513
1519
1520
1521
{522
1523
1524
1523
1526
{527
1528

1529
1530
1531
1532
1833
1334
1538
1538
1537
1533
1539
1540
1544
1542
1543
1544
1545
1548
1547
1543
1549
155¢
1591
15%2

1533
15923
1555



THESIUMB LT, K, LX)/ THPS

1556

AV(T,KISTMPAL LAV (T, LAY wTHREY wRAC(L,K,LX)aTHP 1357
SOCTKISSRALT K LXYIPLSOLTIsLY) =SB LT Ko LXIIARALT IR, LYY #22RTNP 1588

{280 CANTINUE 1599
¢ ADJUST STANGARD DEVYATIONS FOR CONSISTENCY 1560
IF (NCSTY.LE.0) 60 TO 13290 1561

c TRANSFER FROM 1041 1562
1290 DN 1330 Lx=t,NCSTY 1563
K=I8TX{LX) 1564
LEISTY (LX) 1565

Do 1320 134,82 1566
TEMPE(AVLT,K3=AY(T,L3)/1, 1567
IFCAV{I,K)GTAY(I, L)Y GC 70 1300 1568
TEMPITEMPSSD(T,K) 1569
IF(30¢I,LY.LTsTEMP) GO TO 1310 {570
TEvpmSD (T K %2, =TENP 157
IF(anCtIsL) = TEMP) 1320,1320,1310 1572

1300 TEMP=TEMP4SD(I,K) 1573
IF(SN(I,L).0T.TENP)Y G2 T0 1310 1574
TFro=snlI,K)ad, » TENP 1575
IF(S0(L,L).GEL.TEXPY GO T0 1320 1576

131C SP(T,L)=TEMP 1577
132C CONTINUE 1578
133C CONTINUE 1573
IF(ITRNS,.6Y,0) GO TO 2820 1SR0

{34C IF(INDCLE, O, AND NCSTY, LE,0) GO T 1370 1584
ARITE(H,1350) {1582

1350 FORMAT(/39H FREQUENCY STATISYICS AFTER ADJUSTHENTS ) 1583
URITEC(B.B830) (MO(I),151,12) 1584

[0 1360 K= ,NSTA 1585
WOITE(623010)ISTALIKY s CAV(T,H),1=1,12) 1586
WRITE(H,1N20) (SO(T,K),I21,12) 1587
WRITE (&4,1030) (SKEW(1,%),1=1,12) 1588
YRITE(6,104803 (RD(I,K),I=21,12) 15489

1360 CONTINUE 1590
CS % » # &« % % TRANSENAM TU STANDAGDIZED VARJATES * # 2 w a % % » % » @ 139]
1370 DN 1420 K=1,H3TA 1592
Hmy ) 1593

00 1410 J=3,NYRS 1594

nn 1400 1=i,12 159%
EEFSY 1596

OR (M, X)Y=EBLANK 1597
IF(0(M,K)ER,TIGD TO 14cC 1599
IF(aD{TsK) EN,0.)60 TO 1360 1600
NEM,KYI=(elH k) =AV(I,K))ZSDLT,K) 1601

c PEARSCN TYPE IYI TRANSFORM 1602
IF(SKEWCET»K) LEGLD,)G0 TO 1400 1603
TEmpz SagKEU (T, K)e0{HK)$Y, 1604
TMRSY, 1608
IF(TEMP,GE.D,)GO TO 1280 1606
TErP=TEND 1607
THEZ=1, 1608

1389 Q(N.K)=6,t(THPtTEMP**(3,/3.)-1.)ISKEN(I,K}#SKEW(IpK)Ié. 1609
Gn TN 1400 1610

1395 R(H,r)=0, 1614
1400 CONTINUE 1612
161C CONTINYE 1613
1425 CONTINUE 1618
C % % & « % » COMPUTE SIMS OF SLUMRES AND CRQSS PRODUCTS s % % & % = # 1615
DO 1450 K=1,M8TA 1616

Dn {4480 1=1,12 1617

pr 1630 L=1,NSTAX 1618
EALT,X,L) =(wd,) 1619
SURALI,K,LIS0, 1629

UM (T, K,L)1=0, te2!
InALI,K,L)=0, 1622
SN, K,L)=0, 1623
XPAB(T,K,L)=q, 1624

1430 NCAQ(T,%,LYIR0O 1625
RA(Y,X,K)=i, 1626

{ang CONTINUE 1627
1456 CNNTINUE 1628

-7 EXHIBIT 6



00 1540 K=1,N374

K¥YSK¥i

Mai

DN 1489 J=1.MYRS

DN 1470 1=4,12

MaMst

TEMPRR(N,X)
IF(TEMP,ERQ,TIGEC TO 1470
00 1460 LIKX,NSTAX

c SUBSCRIPTS EXCEEDING A3Ta RELATE YO PRECEGING MONTH

LYl «NgTaA

IF(LYLLT, 1) TMP=aLM,1)

IF (LY, GT,0) THRID(Mef,LY)
IF(TUP,Er.T)50 TN 1460

¢ CHUNT AnD USE CnLY RECORDED PAIRS

MEARCTI X, L)SNCARLT,K,L)4+1
S”HA(IlKlL]=3'“‘<A(I;K;L]‘TEPP
SUMA(CL,K,L)=SSURB(T,K,L)9THP
3na (I,K,L)=8"]A (T,K L) TEPPTEN
SNE (1,K,L)=396 (I,K,L)+TNPaTHp
IPAR (L, K,L)SXPAR{T, K, L)+ TENPLTHD
IFCLLGTANSTAY GO To {4s¢C
HEAB(T,L,KI=NCAACT,%,L)
JUMAT L K)S3UMRLT,K,L)
SUMB(T,L,KI3SUMACT,K,L)
394 (1,L,K)=308 {I,K,L)
503 (I,L,XK)=504 (I,X,L)
XPAR(T,L,K)ISxPAR(T,K,L)

1440 CONTINUE

147¢ CaNTINUE

1480 CONTINYE

C % » » = a2 2 COMPUTE CORRELATIGN CQEFFICIENTS

01 1539 131,12
Do 1520 LSKYX,N3TAX
LY=L «N3TA

(]

IF(NCAB(I,x»L) . LE,2) 62 TO 1510
TEMRSINCAR(T X,L)

4]

LIS N BN 2K BRI TEE T R

ELIMINATE PAIRS wWITH LESS THAN 3 YRS DATA

TMP:(SQA(I,K,LJOSUHA(K,K,L)ﬁSUMA(I;K,L)/fEHP)*(SGa(I.KpL)'SUHS

1(,%,L)23UMBCL,X,L)/TENR)

c ELTHINATE PAINS WITH ZERD YARIANCE PRQOUCT

IF(THP,LE.0.) GO TO {300
Tuph=y,

THPASKPABCIT )R L) =3UMALY, K, LY x3MB (], K,L)/TENS

e QETAIN ALGEBSAIC SIGN
IF(THPALT 0, ) THPRAa=TNPH
TMRPASTHRANTMBA/THR

RAI(T K LYISTHPBATHP AR, 9

Itp=y

LA=L

TF (1 JLEGLNSTAY GO T tdse
[TPala-y

IF{ITP.LTLY) ITP=12

LAZLYX

-

1490 (F(SO(T/K) ol TesMN0L 0R 80 CITPILA)LTaa0008) RA(I,K,L)20,

Gn tn 1510

150¢ RA(T,X,L)=n,

151¢ IF(L,.G6T.NSTAY GO TU 1326
RALT, L, K)BRALT,K,L)

1520 CONTINUE

153¢C CANTINYE

1560 CANTINUE
g0 TN 2170

1958¢ W2ITE(6,1550)

156¢ FORMAT (/18K DATA QUT CF GRDER)
Gn o 1%

CHd % * x % « % READ CORRELATION COEFFICTIENTS # # #® 4 % X % 2 % % % & 2 4

1576 DN 1630 KS1,NSTA
IF (KL.,EG,1)G0 TO {600
[TRaxK=4
0N 1590 LB1,1TP
c CURRENT MONTH CORPELATI

EXYHIRIT 6

aN

ej0=

1629
1630
1634
1632
1633
1634
1635
1636
1637
1638
1639
1640
164}
1642
1643
1644
164%
1646
{hd7
1648
1649
1430
16514
1652
1633
1654
1653
1656
16937
1658
1458
1640
fhe1
{462
1663
1684
1663
LT )
1647
1658
1869
1670
16714
1672
1673
1874
1678
1676
1677
1678
1879
1636
1641
1582
1683
1684
1685
1586
1687
teags
1685
1690
1691
1692
1693
1694
1695
15696
15697
1698
1899
1700



c

ak CARD L ww

BEAD(S,T0)ITHP, ITEMP, (RALT,K, L), 128,12}
TAVIK,LIZRALL o K,L)

IFCIGNRL FRatYISTA(XIRITHR

IFCITMP NELIGTA(KY)IBO T0 1550

IFCITENMP NEZLISTALL)IGE T0 1%50

Dn 1580 131,12

158¢ RA(T,L,KY=RA(I,X,L)
159¢ CONTINUE

PRECEDING MOMTKW CORRELATION

1600 Ly=nsTAA

IF (IGNRL.ENY1) LAINSTA+K
LASNGTAX
IF (IGMNRLLEQ.1) LAsLX
D 1s1a LELX,LA
1TP=L«NSTA
we CARD K QR M #»a
REAN(S,70)ITHP, TTEMP, (RA(Y,K,L)s1al,123)
IF(KEN,LYISTA(X)SITHR
IF (4, C0.,1)I8TALITR)SITENP
IF (IGNRLLEN.1Y RAV(K,XK)IERA{1,K,L)
IF(ITHP,NE,I5TAIK)IGO T& 1S5S0
TF(TTEMP NELISTACITP)IGO TO 1550

1610 CONTINUE

00 1620 134,12

162¢ RA(Y,K,K)=1,
1630 CONTINUE
X 4 a # » & READ FREDUENCY STATISTICS # ¢ a # % # & ¢ & % % % & 2 & &

on 1640 K=1,NSTA
nx CARD N CR 0 »x

READ(S,80) ITP,(AV(I,X),151,12)
IFCITP NE,LISTALK))IGO 7D 1850

GENERALIZED STATISTICS ON ONE CARD PER 3TATIAON
AVMYIKYIZAV(],K)
AYMNEKYI=AV(2,K)
SNav(K)=AV{3,K)
ITHARAV(A,K)eal
THX EX)STTHR=nO(12]
1THRsAVIN,K)eql
INN(KY =Y THPen(12)
IF (IMYCK) LTa1) IRXIX)ISIMY(K)I+12
1F (IMHER) JLTal) IMN{X)SIKM(x)I+12

. n T 6do

IF{IGHRLEGaL)B 1 4 «n CARD P #¢
READ(5,80)ITP.{8DCI,K),121,12)

LISTA(K))IGH T0 1850
IFLITP NELISTA(K)) xa CARD @ ww
READ(S,SG)ITV:(SKEH(onitégéala)

. A{KIIGD TH
IF(ITPL,NELI3TA (K] en CARD R #a
REAN(CS,90)ITR, (ONCT,K),2=21,12)
IF(ITP NELISTA(K)IGN TC 1550

1680 CNONTINUE

CT % 2 % # % » EGTIMATE HISSING CORARELATION COEFFICIENTS % 2 » # # % % »

1650 IF{IGNRL.EG.LIG0 TO 3c2¢

IF(N3TALLELL)GD 7O 2310
pn 1720 1=t.12
Irps1wl
IF(TP LT 4Im=t2
BA 1710 K=1,NSTA
ItpeKel
n 1700 LEITP)N3TAY .
L AND K CORRELATION PSSIBLY MISSING
IF(RA(T,KsLYGEa("30)) 60 TO 1700
RMAY=1,
T : EXCEPT FOLLEWING MTK
Ly SEARCHES ALL RELATED CORRELATIONS EXCEPT Ff 6
On 1699 L¥=1,NSTAX
IF (LY, EN.K)GO TS 1690
IF(LEn.LY)6n TN 1690
TEMPERALIK LX)
IF (L LEL.NSTAIGE TO 16860

ety EXHIBIT &

1701
1702
1703
1708
1705
1706
1707
1708
1709
1710
1714
1712
1713
1714
1713
1714
1717
1718
1719
1720
1724
1722
1723,
1724
1725
1726
1727
1728
1729
1730
1734
1732
1733
1734
1735
1736
1737
1738

<
*

1738e2x

1739
1740
1744
1742
1743
1733
1745
1746
1747
1728
1749
1750
1751
1752
1753
1754
1755
1758
1757
1758
1759
1760
1761
1762
1763
1764
1755
1766
1767
1768
1769
1770
1771

*



1660

1670
168¢

169¢
c

170¢
1710
172¢

CJ » » « » % » TEST FOR TRIAD COMNSISTENCY

173¢
1748

175¢
176¢

1770

IF(LXLLEL.NSTAIGO TO 187¢
IrnP=L-N8$2rH L AND LX REPRERZENT pHECEOING MONTH
ITEMPIL XwNSTA
THPIRA (IR, ITHP, ITEMR)
Gn 7O 16480
L REPRESENTS HEN
S CURRENT MONTH
Gn TO 1630
LX AND NOT | REpe
THP=RA(LY,LX,L) b REPAESENTS cURRENT MONTH
IF (THR+TENP LT ,.=2,0) G Tn 1890
THRAS (1, oTEMPXTEMP) 2 (], e TrRPaTHP))
IF(TMPALLT.O,) THPARD,
THPASTHMBANR,
THMPBSTMPRTENP+THPA
IF(THPR LT RHAX)RMAXATHPR
THPBZTMPReTMPATHPA
IFITMRB.GTRIINIRNINSTNEB
CONTINUE

AVERAGE SMALLEST MAY AND LARGEST MIN CONSISTENT VALUE

RACT, K, LIS(RMAX+RUIN) » 8
IF(LLLELNSTAYRACT,L,KIBRACT,K,L)
CNNTINUE

CONTINYE

CONTINUE

6a Tno 2349

NCAzQ
FaC=y,

NEASNCASY
IFINCA,LT.NSTA®12) 50 T¢ 1750
ARITE(6,1840)

80 TO0 {50

NCB=O

NC=0

IuRe=g

b 1830 131,12

IPe2Tey
IF(IP.LT.1)Ip=12

Ky Lo AND LX SEARCK ALL RELATED TRIUS OF COKRREL CCEFS

01 1820 K31,NSTA
ITHPzK e}
Lo 1810 LSITHMP,NSTAX
IF (L E«NSTAX)IGO YO 1810
LASL~NSTA
RIZRACTIK,L)
ITes+¢
On 1800 LX=ITP,NSTAY
ITEMPIL XwNSTA
R2=AA(I,K,LY)
IF (L LEGNSTAYRI=RA(I,L LX)
BOTH L AND LX REPFESENT PRECEDING MONTH
1 (i « 5T NSTAYRISRALIP LA, ITENR)

RAT3E LNWEST CCEFFICIENT IF INCONSISTENT

AC1=(1,=Q1wRE{) 25,5

ACZs (), =R2%xR2) w2 5§
AC2=() ,=23aR3) 20,5 )
IF(R1,6T,R2) GC 10 1770
IFtRL.GT,R3) GO TN 1780
AMINZR2*RI=ACA2ACINFAL
IF(AMIN LT, =1.) FMINZe{,
IF(RY ,GE ,RMIN) GO TN 18060
IunC=y

RALT,K,L)YSANIN

IF (L eLENITA) RACIsLsKIZAMIN
Go 10 1860

IF(2,6T R3) GO TO 1780
RHINSR{*R3eAC 1 «ACIeFAC
IF(RMINLLY,"1a) FHINSel,
IF(R2,GE AHIN) GO TO ta06¢
INDC=S

EYHIBIT 6 s{2w

L0 IR B N TN JNE TN N NEE 2N B 2N T )

1772
1773
1774
1775
1778
1777
1778
1779
1780
1783
1782
1783
1734
1785
1788
1737
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797
1798
1799
1660
1804
1802
1803
1304
1805
1806
1807
1808
1309
1810
1414
1812
1813
1814
1815
1816
1817
1a1a
1819
1820
1821
1522
1823
1R24
1625
15826
1837
1828
1329
1330
1834
1832
1333
1634
1315
1838
1337
1433
1339
1229
1841}
1842
1843



1748

179¢
1309
1810

1820
1383¢

1840

1850

AACT, K, LXI3TNIN

IF (LY LE«NSTA) RA(I,LA,KISRMIN
Gn To 1800
RMINSR{4Q2=AC1aALR*F AL
I‘[QHXNQLT.-!'I) RHIN=-1.
IF(RIGE RHIN) GO TO 14860
INDERY

1F (L.GT.NSTA) 60 TO 179¢
RA(T,L,LX)=RMIN

IF (LYXJLEWNSTA) RALI,L¥X,LISRMIN
G0 TH 1800

RA(TP,LA,ITEMP)=RMIN
RACIP,ITEMP,LAYSRHU]IN

CONTINUE

LorTINUE

CANTINUE

CONTINUE

MCINCeS

IF(MC,LE N3TA=12) 60 TQ {850
WRITE(6,1840)

FARMAT(32H CQRRELATION MATEIX INCONSISTENT)
59 10 1S4

IF(INDCLENLY) G0 TO 17560

1844
1845
{1846
1887
18448
1849
18%0
18514
1852
1853
1854
185%
1856
1857
18538
1859
1860
1861
{862
1863
1864
186¢%
{846

CK % % % % % = TESY FOR OVER=ALL CONSISTYENCY » % % % % & » & % % & % & & [887 ~

e
c

1360

137¢

1848¢
139¢

19n0¢
191¢

132¢
1936

191¢

198¢
19AC
1976
198¢

199C

anng

ITEMP=Q 1868
6o Tn 18790 1849
ITEMp=Y 1870
WHEN ITEMPS{, CURFENT MONTH USED FOR ALY INDEPENCENT 8TAS 1871
DTHERWISE, PREC MTHW USED FOR CURRENT AND SUBSEQUENT STA8 1872
HINDPENSTA 1873
HYARININDP+Y 1874
D 24%0 121,12 1875
Ipzley 1876
IF(IP,.LT, . 1)IPS12 1877
CONSTRUCT CUMPLETE CNRREL MATRIX FOR EACH MONTH AND STA 1878
Dn 2150 K=1,18TA 187§
L IS5 ROW NUMGEQR, J 18 COLUMN NUMBER 18090
00 2020 L=1,NSTA 1884
L¥={ +NSTA 1882
00 1920 J={,N3TA {883
J¥=JeNSTA 1884
IF{L=K) 1880,1820,1960 {88s
IF (1=X) 1890,1910,1900 1884
ReL,JY = DALEL(RACT,L,d)) 1387000
LTMR (LY=L 1384
JreP(d)=g {8AR9
Gn 10 1970 1890
IF(ITEMRY 1910,1910,1830 1691
BeL,d) = DALE(RACI,L,JX)) 1892000
LTEB(L)SL 1893
JTre(J)zgx th94
a0 tn 1970 1898
1F(J=X) 1930,1940,1950 1896
AfL:Jd) 3 DBLECRALILJI,LXY) 1487000
LTrp{L)=] 1898
JTER(JYSLX 1865
Gn T0 1970 1900
RelL,J) 8 DBLE(RACIP,L,J)) isntnog
LeMpLI=LY ’ {18¢2
JTMp(3)agx 1603
Gn TN 1970 1904
IF(TTEMPY 1940,1940,1930 1808
IF(TTEHP) 1%920,1920,188n 1506
RLJ,LIBR{L,J) 1907
CANTINYE 1908
LTrrP(LYsK 1809
SPECTAL SUBSCRIFT FOR DEPENDENT VARIADLE 191¢
IF (Lex) 199n,201¢,2000 19914
RIL,NSTAAY 3 DRLE(RA{I,%,L)) 1912000
JIHP(NSTAAY=L 1913
Gp T 2020 1944
IF (ITEMP,GT,.Q0) GO YO 139¢ 1515
EYHIBIT 5

ni{3n



¢

EYHIRIT & wiqw

201C RCL,NBTAAY 2 DBLELRA(I,x,LY))
JTHS (NSTAAYSL X
233C ConTINUE

HATRIX CONSI3TZINT IF CORREL DDES NOT EXCEEN §,0

zzazs
2030 ¢ CROUT(R)

FIZIZIZIz==S

IF(DTRIC,LEWLe) GO TO 2130
WRITE(/,2040) N,I,K;DTRHEG

2040 FNRMAT (/36H IVCUNSISTELT cnnﬂrL MATRIX ADJUSTED,314,F12,3)
WITHORAW §928-193}

FAGSFAC», 2
IF(FACLGT.=e1)G0 TO 1750
NCR=2Y
NaN+1
IF{N,RTL10) G0 70 S0
Sum=o0,
bn 2099 L=t,nINDpP
DR 2070 L X=1,NVAR
IF(L.EneLX) GO Tn 207¢C
TMRE=R (L ,LX)
UM UMETHPP

207C CNNTINUE

208¢ CONTINUE
TEMPENINDP#NINDP
SUMEZUM/TEMR
TEMPIDTRMCwY,
IF(TEMP 6T ,,1) TEHPS,!
THMP=],eTEMP
B0 2120 L=1,NINDP
I7rpsy sy
D0 210 LX=2ITP,;NVAR

REL,LX) = DBLE(TMPRATHP + SUMRTEMP)

IF(LRJLEJNINDR) RILY,LIZREL LYY
LTRPaLTHR L)
JrezgTHR(LY)
IF(LTP.LELNSTA) G0 TO 2100
IF(TTP . LESNSTA) GO TO 2090
LTFaLTReN3TA
JYRZJTRwN3TA
RA(IRP,LTA,JTPY2R(L,LX)
RA(IP,JITP,LTPY=R{L,LY)
GA TN 2110

209¢ ltvpz=iTR
LTP=gTR
Jrp=ITHR

2100 RALT,LTP,ITPYISR(L,LY)

IFCITP LELNSTA) kA(l, TP, LTP) RCL,LX)

fl1e CUNTIVUE
2123C CNRNTINYE
. 3N TN 2030
213C IFIDTHRUC.BE.0.,) (T TO 2140
WRITE(S,7N0)I,K,DTR1C
DYrmuc=g,
214C IF{MCB,G5T,0) GO T0 1740
215€C COANTINYE
216C CANTINYE
IF (ITEMR,.ER,0) 6O TN $8s0C
IF(ITRNS ER.2) GO0 TO 3ico
217C WRITE(5,10)
* % x* o & @ PRINT CURRELATION MATRIX
Dn 2260 158,12
IFCITAHNA ,LE.N) WRITE(6,21803M0(2)

2180 FnRmaAT t//39H RAN CORRELATINN COESFICIENTS FOR HABNTH,I3)

IF(TTRH8.6T.0) WRITE(4,2190) Ho(lI)
219C FNRMAT (//40W CONSISTENT CORRELATION MATRIX FOR MANTH,I3)

WRITE(5,2200) {ISTA(K), K21 NETA)
2200 FORMAT (/3X,3HSTA,1817)
KRITE(5,2210)

2210 FORHAT(20X,19H WITH CURRENT MONTH)

1916000
1917
1318
1919
192¢
19214
{922
{923
1924
1925
1826
1327000

15932
1933
1934
1935
1934
1927
1938
1939
1940
§1941%
1942
1943
{944
1945
1948
1947
1948
1944
1950
1951
1952
1953900
1954
1955
1956
1357
1758
1959
1960
1961
1862
1963
1964
1965
1546
1967
1948
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1929

XA ow ¥ TR XA a7 o2 oA ox 19AY

1982
1923
1983000
1985
1586000
1987
1583000
19149
1950



2220
22%0

22at

225¢
226¢

227¢
22R¢C

22%¢
23n¢

RN 2220 Kay,na74
JRITE(6,2230) Iayaexy, (aall, K LYsLE1,NSTA)
Frzmudr (1%, 15,18r7,3)
IRITE(K, 2240
FORMAT (202, 36K WITH PHECEDING MONTH AT ABOVE STATION)
ITP=NGTAS)
Do 2250 k=1,ns74
“UTTE(6,2230)15T4(K), (RA(1,K,L),LEITP,NSTAX)
CanTINGE
IF(TANAL ,LE,0) Bn to Jine
IF(ITANS,LE.O) G0 TO 16%n
IFLIPCHS . LEL0Y G TO 2470

PUMCH ESIENTIAL ELEMENTS OF MATRIX
bn 2300 key,nsra
IF IK,ER,1) 50 T0 228¢C
TTREK=]
0N 9270 L:l,ITP
NRITELT 70 I5TACK) 4 ISTACLY, CRA(T KoL) 2 E23,12)
N 2290 L2K3TAA,LSTAX
ITFYPS wNSTA
NEITELT,70) TSTA(X),I8TA(ITERPY, (RACT,K,b),124,12)
CHRYINUE
61 Tn 2850

1994
1992
1983000
1994
1995000
1995
1997
19928
1989
2000
2001
2002
2003
2004
2008
2006
2007
2008
2009
2G1o
20118
2012,
2013

CL % % » x # % RECANSTITUTE MISIING DATA % % # ® 2 ¥ * % % % * * % * % % 2044

2319

eiz¢

233¢

234g

235¢

236¢

IFCTANALL,LE.0) G0 TO 3ieg
iF (IRCONLLE,O0) 50 TO 2610
HVARENSTASL i
fay
Dn 2500 J=i,nYRS
Bn 2990 rug,12
Ty=Tat
IF(IX.LT, 1)Ty=my2
MuMey
Dn 2580 K=y1,n8TA
IF(OCH,K)NE,T) 60 TO 2530

FGRi CORRELATICN MATRIY FOR EACH MISSING PLow
NINDP3O
0N 2360 L3{,NS8TA
LYSILeNSTA
IF(Q{M,LY.NE,T) 60 TO 2120
IF(O(Mal, L) ,ER,T) GO TO 2390
NYNDPSHINDP+]
IYENPSNTADP
X{MNINDPYSQ(M=i,L)
R{NTNDP,NYAR) = DBLE(RA(I,x,LX))
Gn T 2330
NTROPISNINDP#
ITEMPZMNINDP
X{ANINRPY2OLH, L)
ATRIMOPAAVAR) = DRLE(RAC(I,K,L))
RILIMDP,NINDP)Y =2 §,0D0
IFfLEQN8TAY GN T 2390
1TP= 44
Pt 2380 LA=I7P,NSTA
JY¥ZI ASNSTA
IF{N(¥,LYER,T) 60 TO 2350
IF (DM, 1LA) ,EQ,T) 60 TO 2340
ITEMPRITENMP®
RrINDP,ITEMP) 3 DBLE(RA(I,L,LAY)
G0 TN 2370
IF(n(M=1,LA) Eq,T) 60 TC 2380
ITENPRITENPSY
RIMTHDP, ITEMP) 3 DRLELRA(I,L,J%))
Gn to 2370
IF(a(H,LA),Eq,T) GO TC 2160
ITEMPRITEMD Y
RENINDP,ITENP) 3 DRLE(RA(I,LA,LX))
6n vo 2370
IF(n(Mal LAY EG.TY 6D TC 2380
ITENRZITEMP+Y
RENINDPLITEMR) 3 DBLE(RA(IY,L,LA))

ADD SYMMETRICAL ELEMENTS

sf{Sn»

2015
2048
2017
2018
2019
2020
20218
2022
2023
2024
2023
2026
anar
2028
2029
2030
20314
2032
2032
2034
2025000
2036
2037
2038
2039
2040000
20431000
2042
2083
2044
204%
at4de
2017
2048
2049000
20%0
2081
2052
2053000
2054
20%5%
2056
2057000
2088
208%
2060
2061000
2082

EXYNIBIT 6



237¢
2380
azsac

2440¢

24i¢
c

2420

243¢

2440

[y Mol

2480

246¢C
247¢
2488

219¢
2500

REITEMP,NINDRISR{NINDP, ITEMP)
CRANTINUE

CANTINUE

IF(NINDP,G6T7,0) GO TO 2400
NINDPERY

X(1)=Q,

Re1,1) = 1,0p0

LYsK+NSTA

B{1sNVARY = DBLE(RA(CI,XK,LX))
ITEMPNINDF+1

On 2410 L=1,MINDP
REL,ITEMPYSR(L,NVAR)
IxSEZanEss

CALL CROUT (®)

ITEMPRNINDE+Y

TEMP=Y,

Inne=0

0n 2440 L=t,NINDP
THR2DABI(R{L,ITEMP))
IF(TMP GT.TEMP) G0 TQ 2430
TEMP=TMPR

Iresy

IF(R(L,ITEMPY JLE 0, JAND HIL) ,BT,(n1,5)ANDB(L),LT,0,5) GC TO 2449
IF(R(L,ITEMP) oGE 0, o AND (B IL) (6T, (m0,5),AN0,5(L) eL.To1,3) 60 TO 244¢

INDL=Y
CANT INUE

IF(TNDCL.6T,0) GO TQ 2450

IFIDTRHC LE,. L. AND DTRUC ,GE 0,) GO YO 2510

IF MATRIX INCONSISTENT, OMIT VARIABLE WITH LEAST
CORRELATION

ITHRSNINDP=Y

IF(ITP 6T.ITHP) GO T 2480

DO 2470 LSITR,ITHP

DN 2460 LA=), ITEMP

RCLLAYSRIL+*1sLA)

XELYISY(L+Y)

DN 2500 L=1,1TMP

DO 2490 LASIYP,NINDP

REL,ULAYSR(L,LAYL)

CONTINUE

NTINDRITTHP

60 T0 2420
ApDD RANDOM COMPONENT TO PRESERVE VARIANCE

fEMR30,

20 2920 L=S1s6

TEMR=TEMP+AINGEN (IXX)

TEMIZTEMPwRANGEN{IXX)
: . COMBUTE FLOMW
ALZ(] ,DTINCI AR, 5
TEMPRTEMPRAL
Bn 2530 | 3t1,4InDP
TEMIRTEMP*R (L ) aX (L)
DN, KY=TEMP
BR (M, K)=2E
TEIR(N,X)
ADD NEW VALUE TG SUnMS NF SGUARES AND CRNS3S PRODUCTS
N 2560 LIL,NSTAX
IF(L.EQKY GO TN 2560

SUBSCRIPTS EXCEEDING NSTA RELATE 7O PRECEDING MUMH
LY. =NSTA
IF(LY.LTLl) THPSQ(M,L)
IF(LYLGT,0) TMPEGHe=],LY)
IF (TMP,ER,T) GO YD 256¢

COUNT AND USE CNLY RECORDED PAIRS
NEARCI K, LISHCAB(T,)K,L) !
SUMALT,KpL)=SUMA(TI,KsL)+TP
SUMB (I, K,LI=SSUMB(I,K,L)*THF
SAA (T,K,LISSRA (T,K,L)+TPeTP
SAR (1,K,LY=300G (I,K,L)}+TNPaTHp
XPARLT,K,L)=xPAB(I,X,L)+TPeTNP
IF(L.6T.N3TAY 50 TO 254¢C

EXHIBIT A wibe

2063
2064
2065
2066
2067
2048
2069000
2070
2071000
ae?a
2073
2074
2073
2074
2077
2078
2079
2080
2081
20482
2033
2084
2033
2036
2087
2038
2089
2090
2091
2082
2093
2094
2083
2096
2097
2098
2099
210¢
2§91
2102
2103
2104
2105
2106
2107
2108
2109
2110
2111
etia
2113
2114
2185
2116
2117
2118
2119
2120
212d
2122
2123
2124
2125
2126
2127
2123
2129
2130
2131
2132
2133
2134



NCARCY,L,Ry=ntAB(T,%,L) 2135

SUMALT,L,KIZSUNBLI,X,L) 2136
SUMRLIT,L,KY=aUMA(T,K,L) 21317
304 (T,L,K)y=s07 (T,K,L) 2133
SAR {I,L,Kyss084 (I,X,L) 2139
XPARLT,L,KY=XPAR(],X,L) 2140
c RECNMPUTE CORRELATINN COEFFICIENTS TO INCLUDE NEW DATA 2141
2580 IF(NCAB(Y,kyL) LEW2) 60 TD 2560 2142
TEXPENCAB (T KsL) 2143
TMPZ(SDALL,K,L)=SUMACT, K, LIS tMA(T K, L) /TEMP)#(8QB(I,K,L)=5UNA 2148
107,K,L)»qUMB(T,K,L)/TEHF) 2148
c ELIMINATE PAIRS WITH ZERD VARIANCE PRODUCT 2146
IF(TMP ,LELD.) &0 TO 2560 2147
THRDN=g, 2148
THPASYPAB(T)KoL)m3UMACT,K,L)48UMB LI, K)L)/TENP 2149
I RETAIN ALGEBRAIC SIgN 2450
IF(THPALTO,) THp == TNERS 21581
TMEASTHRATMPA/TNMD 2152
RACT,K,LYSTHRPBaTHP AR ,S 2153
Itpsal 2154
La=y 2155
IF(LLLELNBYA) GN TO 285¢ 2156
ITRal=y 2187 .
IF(ITP.LT,1) 1TP=t2 21548
LA=Ly 2159
2550 IF(SD(I,K) LTeal0N,OR,SDITTP,LA),LT,,0008) RA(I,K,L)=0, 2160
IF(L,GT.H8TAY GN TO 2560 2164
-‘iA(TnLnK):RAL'IIKJL) 2162
2560 CONTINUE , 2163
TTHPENYREw {241 2164
IF(#, GELITMRY GO TO 288¢ 2165
TEMP=R(M,K) 2166
DN P2S70 L=1,N3TA 2167
TMERG (M+1sL) 2168
IF{TME EG.T) G0 T0 257¢ 2169
LYSX+NST4 217¢
I1TPxTey P17
IF(ITP BT, 12) 1ITR=t 2172
HEASCTTR, L, LYY ENCABCITE,L,LY) 4 2173
SUMACTITR, L LX) SSUNALITR, L, LX) +THP 2174
BUMALITP,, L, LY)=3UMBLITP, Lol X)*TP 2175
SOA (ITP,L,LX)=830CA (ITP,L LX)+ TMPATMP 2176
$nD (ITP,L,Lx)=803 (ITR,L LX)*TPRYP 2177
APARCITR,L,LY)ISXPABLITP,L LX)+TPATNP 2178
IF(HCABCYITR,LsLY) L LE,2) GO Tn 2570 2179
TENPENCARLITR, L, LX) 2180
TP (SALTTP, L, LX) =SUMALTTR,L LX) 2SUMACTITR,L,LX)/TENP) 2183
LSRR LTTP, L LX) =SUMBLITP, Lol X)XSUMB(ITP,LrLXI/TEMD) 2182
IF(TMP,LELO4) GO TG 2570 2143
Tresst, 2184
THPASYPAR(ITR,L LX) =SUHALITA, L, LX) 2SUMB{ITP,L,LX)/TENP 2145
IF(THPALLY,0,) THPRZWTHFE 2186
TMPAZTABARTMPA/ THP 2137
RACITP,L,LY)=THPBaTHP AR, S 2188
IFESD(TsK) oL Teal0CL OR.EDITTPILY oL Too0001) RACITR,L,L%)50, 2189
2570 CONTINUE 2150
2S8C CONTINUE 21914
259¢ COANTINUE 2182
2193

260C CANTINUE
z61¢ IF(TANAL,LE.0) 50 TO 3100 2194
CHM 4 2 «+ » 2 » CONVERT 5TANDARD REVIATES 7D FLOuS o 4 % % RN ® g w & 2198

IF(uPa53,LE.1) GU TO 263¢C 21398

TTMEpPSNYRIaipe] 2187

an 2620 ITMP=i,l00 2198
IF(LBYAR EQNGTAPY 60 TC 263¢ 2189
READLIQTAR) 2260

P62C LATARSLQTARYY 22048
2630 WRITE(6,10) 2202
WRITE (6,26480) 2243

2640 FORMAT(33IN RECCRDED AND RECONITITUTED FLUWS) 2204
1E(NPASS,BT,.1) WRITE(K,265C) IPASS g:gz

J

3630 FNEMAT(SH PASS,13)

=17 EYHIBIT &



EEET

267¢

26°¢
269¢C

27a¢

271¢
2720

273¢
Z74¢
arse
276¢

2768

CN ® ® * % ARECOUPITE HEAN AND STANDARD DEVIATION

2776

2rae
275¢C

ANYRE3NYRS
DR 2310 K=1,13TA
IF(KeGToNITX) WRITE(H,266C) (MOC1),138,12)

FARMAT (2114 STA YEAG,1218,8%,5KTATALY
M=y

N 2760 Jsi,1YR8

Irezo

0n 2720 1%1,12

REI2

TEHRIO (M, K]
THE=SKEW(1,K)

IP(THP NE, 0,4} TEMPS((THRA(TFMPaTMP/6,)/60%1a) 803 =1,)x3,/THP
IF(ARN, ) L YELEY B0 10 2490
IFCTEMPLGT 2. 4AND,SD(1,K),07,,3) TEWP22, % (TENP=2,)%,3/80(L,K)
IF(THP LT, =a000L UR,THP 5T7,,0001) THPE(=2,)/THP
IF{SKEW({T X)) E&T0,2690,2640

IF(TEMP,6T,T1P) TEMRsTHP

50 T0 2A90

IF(TEMP LT, T1P) TEMP=THP

THPITEMPASO LT pK)$AY(T,KY

QM KIBI0 22 THP <G (] ,K)
I?(Q(HIK)'LrnoC’ANDQGyIA(I'K)IGEUOSJ Q(NoK)ﬂc.
NM{T)RNR (M, K)

ITmPaNglIM (K, 19ASS)

IFLITMPLLE,C) GO YO 2710

TEMRPZO,

0n 2700 L31,I1THP

LYSIST(K,L,IrASS)

TEMPITEMRS (1, LX)

IF(I{M,KY,GT,TENP) GO TC 2710

SM(1)aADJ

IFLNRA(MKY  NELEY BO TC 2710

gM(T)3ADYL

GEMKISTEMR

I01I=Q(MsKYI+aD

ITPSTITP4IACI)

IYFRIYRASY

IF(R,LELNATYY 50 T3 2780

IF(IPCHB,LE,0)GN YO 2740

ARTTE(T7,2730) ISTA(K),IYR,{INCI),131,12)
FRauaT(214,1218)
HATTE(6,27SOYISTALK) ,IYS, (1RCT),6M01),121,12) ,17P
F““HATfIXaIaxfﬁtIE'A1011(I715131110]

CONTINUE

IF(NPAZE LE.1) 6N TO 2765
NAITELIRTAP)Y IS TALK) ) (B{H,K),n3],ITMPP)
NQTAPSNATAPSY

IF{IRCON LEL0) G0 TO 2810

DR 2770 1=1.%12
Av(T,X)=0,

SHFN{T,X)1=0,

ID({1,X)=20,

Hat

31 2790 J21,MYR3

Do 2780 1=1,12

HERES
TEMPSALOG(R(M,X)+DQCI,K))%,834294%
AV (T,KISAVLI,K)+TEHP
SUEW(Y,,K)S3KEW (T, K)+TENP =23
GN(Y,K)S5D(I,K)*TEXPaTENP
CANTINUE

o 2800 124,12

TruozAV(I.K)

THPARSDC(T,K)
?Npg(SD(I,K)-TEHPQTENF/ANVQS)/(ANYRs.z3)
IFLTHP ,LT.0.) THPEO,
AVIT,X)STEMP/ANYRS
SD(I,K)STHP*a,5
THMPRIKEWLTD,K)

SKER(I,X)=0,
I7(30(1,K).LE..0005) GO 10 2300

EYHIBIT & .13e

LR SR R IR 2N I R R R

2207
2204
2209
2210600
221t
2212
2213
2214
2215
226
2217
2218
aag9
2220

2222
22213
2224
222%
2226
2227
22243
2223

ea32
2233

2235
2236
2237
2233
2239
2240
2243
2242
2243
2244
224%
2246
2247
2248
2249
2250
225¢Cm}
ReS|
2282
22%3
2254
eass
2256
2297
22938
2258
2260
2261
2252
2263
2264
2263
2266
2267
22638
2263
22710
2214
g272
2273
2274
2273
2276
e277



”
]

T30

c

»

SKEW[T,KIG(ANYRSwa2aTMPud 4 ANYRS2TEMPATHPASR 2 TEAPA#3)
1/ ¢ENYRI®LANY NS  InfANYRGPP )2 SNCIsK)und)

280¢ CnrrINUE
281C CONTINUE
LOTARSNATAPR
iTRNS=Y
IF¢IRPCON,LE,0) GO TN 29190
IF(NCETY.BT.0) R YO 1290

PRIMNT ADJUSTED FHEAUENCY STATISTVICS

282¢ WRITE(6,10)
“RITE(6,2830)

2830 FORMAT (/30H ADJUSTED FREGUENCY STATISTICE)

WBITE (6,890) (MO(I),I=1,12)
NN 2540 KENBTYX,NSTA

HOITE (6,1010) ISTALKY,;(AV(I,K),I=1,123)

ARITE (6,1020) (SD{1,K}, 151,12}

URITE €6,1030) (SKE®(I,%),131912)

WRTITE (6,1040) (DOR(I»K)s1=1,12)
264¢ CNANTIMUE ‘

PHINT GUNSISTENT CORRELATINN MATRIX

I7RMS=Y
o To 21790
3RS0 TF (IPCHS5.LE.0) 60 TO Z2a7r¢e
PUNGH FPREGUENCY 8TATISTICS
N 2340 KEMSTAX,NSTA
WRTTELT,80)I8TAa(K), (AV(T,K),131,12)
WRITE (7,803 ISTALKY, (SC(1,K),1=4,12)

WRITE(T,80)I5TA(K), (SKER(I,K),I=1,12)

HRITELT s SUYTSTALKI (DG (I,K)»151,12)
2860 OONTINUE
COMPUTE COMBINATIUN FLONWS

28T IF(NCAMB LELDY GO TO 291¢
ITHPSI2aNYRS+1
DN 2900 pu2,ITHP
D11 2880 KX=1,HLOMR
K=K ¥+NSTA
ITP=NSTACCKY, IPASS)
LM ,KI=0,
Dn 2880 L=1,7TP
ITEMPEKSTAC(¥Y,L,IPASS)

2880 QIM,K)SOM,K)+a (i, ITEXP)RCSTAC(XX, L, IPASS)

2894 COANTINUE
29CC CNANTINUE

291¢ u=0
ITRNSSY .
IE(HXRCS,LELO) GO TO 293¢
ITMPSNYARS

agze IFCTTMPLE,O) GO TO 26§3¢
Noinel
X JSHYRECS
ITvpsITHReMYXLCS
iFLITHP GE,0) GO TO 373¢
ITHPaMXRECS+ITMF
NISTTMP
Irup=0
Ggn TN 3730

293¢ TF{IGNRL ME,21G0 10 302¢€

2213
2219
2280
2281
2282
2283
2294
2285
2286
2287
2288
2289
2290
2291
2292
2293
2294
2295
2296
2297
2298
2299
2300
2301
2302
2303
2304
2305
2306
2307
2308
2309
2310
2311
2312
2313
2314

2316
2317

2320
2321
23a2

£0 % 2 # % = % MAX AND HIN RECCNSTITUTED FLOWS # % # # & & ¢ ® * & & % =« 2323

2324
2325
2326
2327
2328
2229
2330
2331
2332
2333
2334
2335
2336
2337

e % & % # % COMPUTE GENERALIZED STATISTICS: # % 2 # & & » ® & 2 &+ » 2338

ARITE(6,130)
N 3000 K=L,NSTA

AVERAGE CORRELATICN COEFFICIENT

00 29%0 L=1,x

LYSL4NSTA

RAV{K'L):O.

on 29460 133,12

THRZRACI,%,L)

IE (L GEKITHEZRA(Y, K,L %Y
2940 RAVIK,LYSRAV(K,L)Y+THP

RAVIK,LYaRAV(K,L)/12,

»{Gm

2333
2340
234y
2342
2343
2344
2345
23436
2347
2348
2349

EYHIBIT &



2%5¢

2086¢C

c
2970

c

298¢

299¢

30C¢

301C wPITE(6,120) ISTALK) JAVMY{K) ;AVMNIK]I »SOAVIK) s HOCITR) , MO (ITHF)
% & & % APPLY GENERALIZED STATISTICS® # 2 % % 2 % % % 2 & % % % %

30ac¢

303¢

304¢

NRTTEL6,70) ISTACK) JISTACL) JRAV(K,L)
CANTINUE
AVERAGE LOBS3 FOR WET AND DORY 3JEASONS
AvEY IR)SAV(ILsK) #AV(12,4) %AV IL,K)
THY {K) =]
AVMN EK)BAVMY (K)
IMNEK )=y
THRPIAV(IZ,K) +AV(1,K)+Ay(2,X)
IF(AVRX(K) GF.THPIGN TO 2960
AYMY (K)2TME
IMY(K)=R2
Gn rp 2970
AyMN(KYRTHP
Iun(K) =2
AND AVERAGE STANDARD DEVIATION
SDAV(K)=SD(1,K)+8N(2,K)
Dn 2999 123,12
SNAV(K)=SDAV(K)+8D(I,K)
TMRZAV (T=2,K)+AV (Ta,K)sAV(1,K)
TFLAVYMY(K) GE,TMRIGO TQ 2980
AuNY (K)RTMP
IMX(K)s?
IF(AVMNIK) JLESTMPIGO TO 2990
AVMN (K )=THMP
INN(K)aY
CONTINYE
AVMRE (K)=ZAYMY (K) /3,
AVMN(K)SAVHNIK)/3,
SNAV(KI=3DAVIKY /L2,
CONTINUE
HRITE (6, 140)
nn 3010 X31,48TA
ITRPaIMYX(K)
ITERZTHN(K)

IFCIGNRL LEL.NIGE TO 3100
DN 3080 x=1;NSTA

RYSK+NZTA
INTERMEDIATE MOANTHS
NMYMNEIMN (K} «IMX(K) a3
IF(NMYMN LT DINMYMNENMYNNSL2
NMEMEISHhaNMYMYy
Dn 30493 1=1,12
STANDARD DEVIATION UNIFGRM, 8SKEW ZERD
3KEW(I,K)=0,
DaCT,K)=20,
SN(1,X3=30AV(K)
Bn 3030 L={,NSTA

ZERQ CNRNELATICN WITH OTHER STATIONS AND PRECEDING MONTH

LYSL$NSTA
R&fY,K,Lyx)=20,
IF(L.GE.KIGO Tg 3030

UNIFORM SERIAL CORREL INTERMEDIATE MOMTHS AND [MTER=3TA

RA(T,K,LY=RAy(KsL)
RA(T,L,KIZRA(T,K,L)
CONTINUE

RACY K ,KXISRAV(K,K)
RA(I,K,K)=},
CONTINUE

TMPERAV{KsK) #al5
TEMPSTHR=,3
IF(THP 6T, ,53)THPR,98
IF(TEMP,LT ,0)TEMPZ0,
ITPEIMY(K)

AV(ITR ,KISAVHX(K)=,1
RA(ITP 4K, KX)Y=TENP
ITESIMY(K) =8
IF(ITP.LTL.1)1ITPSY2
AVETTR,XKIZAVMX(K)¢, 2
RACTTR,K,KX)=TEMP

EYHIBIT § =20

MEAM AND SERTAL CORREL, WET AND DRY SEAQZONS

23%¢
2354
2382
2333
2354
2333
2356
a3isy
A353
2339
2360
2issi
2382
2363
2364
2348
2366
2387
2368
2359
2370
a3n
2372
2373
2374
2378
23746
2377
2378
2379
2330
233}
2332
2333
2384
2385
2338
23ar
2338
2343
2330
2391
2392
2333
2394
2398
2395
2397
2338
2339
2400
2401
2402
2403
2404
240S
2406
2407
2408
2409
2410
2414
2412
2413
2414
24153
2416
2317
2413
2419
2420
242y



3450
3060

1374
308¢
399¢

210¢ IF(NYRG.LE,0,AND, NPROJ,LE,0,AND,NPA3S LELL) GO TN 150

ITR=IHY (K) =2
IF(TTP LT 1YITR=ITP+L2
AVETTR,KYSAVHY (K)w,1
RA(ITP, K, k() =TEMP
ITP=IMN(K)
AVTITP,KISAVNN(K)
RACITP,K,KY)YaTHP
ITPIIMN(K )=t
IFLrTP . LTLY) 1TR=L2
AVIITP,K)SAVIN(K)
RACTTP,K,KX)=THP
17P=2IMN{K)m2
IF(ITP  LT1)ITPRITP+L2
AVITTP,X)2AVMN(K)
RA(ITR,K,Kx)=zTHpR
MEANS FOR MOMNTHS FOLLOWING WET SEASQON
IF(NNYMN,LTL LGN TO 3060
Ite=yMylx)
TEMDENMXMNSL
TEMP= (AVMY (K)yu  taAVYMN(KY)/TENP
00 3050 IXs1,NHMXMN
THpP2TY
IsIMx(K)+1Ix
IF(1,6T.12)T=1n12
AY(Y,KISAVIITR,K)eTEMP4THP
MEANS FOR MOMTHS FOLLOWING DRY SEASQON
IF(NMNMY ,LT.1)60 TO 3090
ITP=INN(K)
TEHPSNMNMY L
TEMPm (AVMY (K)w lmAYMN(K))/TEMP
DD 3070 I¥=1,MMNMX
TMP2IYX
I=IMNEK)#IX
IF(1,6T.12)IxI=12
AVIT,KISAV(ITR,K)+TEMP2THP
CONTYINUYE
InNQLso
I2CONEQ
GN TO 1730

2422
2423
2424
2a2s
2426
2427
2428
26429
2430
2431
2432
2433
2434
2435
2436
24037
2438
2439
2640
2448
2442
2443
2444
24845
2448
2447
2448
2449
245¢
2451
24352
2493
2454
2488
2456
2487
2458
2459
2460
2461 =

CP % % % % %2 % FLOW GENERATION EQUATIONS # % & # % % # n & o & & & % % 2 2482

3110

¢
312¢

3130
3g4¢

2180

316¢C

NINDP=NETA
NYAR2NGTASY
DN 3200 121,12
Ip=t-l
IF (12, LT.1) IP=12
DN 3190 K=1,M8TA
NN 3180 L33,48TA

CORRELATIONS IN CURRENT MONTH
IF (LeGE.X) 50 TO 3120
AEL,HVAR) = DELE(RALI,K,L))
NN 3110 LA=L,NSTA
LYSLA+NETA
IF (LA LTK) R{L,LAY = DBLE(RA(I,L,LA))
IF (LA GELK) R(L,LAY 3 DRLECRA(I,L,LX))
RELALLISE(L,LA)
Gn TN 3140

CNRRELATIONS WITK PRECEDING XONTH
LYSL#NSTA
REL,NVAR) = DHLE(RA(I, X,L¥))
D 3130 LA=L,NSTA
RELALAY = DBLE(RA(IP,L,LAY)
TLA,LYSRIL LAY
CANTINUE
Izz=s2z=al
CALL CROUT(R)

I=2=Z===sSH

Np 3{50 L=1,N8TA
AETALT,X,L)=8{L)
1;(nT°MC.LE.1-J 60 T0 3170
WRITE(6,3160)1:K,DTR1C

FORMAT (34H INCONSISTENT CORREL MATRIX FOR Is,I3,4H

adiw

XK3,12,

2863
24613
2465
2466
2467
2468
2469
28470
2474
2472000
2473
2474
2475000
2476000
2477
2478
2479
2480
2431000
24482
2483000
2884
a4as
248%
2487
2488
2439
28499
249}
2492
2493000

EXHIBIT &



318¢
318¢
320¢

174 DTYRHSR;Fa,3)

[7ANSS2

60 T0 1730
317¢ IF(DTRHMC ,BE.0,) GO TO 3iaQ
NRITE(5;7O)!9KpDTR“C

oTRuC=0,

ALCFTITaKIS(L=DTAMC) 14,5

CONTINUE
CANTINUE

C 2 2 % x % & GENERATE FLOWS a2 & % o # % & & % X % % % ¢ 2 ¢ 4 2 9 4

321¢

322¢

323¢

324¢

3a7¢
328¢
32s¢

<
330¢
331¢
332¢

333¢

334g

EXHIB

{F (NPASS,
IF(LsaTaT,

LE,1) S0 T0 3240
ER.nSTATY GO To 3220

RAEAD (18TAT)
LSTATSLSTAT+Y

60 TN 3210
HRITECYSTATINATYY,NITA, (1974¢K) Kt ,N3TA)
ZETATSHSTAT+Y

LSTATENGTAT

D 3230 x=1,N8TA

APTTECTATATY ISTACK) AV (I,%),8N(T)K)»3KEH(I,K)IDRCT,x),
{ (AETACT,K,L), L3, h3Ta),ALCFT(I,X)eIz8,12)
NBTATINSTAT+Y

L3TATaNSTAT

IF(IPA3S,

VEES]
IoAgs=y
r=Q
Haz0

LT.HPA3Y) 50 TR 200

IF (NPROJLLE,Q) 50 YO 3330

CY x % » 2 « » PROJECTED FLCV SERUENCES % % % %2 % % % & &€ 2 & % 2 % # %
225C JARIYRPJeIYRA

NISLYRRJwIYRA

TTMpRSO

ITRIHTHPJwIHNTHe]
IF(ITR,NE,0) GO TO 3260

Ivvp=i2

IF (ITP.LLT.1Y ITP=ITR+iZ2
MAS(JAwi) 12+ ITP+iwITHP

Dn 3290 Kx=1,MSTA

IF (SN(ITP,K)LEN, Q. CRNALER,L) G TQ 328¢
TEYPRALOGLO (A, KYI+DA(ITF,K) )2, 0342945

NPREVIKI=

(TE“PwAV{ITP,K))/SDIITP,K)

IF (SKEW(ITP,K),.EQ,0,) GU TO 3290
TEMPR,548KEW(ITP,K)4QPREVIK)+1,

THB=RY,

IF (TEM®,

GE.0.) GO TOD 3270

[EMPZ(=TEMP)

THPR(=THP)

APHEY (KIS w (THPRTEMP o a (1 ,/3, 0l )/ 8KENCITP )XY +8KEWLITP,K) /6,
&n Tn 3290 :

UAREV(IK)=O,

CONTINUE

JYsS1YRPJel

NaN+i

N = BEJUENCE NCoy M 3 MONTM NO,s JX = YEAR NC.

G 10 3330

START WITH ZERC DEVIATION AT ALL STATIONS

Dn 3320 K=1,K3TA

ARFEYV (XY=

Miz2
J¥ze2

1F (NRASS,
IF(InASS,

0.
BENERATE 2 YEARS FUOR DISCARDING

LE.L) GO TO 34¢0
6T.1) 50 YO 3340

RELIND ISTAT

NOTARZ2Q
IstAp=g

REWIND IQTAP

LTAR=Q

READ(YISTATINGTXX,MSTA, (ISTALK) ,Ka{,N3TA)

NSTYSINSTYXnl
15 (NSTX.LEL,0) GO TO 3380

IT ¢

“22w

2434000
2495
2496
2497
2498
2499
2500
2504
2502
2503
2504
2508
2506
2567
2508
2509
2510
2511
2512
2513
2514
251§
2516
2517
2518
2519
2320
2521
2522
2523
%24
25295
2526
2527
2528
2529
2531
2532
2533
2534
2533
2536
2527
2538
2539
254Q
254
2542
23543
2544
254%
2546
2547
2543
2549
295¢
25%1
2592
2553
25%4
2559
25%6
25%7
25%3
25%9
2560
25484
2562
2563
2544
2568
2556



339¢

ITP=NIA13+

DN 3270 k=1,M8TX

IF(IPASS,.LEL1) GO TN 3340
READ(IATARY) YTEMP, (Q(M,K),H22,1TP)
LATAPSLOTARYY

IFLITENP NEL,ISTA(K)) GU 10 3350

2567
2568
2549
2570
2571
2572

366 KEADCISTAT) Iy CAVCT, K)o 8P (2aK)#SKEW (TR S0U(T,K), (BETACT,k, L) ,LBY 2573

337¢
3380

PaNSYAY,ALCFTLILK)I%8,12)
CNrTINYE

NN X390 K=INSTXX,NSTA
ISTAPSISTAP®)

IF(N,BT.0) NPFEV(KIIQSTAP(ISTAR)

2574
257%
2376
25717
2578

3350 REAN(ISTAT) IPy CAVLT,KY, 8N (T, K) ) SKEW(T X)) DR(I,K) ) (RETALI,X,L),L31 2579

CR * & » w w % GENERATE CORRELATED STANDARD DEYIATE

3403

nie
342¢

343¢

344¢

3a5¢
246G

347¢

3aRq

1as¢

isag
351¢

352c

353¢

Y5406
355¢

LeNSTAY JALCET(T,KYI=1,12)

IF(IPASSLEN.1) JuTHPaJX
NECMRINCOMA(IPASS)
HTRDM=MTNDMCIPASS)
D 3420 K=1,215TA
On 3410 1:1,12
LVG{I'K)=OO
3NV{T.KI=0,
CONTINUE
CRNTINUE
IF(NLLELQY G0 TO 3440
R ITE(L,10)
URITE (6,3430) N
FARMAT (2TH GENERATED FLOWS FOR PERIOD,I3)
IF(NPASS,GT.1) WRITE(#,2680) IPAS3S
nn 3510 JSJAND
Hzieel(Je1del
hr 3500 1=1,12
MaNel
IF(NSTYLE.0) GO TO 3460
B 3450 k=1, N8TX
OPREV (K)sB(H,K)
IF eH_LE _Ma) GO t0 3500
00 3890 KENSTXX,MSTA

RANDOM COMPONENT
TEVP=0,
an 3870 L=146
TENPSTEMPHRNREN {T¥X)
TEMDRTEMPRNAEN{IXX)
TEMPRTEMPRALCFT (I,K)
On 3480 L=1,MSTA
TEMDITEMP+BETA LT, K, L) wgRGAEV(L)
AVG (I, KI=AVG (I, K)STENP
SO0V K)ZSOV(I, KI+TEHPRTENMP
BEM,KYISTEHR
CPREVIKISTEMP
COMNTINYE
CnrTINUE
CasTIMNUE
IF(NPASS, LE.!) 60 TO 35%0
IF(LATAP ,E,NATAR) 60 T 3530
READ (IGTARP)
LQYAF:LOTAP*&
G0 T 3520
ITP=NInie}
ISTAPSYISTAR=NSTAGNSTY
DN 3540 x=N3TXX,M9TA
HOTTECIATARP)Y TSTALK) , (G(N,K),MZ2,ITP)
NITAPSHQTARSY
I3TAPSISTAR+Y
IF (ISTAP.GT KSTAPY GO Y0 160
NITARP(ISTARI=N(ITH,K)
ANLAGSNInIASY
DA 3670 KZNSTAX,NSTA

IF(NJOJXTHR T ,0) WRITE (6,2660) (NOCI)FXS1,12)

2n X860 I=y,12
AYG Y, KIRAYG (Y, XY /7ANLEG

SOVETaRYZ((SDV(T,X)mAVG LT, X ) an2oANLDGI/ANLEE) 04,3

-as-

2580
T 4 e v e e r 2588
2582

2583
2584
2835
2586
2547
2588
2589
2%9¢0
2591
2592000
2593
2594
259%
2594
2597
2598
2599
2600
2601
2602
2503
2604
2505
2606
2607
2608
2609
2610
26414
2612
2613
2614
2645
ebih
2617
€618
26189
2620
26214
262
2623
2624
2625
2626
2627
2628
28629
2630
2634
2632 «
2633 &
2634
2635
2636

EXmYBIT &



3560 CaNTINuE

3340
159¢

3anc
3610

3560
367¢

3adcC
390
370¢
371¢
3r72¢

Jxz gy rme

Dn 3660 JRJALNJ

JYXIAY

MIi2n=ly

IF (JX.,LE.Q) GT 70 3680
I1rvpPag )

Dn 3880 121,12

HaMel

IF tM,.LE.MA) BC TN 3640

TRANSFORM TO LOG PEARSON TYPE III YARIATE (PLOW)

TMP=GKEU(],K)
IF(‘NLOG.GT,IQ. .ANDgsDVtIIK).GT.O.)

QCH.K)=(0(M.K)-Avsct.KJ)/sovcx,x)
IF (T¥P.EB,0,) GO Ta 3s0C¢

TUPS((TMER (A (N, K)aTHP/H,) /6,01, )443 wl,)%2,/THP

TEMP= (=2, ) /SKEN(1,K)
[F(SKEW(I,K)) 3580,3600,35%0
IF(THP GT TEUR) THPRTEMP

50 rQ 3610

IEL(TMR LY, TEMP) TNPaTEMS

5N T0 3610

TNPRA(M,K)

IF (THP 67,24 ,AND,3D0(X,K),67,,3) THRPa2 +(THR®2,)% 3/80(1,K)

THRITMPRSD(I,X)+AV(I,X)
FINIRISI e TMPuDR (], K)
ITMPENSUM(K,IPASS)
IF(YTMPLLELQ) GO TO 363¢
TEMP=Q

00 3620 L=1,ITHP
LY=I85T(K,L,IrA89)
TEHPITEMP4Q (Mol X)
IF(R(MKIalL T, TEMP) O(M,X)BTEMP

IFfD(”.KJnLT.O..AND.DNIR(I'K)aGEoO.) Q(H'K)zc'

INCTI2Q (MK 4,5
ITPETTR+IN(])
CONTINUE

Ine13)are

HRITE (5,100) ISTA(K),J¥,(IR(1),I=1,13)
IF (TPCHN.LEL.0YGD TO 3840

ARITE(7,2730) ISTA(K), JX,(1Q(1),138,12)
CANTINYE

CONTINYE

IF(NCOMB,LELD)Y G0 TO 3720

DR 3710 J3J4,NJ

RESFE RESE]

Do 3700 1=1.12

HaMel
CONMPIITE CAOMBINATION FLOWS
Dn 3690 k%zi,NCOMB
K2XY4NgTA
ITP=2NSTAC(KY, IPASY)
.'Z(Hpk)ﬁo.
Dr 3680 Ls1,1ITP
ITEMPIKITAC(KL,L,IPASY)

DM KIaA (M, K)+Q (M, TTEXPYIRCATAC(KY,L,IPA8)

CNNTINUYE

CONTINUE

CNNTINUE

IF(N LT NPRDJY 50 TO 329%0
IF(NYMXG LEL.DIGO TO 3350

WITHDOREY

WITHOREY

C3 W & 2 2 w & MAX AND MIN GENERATED FLOWS 2 % & % % X & & 4 & % % & & &

c

3730

IF(JIX,LE,016n TO 3870

KIP RAXMIN IF REMAINING YEAR3 INSUFFICIENT

IF(IXGT OLANDGNIGLT NY¥XGIG0 TO 150
ITRNEEQ

ITPSNSTASNAOME

DD 3800 KaNSTXX,ITP

MAX CALENDAR HMC 1e12, MAY MO 13, 6=M0 14, S4eMD 19

bDn 37389 121,15

EXMIAZIT & w24n

2618
2840
2641
2642
2643
2684
2645
264%
2647
2648
2649
2650

2651
2652
2633
2654
2655
2658
2457
2658
2659
2660
2661
2662
2663

26646
2667

2669
2670
2a71
2872
2673
2674
2679
2676
28677
2673
2673
2680
2681%
2682
2643
2684
2685
2hab
2o8?7
2648
2689

25691
2692

269%
2696
2697
2694
2699
2700
2701
2702
2703
2704
27083
2706
2707
27¢38



c

c

374¢C SM2(I,K)==T

HIN CALENDAR ne 1’?-27, MIN M0 26, bw?‘o aq, S4enQ 30

nn 3780 1=16,30
375C SHO(X,KI=T

THP 2 6eMO, TEFP 3 S4mM HE
— s TEMP 3 54aMC VOLUME, THPA B {anp
TMREO,
AVER(IXKYI=O,
NpEO
t={

IF(ITRANS,6T0) Ma(Nwl)uMXRCIx120)
DN 3790 J=y,ud
Nn 3780 1=y,42
Ix271448
MaMsey
TUPAR (M, K)
AVGA(K)ZAVGO (K] +THPA
NREZNG#]
IF(THPALGT ,8HT (I, K)ISNACT,K)=THPA
IF(THPA LTI (IR, KIISHR(IX,K)=THPA
TF{TMBAGT.IHOCI3,K)ISHB(13,k)sTHPA
IFLTMPALLT.SMA(28,K))SNG(2A,K)aTHPA
THR=TMP®TMBA
TEUPSTEMP+TNRA
IF(M, LT8G0 TO 3760
THPRTHP= (H=6,K)
IF(TMP BT 8MA(18,K)ISHO(12,K)=THP
IF(TMP LT23M0(29,K))SMOL2T,K)BTMP
IF(M,LT.56)60 YO 3770
TEMPRTENPea (Ye54,K)
IF(TEMR ,GT SHA(15,X)ISHO (1S, KISTENP
IF(TEMP LT84 (30,K))3MN(30,K)=TEMP
an Ttn 3730
2760 SHA{14,K)=TMP
2770 SMQLLIS,K)I=TENP
378¢ CONTINUE
379¢ CONTINUE
AVERAGE MONTRLY FLOW
TEHPaND
AVGQA(K)SAVGR(KI/TEHP
3800 THNTINYE
HRITE (6,10)
TF(ITRNS BT NIKRITE(H,321CIN,NJ
3540 FNRMAT (/27H MAXIMUM VQLUMES FQOR PERIOD,IZ,2H QF,14,
1424 YEARS OF RECORDED AMND HECONSTITUTED FLOWS)
IF(ITRNG LE.OINRITE(6,3820)N,N]
IB2C FOAMATY (/727H HMAXIMUM VOLUMES FOR PERIOD, 13,34 OF,14,
{25K YEARS OF SYMTHETIC FLOWY)
HOITE(/,810) (MO(I),Ia1,12)
ITEINSTA+NCOnD
On 1840 KENITXY,ITP
ITERPRAVGRA(K)+ .5
b 3830 131,45
838 1A(TI=SHAlIK)+45
WRITECH, 880 T8TA(KY» (200T)5121,15),2TENP
3840 CnuTINUE
WRITELH,8%0)
APITELR,BID) (MO(D),1=1,12)
DN 3860 X=NSTYX,ITP
Dn %850 121,15
I850 Int)=gMn(1415,%)+,5
WRITE(62B40)ISTA(K) (I0(I),I5L,15)
3360 CONTINUE
TRANSFER BRACK T0Q RECONSTITUTED FLONS
IF(ITRNG,BT.0)60 TN 2%2¢
3870 NI = NYMYG
5n TOD 3890
3880 NI 3 KYR
383¢ [F(NPASS,LE.1) GO TO 3909
TRARSZIPASA+Y
;F(N.EQQOQANO:Ip“SSQLE,P\FASS) G0 TO X310
IF(TPag3 LE.NPASS) 60 TO 3340

2709
2710
2711
2rie
2743
2714
2715
2716
2717
2718
2749
2720
272}
2722
2723
2724
aras
2726
ar27
2728
272%
2130
273t
2rig
27133
2734
2735
2736
2737
2738
2739
27140
2741}
2742
2743
2744
2748
e746
er4ay
2748
2749
2750
2754
2752000
2733060
27154
2755000
€756000
2737
2158
2789
2760
arel
2762
2763
2764
2765
2766
2767
2768
2768
2770
277§
2772
2773
2774
27178
2776
2717
2778
277%
2780

EXHIBIT 6



IrAS3ay 27814

[ G TO NEW JQ8 2782
3500 IF{NYRGLLE.O) GO YO 3¢ 2783
IFINS BT MYIGINISNYRG 2784
NYRSINYRG=NJ 2785

n'rn 3300 2786

END 2737
SHBROQUTINE CROUTC(RY) 1001
DIMENSION 8010),8010,10),5%¢10,11) 1032
NAYBLE PRECISION Ry8,RX 1043
CRMMAON DTRHC,NINDP,D 1004
NVARZININNP+] 1005

On 20 J={,NINDP 1006
8¢{J)=0, {ony

01 10 K3§,NVAR 1008

1¢ €I KIBRY (oK) 10¢9

€0 CONTINUE 1010
IF(VINDR 6T,1150 19 3¢ 101}
20112R¢1,2)49(8,1) . 1012
DrrMCEE (1) 2B (1) 1013
QETIRN 1014

C % % % % & % DETTVED MATRIX 2 % % % % » & # &« % # % « * 4 4 t % % & a 1015
3¢ 0N a0 X=2,NVAR 1046

ar Ae1,KIBReL,KY /R, 1) 1047

Dn 80 Ks2,MINGP 1018
ITP=Kwy 1019

Do 60 J=k,NInDR 1020

Do 30 1={,1ITe {024

LuK=] 022

36 (I KYSREI,KY=RCI,LIRR(L,K) 1023
IF(J.EG.K) 53 TN 40 1024

ARG IIIRLSHKY/R (K KD 1025

4C CDONTINUE 1025

Do 70 1=1,17p 1027

L=Xay 1028

TE R(X,NYARYISRIK,NVAR)«R (L, NVAR) #R (K, L) 1029
TEMP=DABSIR(K,K)) 1030
IF(TEMP,,6T,,000008) GO0 Yo an 103
DTRMC=1,.5 1032
RETURN 1033

RC R{K NVAR)IRRIK)NVARY/R(K,K) 1034

C 2 % % » % % 2ACk SOLUTION % = % % % % % % % &« * 2 ® & & % 2 2 2 4 % + 1035
HENINAPI=RENTNDR, NVAR) 1036

o 100 Iz2,NIMDP 1037
JENVAR=] 1038
It=tlel 1039
HEJY=R (T, NvAR) 1040

on 80 34,14 104}

Ka2Jep 1042

90 mrgISBLIYIAR(K) AR (I, K) 1043
17¢ CANTINUE 1044
NTruC=n, 1045

LoD OLEe Jsl,NINGR 1086

110 DYMCSOTAMC+A (JY#RX(JINYAR) 1047
RETUSN 1048

END 1049
FUNCTION RAGEN({TIX) 1004

c FANDOM NyH3ER SUBRODUTIME FOR A SINARY MACKINE 1002
c GENERATES UINIFCRM RANDOM MNUMBERS IN ThE INTERVAL 0 79 i 1003
> NENERAL USBAGE I8 AS FOLLOWS 1094
c AZRVYREN(IX) 1005
fod I¥ SHOULD RE IMITYALIZER TO Z2EKD TN IME PROGRAY 1006
[ I8R5 CAN RE aNY LARGE, 0D INTEGER 1087
€ CONSTANTS #UST BE COMPUTED By FOLLOSING EQUATIONS 1008
c o2 & x ICONI2(2ex((B+1)/2))+3 w 2 2 2 1009
c * & 4 8 ICONMET{222B)at BRI I 1010
c * 4 ok % FCO4u3z1,/(2,24R) R 101t
c WHERE B NUMRER OF BIT3 IN THE INTEGER wORD 1012
c 10132
DATA TARG/735332%/ 1014
IF{TARG,EG.IX) GO TO iq 1048
IYSTARG 1016

EYHIBIT 8 L L]



Irery

IeoNiE16777249
Iyvs1yv«1CONY
ICoN2RpR14749767 10655
TF(I¥ LT, 0) IYSIY+ICONSH)
HNGENTTY

FCON32 ,3552713678Ewt
RNGFNSANGENxFOONS

RETURN

END

n2l=

1017
1018
1019
1020
1024
1022
1023
1024
10253
1026

EXHIBIT &






CARD

VARIABLE
1. IYRA
2. IMNTH
3. TANAL
L, MXRCS
5. KYRG
6. NYMXG
7. NPASS
8. IPCHQ
9. IPCHS

10. NSTA
1. NCOMB
2. NTNDM
3. NCSTY

EXHIBIT 7

INPUT DATA 723-X6-12340

COMMENTS
Three title cards, first must have A in column 1.
First specification card.

Earliest year of record at any station.

Calendar month number of first month of water year.
Indicator, positive value calls for statistical
analysis routines.

Number of years in each period of recorded and re-
constituted flows for which meximum and minimum velues
are to be obtained, dimensioned for 100.

Total number of years of hypothetical flows to be
generated.

Number of years in each pericd of generated flows
vhich maximm and minimum values are to be obtained,
dimensioned for 100.

Number of consecutive passes, each pass consisting of
2 new group of stations which cen be correlated with
specifled stations in previous passes, dimensioned
for 5.

Indicator, positive value ealls for writing recorded
and reconstituted flows and generated flows on Tape 7.
Indicator, positive value calls for writing stet-
isties on Tape 7.

Number of stations at which flows are to be generated,
not required if flow data are supplied. NSTA + NCOMB
(C-1) dimensioned for 10.

Second specification card.

Number of combinations of stations, the totals of

which are used to obtain maximum and minimum flows,
dimensioned for 2. If positive, provide D and E cards.
Number of tandem situations, compares sum of monthly
values of upstreem stations with downstreesm station

and adjusts if value is less then sum and that station's
value has been estimated or generated, dimension for 10.
If positive, provide F card.

Number of consistency tests. Adjusts standard deviation
of a dependent station in tandem with an independent
station to prevent frequency curves from crossing,
dimensioned for 10. If positive, provide G card.

EXHIBIT 7



CARD VARIABLE

c (Cont'd)

IGRRL

NPROJ
IYRPJ

MTHPJ
LYRPJ

NSTAC

ISTAC

NSTAC
CSTAC

ISTN
NSMX
ISTT

ISTX
IsTY

Cols 2-4,
Cols 5-8,

COMMENTS

Indicator, + 1 calls for reading generalized stat-
istics and using for generation, + 2 calls for com-
puting generalized statistics from flow data and using
for generation.

Nunmber of rrojectionms of future flows frcm present
conditions, usually O.

Year of start of each projectiocn.

Calendar month of start of each projection.

Iast year of each projection, number of recorded and
recenstituted years plus number of projected years
dimensioned for 100.

Identification of ccmbination, NCOMB (C=1) sets of D
and E cards.

Number of stations in this combination, dimensioned
for 10.
Station number (NSTAC values). .

Combining coefficients, NCOMB (C-1) sets of D and
E cards.

Same as D-1,
Coefficient of flow used for adding, corresponds to
respective items in D-2.

Identification of tandem situation, NTNDM (C-2) cards.
Station number of downstream staticn.

Number of upstream stations, dimensioned for 10.
Station number of upstream station (NSMX values).
Identification of consistency test, NCSTY (C-3) cards.

Independent station number.
Dependent station number.

Flow data, cards in any order, omit if IANAL (B-3) is
not pecsitive, follow all flow data cards by 1 blank
card (I card).

Station number
Year number.

EXHIBIT 7



CARD

H (Cont'd)

VARTAELE

CCMMENTS

3. Cols 9-14, 15-20, etec., Flow in desired units. Units should be
selected so generated flows will not exceed 999,989. Use -1 for
missing record. If record for entire year is missing, omit card
for that yeer.

1. NCOMB -
2. NTNDM -
3. NCSTY

4, NSTX -
5. ISTA -

Note: Flow data

Card blank after Col 1 to indicate end of flow data,
omit if IANAL (B-3) is not positive.

Identification of stations in previous passes to be
used in current pass, supply only if NPASS (B-7) is
greater than 1. The variables NCOMB, NTNDM, and

NCSTY apply to the current pass only.

Number of combinations of stations, the totals of .
which are used to obtain maximum and minimum flows,
dimensioned for 2. If positive, provide D and E cards.
Number of tandem situations, compares sum of monthly
values of upstream stations with downstream station

and adjusts if value is less than sum and that station's
value has been estimated or generated, dimension for 10.
If positive, provide F card.

Number of consistency tests. Adjusts standard deviation
of a dependent station in tandem with an independent
station to prevent frequency curves from crossing,
dimensioned for 10. 1If positive, provide G card.

Number of stetions from previous passes which are to

be used with the additional data in current pass as a
means of maintaining consistent flows between groups of
stations, number of stations from previous passes

plus number of new stations dimensioned for 10.

Station number of station in a previous rass which is
to be used in current pass (NSTX values). Must be

in same order as stations first appear.

for current pass supplied as described for H card and

follow data with a blank card (I card), supply NPASS-1 sets
of J, H, and I cards (also D,E,F, and G, if necessary) when

NPASS greater than 1.

1. ISTA(x) -
2. IsSTA(L) .

3. RA(I,K,IX) -

Preceding-month correlation coefficients for first
station, omit if IANAL (B-3) is positive (NSTA cards).

Cols 2-k4, Number of first station.

Cols 5-8, Number of station from 1 to NSTA (B-10) on
successive cards. If IGNRL (C-4) = 1, only first
card is used.

Cols 9-1k4, 15-20, etc., Correlation coefficients for
successive months between flows at first station and
preceding-month flows at stations from 1 to NSTA (B-10)
on separate cards. If IGNRL (C-4) = 1, only general-
ized coefficient (in cols 9-14) is given.

EXHIBIT 7



CARD VARTABLE
L*
1. 1sra(x) -
2. 1srA(L) -

3. RA(I,X,L) -

M#*

1. ISTA(X)

2. 157A(L)

3. RA(ILK,LX)

N

1. 1sra(x) -

2. avwm(x) -
3. AVMN(K) -

4. Spav(x) -

* Sets of L and M cards are

COMMENTS

Current-month correlation coefficients, omit if TANAT
(B-3) is positive, (NSTA-1) pairs of I, and M cards.

Cols 2-4, Number of station, progressing from K = 2
through NSTA (B-10) stations on different sets of L

and M cards.

Cols 5-8, Number of station, progressing on different
cards through all stations from L = 1 to K-1.

Cols 9-14, 15-20, ete., Correlation coefficient for
each successive calendar month between flows at station
K and concurrent flows at station L (12 items). If
IGNRL (C-4) = 1, only generalized coefficient in cols
S-14 iz given.

Preceding-month correlation coefficients for remaining
Stations, omit 1f IANAL (B-3) is positive. Paired with
L card.

Cols 2-4, Same station numker as on corresponding L
card (L-1).

Cols 5-8, Number of station, progressing in same order
on different cards through all stations from L=1+¢%o
NSTA (B-10). If IGNRL (C-4) = 1, only card with L = K
is used.

Cols 9-14, 15-20, etc., Correlation coefficient for each
successive calendar month between flows at station K
and flows in rreceding month at station L (12 items).
If IGNRL (C-4) = 1, only generalized coefficient in
Cols 9-14 is given.

Generalized frequency statistics, omit if IANAL (B-3) is
positive or IGNRL (C-4) does not equal 1.

Cols 2-8, Station number for NSTA (B-10) stations on
successive cards in same order as supplied by L cards
(L-1).

Cols 9-14, Average mean logarithm for wet season (3
months ).

Cols 15-20, Average mean logarithm for dry season (3

months ).
Cols 21-26, Average standard deviation for the 12 months.

required for each station from X = 2 to NSTA.
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CARD VARIABLE
N (Cont'd)

5. Momx(k)

6. MOMN(K)
0

1. IsTA(K)

2. AV(I,K)
P

1. ISTA(K)

2. 90(1,K)
Q

1. 1sra(k)

2. SKEW(I,K)
R

1. 1srA(K)

2. DQ(I,Xx)

COMMENTS

Calendar number of last month of wet season.
Calendar number of last month of dry season.

Mean logarithms, omit if IANAL (B-3) is positive or IGNRL
(C-4) equals 1.

Same as (M-1).
Cols 9-14, 15-20, etc., Mean logeritims for successive
calendar months.

Standerd deviations, omit if IANAL (B-3) is positive or
IGNRL (C-4) equals 1.

Same as (M-1). _
Cols 9~14, 15-20, etc., Standard deviations for suc-
cessive calendar months.

Skew coefficients, omit if IANAL (B-3) is positive or
IGNRL (C-4) equals 1.

Same as (M-1).
Cols 9-14, 15-20, etc., Skew coefficients for suc-
cessive calendar months.

Flow increments, omit if IANAL (B-3) 1s positive or
IGNRL (C-4) equals 1.

Cols 9-14, 15-20, etc., Flow increments for successive
calendar months.

Five blank cards with A in Col 1 of first should follow last job.

Note: Cards K through R are not required if cards H and I are supplied, Cards
K through R are as punched by computer when IPCHS is positive.
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EXHIBIT 8

SUMMARY OF REQUIRED CARDS

T23-X6-12340
I (See 1 d) )
oA N A TS T I TR N N B
ets (1) [ F R |
Jd COM]I3 NTNDIEQ NCST[Y NSTX] ISTA i[STA sees NSTX Valres l )
(VI lank cardl a:f’terlall dla.ta l | | | | )
(1) = A Q@ Q@ Q Q Q (12 Values) format 214, 12F6.0
S Y M N Y M B M
NCSTY cards G Ism'xl Isz'y:l l | l | ] l i
NTNDM cards F :rs'rnl m/rxl IS‘I'I', Isz’r[ ..... | Nswc[ ValueT | | ! h )
E  NSTAC CSTAC CSTAC e.... NSTAC Val | )
NCOMB/ vt bt it Iy e Rl SN I R /
B /o {le;smc ISTAC ISTAC ... STAC, Values l l | )
c Ncomlmmlucsmlrmlrmw’IYRPJIMJILYRPJI l RN
B ’m'mlmlmmcsl Nm[mc{mmslmaimxsl NSTA) Y
A | OUTPUT TITLE CARD ) )
N I T i sl AN N N
A OUTPUT TTTLE . CARD
I N NN ikt o Mot BN B /
A OUTFUT, TITLE, CARD ) b
)
y,
)
v
_ | W,
Notes:

(1) Supply only if IANAL (B3) is positive. Repeat H card for each
station-year of data before supplying 1 card.

1
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SUMMARY OF REQUIRED CARDS

Continued.
T23-X6-12340
~
l | l | [ l l ] |
~
l l ! l l I I | !
—
l l l l l | I l
—
I I | ! l 1 | l I
A} 5 Blrnk cards wifh A 1r Col 1 of ffrst cruse STOP )
"R D% D% ..9.1(12 %dhms') , ‘, ] )
ISTA SKB{  SKEH ..... (12 Values) omit ir IGNEL (ok) = 1)|||||/
NSTA sets (k) | l [ [ | [ | ! l
P ISTAl snl 'SDl.....l(lz Vrlues% l l ) y
0 Ism1 AYI AVI.....1(12 Vflues% ' ‘ | R
() N TA} AVMXI AVMN SDAV McMﬁ MoMﬁ ' ' ‘ ) y,
M TA(K) ISTA(L) RA(1,K,IX) RA(2,K,IX) ..... RA(12,K,IX) ) )
(2)(3)(42{[- . , Cards for L from X to NSTA . .
L A(K) ISTA(L) RA(1,X,L) Ra(2,K,L) ..... RA(12,K,L) ) y
Cards fpor I from 1 to K-l
(2)(4) X /ASTA(T) ISTA(L) RA(L,K,IX) BA(2,K,IX) ..... RA(12,E,00) )
Cards for L from 1 to NSTA ' J
¥
/
L )
(2) © designates correlation with current month and IX with preceding month., If

(3)
(k)

IGNRL(CY) = 1, only ome (generalized)
numbers on each card and only 1 K and
Use same format as H card.
Repeat set of L and M cards for each X station except first.
Omit if TANAL (B3) is positive.

coefficient is given following station
M card is used for each K station, with
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This program is furished by the Government and is accepted
and used by the recipient upon the express understanding that
the United States Government makes no warranties, express
or imptied, concerning the accuracy, completeness, reliability,
usability, or suitability for any particular purpose of the in-
formation and data contained in this program or furnished in
connection therewith, and the United States shall be under no
fliability whatsoever to any person by reason of any use made
thereof.

The program herein belongs to the Government. Therefore,
therecipient further agrees not to assertany proprietary rights
therein or to represent this program to anyone as other than a
Government program.
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DATLY STREAMFLOW SIMULATION

THE HYDROLOGIC ENGINEERING CENTER
COMPUTER PROGRAM 723-G2-L2190

1. ORIGIN OF PROGRAM

This program was prepared in The Hydrologic Engineering Center
by R. G. Willey. It was derived from programs 24-J2-L22k and
2h-J2-1235, written by William Morse, and supersedes them. Up~to-date
information and copies of source statement cards for various types of
computers can be obtained from the Center upon request by Govermment
and other cooperating agencies.

2, PURPOSE OF PROGRAM

This program analyzes historical dally streamflows at one station
to determine their statistical characteristics and generates a sequence
of hypothetical daily streamflows. The generated streamflows, which
can be of any desired length and will have statistical characteristics
gimilar to the historical daily streamflows, are based on given monthly
flows. The sum of each month's generated daily flows is equal to the
monthly flow previously generated by another program such as 23-C*-L267.

3. DESCRIPTICN OF EQUIPMENT

Use of this program requires a computer with a FORTRAN IV compiler
and about 20,060 words of storage capacity (in the CDC 6600 computer).
Library functions for cosine and natural logarithms are required routines.
It is desirable, but not necessary, to use two input tapes and one output

tape.

I, METHODS CF COMPUTATION

a. The daily streamflow simulator is based on a second-order Markov
chain and therefore requires computation of serigl correlation among flows
for 3 successive days and of the frequency statistics. All of these vary
seasonally and they are therefore computed separately for each calendar
month.

b. 'The frequency function used is the log-normal, defined by the
mean and standard deviation of daily-flow logarithms.



In order to avoid large negative logarithms, a small increment is
added to each daily flow before the logarithm transform is spplied.
The increment is later subtracted from the generated flows. The
mean and standard deviation of the logarithm of incremented daily
flows for each calendar month are computed as follows:

Xi,m = log (Qi,m + q) (1)
Nm
Xm = ZXi,m/Nm (2)
i=]
- -l
N, , Npy 2
ZXi,m - (ZXi,m)B/Nm
i=1 i=1 (
Sm,j = = (3)
in which:
Xi - Logarithm of incremented flow for day i of month m
>
Qi _— Recorded flow for day i of month m
2
q = Small increment of flow used to prevent large negative
- logarithms
Xm = Mean daily flow logarithm for month m
Nm = Total number of days in month m
) = Unbiased estimate of population standard deviation for

"5d  month m of year J

Day number

Calendar month number
Year nurber

Co b
W

c. It was found that for the same calendar month the standard
deviation of daily flow logarithms is greater in wet months than in dry
months. This important variation is accounted for by using a regression
equation of the standard deviastion of a month's daily flows as a function
of the totsl monthly flow computed as follows:

5, =a+h Xm,j (3a)



o
it

-
i

d. The serial correlation coefficients for s one-day and a
two~day lag for each calendar month are calculated by the use of

regression constant
regression coefficient
logarithm of incremented monthly flow

the following egquations:

= 4

LT ki1 m) - LK m LK1, m/N
i=1 i<l 421

R =
1l.2,m
’ Ny

i
L

i:

&Y

N

- N

- N

i=1 Si=1 i=1

N N N

r o .
}-Z(Xi,m)g - <EXi,m)2/Nm} . Z(Xi—l,m)z‘ (ZXi—l,m)z/ij

B.3m =9 %

i=1
N

Rl.E,m

e, In order to stabilize the erratic variation of certain statistics

i=1 i=1 i=]

= Serial correlation coefficient for one-day 1
y lag

in month m

= Serial correlation coefficient for two-day lag

in month m

= Logarithm of incremented daily flow for day i

in month m
Total number of days in month m
Month number

#

if

m ol m
Z(Xi,mxi—Z,m) ZXi,m ZXi—B,m/Nm
i=1 i=1 i=1
m N N N
[Zmi,m)g' <ZXi,m)2/Nm} [Z(Xi—B,m>2 - (ZXi—B,m)E/Nm]

o

from month to month, their computed values are smoothed by averaging the
computed value with the average of the corresponding computed values for

the preceding and following months.

the standard devigbion to monthly flow.

f. Calculation of the multiple linear regression equation for
genergting daily streamflows for each calendar month requires three

3

These consist of the serial correla-
tion coefficients and the regression coefficient and constant that relate

ol

(4)

(5)



simple correlation coefficients. These constitute a "triad” of
coefficients: R, ., R2 3 and R, ., where subscripts refer %o

successive day nufbers. ' It wil}'ge recognized that the first two

are identical, inasmuch as they represent correlation between adjacent
days in the same month. Since they are offset one day, however, there
will be a slight difference in calculated values due to sampling error.
When they are equated in this model, it is possible that the triad will
inadvertently be made inconsistent. When this occurs, the value of Rl 3
is changed slightly to assure comsistency, since it is by far the less’
religble and influential statistic.

g. The beta coefficlents for each month for the l-day and 2-day
lag are calculated using the following equations:

)/ - Rl.E,m ) Rl 2 m) (©)

-3

[re,m T (Rl.e,m" Ram - e
[31.3,m " Ry 3m~Fom Ry o,/ = Rron By o,m) (7)

h. The adjusted multiple determination coefficient of the lagged
daily flows for each month is caleulated using the following equation:

_2
Bi,23,m = (Ri,2,m » Ri.2,m * F1,3,m + RL.3,m ~

ER g+ Rlom- RLs,m/(1R2,m - Blzm  (8)

i. To insure a random start, daily flow logarithms for one month
(month m-1) are generated (based on arbitrary initial deviates) and dis-
carded except for the last two daily flow values (defined as X 1 and

Xi-2 m)' These two daily flow values from the preceding month afe’%rans—
forméd +to normal standard deviates based on the current month's mean and

standard deviation as shown by the following eguations:

Di-l,m = (Xi~1,m - Xm)/sm (9)
D pm™ Fipm = /on (10)



where:

Di-l m = Daily flow logarithm for the first antecedent
? day, expressed as a normal standard deviate
Di oo Daily flow logarithm for the second antecedent day,
Ly

expressed as a normal standard devigte

The above caleculation occurs every month between the last two daily
flow values in the preceding month and the two starting deviates in
the current month. Flow values for a full month can now be generabed
using the following equations:

D »@ * D +f5 *D + (1--’1?’{2)'5 * RN (12)
i,m 7 1l.2,m i-l,m 7 71.3,m i-2,m i,m ‘

Xi’m = X +8§ ° Di’m (12)
Qi,m = (antilog Xi,m) -a (negative values are set to gero (13)
in whiech:
Di a = Daily flew logarithm in current month, expressed as
> g normal standard deviate
j@ = Belts coefficient
RNi n= Random number normally distributed with zero mean
? and unit standard deviation
Xi o= Daily flow logarithm
—F
Xm = Mean daily flow logarithm
Sm = Standard devigbion for current month calculated from
the regression equation
Qe = Daily flow
i,m
qm = Small incremental flow for current month
m = Month number
i = Day nurber

Jj. After flows for an entire month are computed, their sum iIs tested
against the given monthly flow, and they are then adjusted to equal the
given value. In order to minimize discontinuities at the end of each
month, & second pass generation is accomplished by using the identical
random numbers of the first pass generation but with the adjusted monthly
mean. Since the sum of the second pass will not exactly equal the given
monthly flow, the generated flows are mulbtiplied by a constant (very
close to 1.05 to obtain the exset sum.



5., INPUT

Input is summarized in Exhibits 5 and 6. An example of the input
is given in Exhibit 1. Column 1 on all cards is reserved for identifi-
cation and is not read by the program. All data {except as noted) are
punched using 8 colums per varisable (excevt the first field which is
7 columns) and right justified.

6. OUTPUT

Printed output includes the three input title cards and all results
of the computations. Generated flows can be written on magnetic tape
or punched on card output. An example of the printed output is given
in Exhibit 2.

7. OPERATING INSTRUCTIONS

Standard FORTRAN IV coding is used. Library functions for cosine
and natural logarithms are required routines. No sense switches are
used.

8, DEFINITIONS OF TERMS
Terms used in this program are defined in Exhibit 3.

9. PROPOSED FUTURE DEVELOPMENT
a. Although skew coefficients are highly variable, there has been

considerable consistency between corresponding velues in the two halves

of each record. Accordingly, an appropriate technique should be developed

to asccount for the coefficient of skew within the model.

b. The model must eventually be expanded to generate flows for more
than one station simultaneously. This is complicated considersbly by the
fact that the relative timing of flows in different parts of a drainage
system must be recognized.



g0 3JHL AN3 Ol Sduvo
ANVIE v 3ST3 ¥C SAYVD 37411 SLII HLIIM SMOTT04 d0r LX3N 3HL ¥3HLI3
SAYYD 4 40 438KWNAN NASAN 38 TTIM 3Y3HL 4
YTILT L%9% 8GZT1€ 612T012088626TETILIO0WBICHENETTSETEGHLHTEZEEE8G22TLINES 60610%84
e26lc Te251 Svwew1G6e6L 89648261116 TIGEY 868602LLECEGLGER6 £86% €2821 80610%84

NOTLVINWIS_ MOT4WVIYLS ATIVAY
AN CHTLSIHONIM LV

dAATY AMNONLNIA

SUVIA 40 d3GWAN TINVAN OGNV 3

CUVIA d3d SHINOW <1 ¢HINOW ¥3dd SQuVD ¥ 3I€ I7IM IY3IHL 3

0°*0%¢g 0*06Y 0*0%e c*Ows 0°0¥%s 0°*0%¢ 0°*04Y c*ogv ¢l 8061 3
*0wyeT 0*0aw 0°*0Lt 0°0L¢ 0°0LE o*0aY 0*0LeE 3
0*0g¥ 0*0Le 0*0ogw 0*0%g 0*ogv 0*0LE 0*0¢e9 0*0¢c8 3
0¢090T 0°090T 0°*09%1 0°*°0%6 0*0c2< 0*0¢d<c 0*0s1t 0*08 3
0*08 0*041 0*0cz 0*0¢c< 0*06&t 0°*0.L¢ 0*0lL¢ 0*0ce 1t 8061 3
*0¢62 0*022 0*02¢ 0¢0¢1 0*0¢ 0*0¢% 0*08 0*08 3
008 0*04gT1 0*061 0*0¢Z¢ 0¢04g 0°08 0¢*08 0*0s8 3
0°0¢61 0*08 0°061 0°08 0°08 0°08 0°*08 0°0% 3
0*0¢ 0*0¢ o*08 0*0¢9 0*04 0°06¢ 0*0¢s 0°09 01 8061l 3
0°0¢ 0*0¢ a

0 1 0 0 6% 8% G*6g )

0 0 0 1 ol 9 9 o%8 o

\

v

v

z N«\ww LGNS

EXHIBIT 1






O

5

N
3

-
\V-J
SIS
]

pe

w

e
a o
(NS

i
1
1

NG b

5

®
Oy <
e

™

e

@

]

o
YN e

)
i

B

fo

L
ad

-85
. B3
« B354
.87

ol D e

el

i
®
L

D e
N O
e

k)
S
[

[

#
g X
WY L

L

]
-

Lid

L) o
I

el

bl g
&
[y
i
b

[e« INANEE S NI AW S) IEPR IR L]

51" BRL TS B o B v IR

LA

J
o
[WARERS

11 - e 564

172 = - 201
1 - « 021
? - s 1A
3 - e L0772
4 ~e 715 s 363
5 - 51 IRREES
& - o 40}
7 - <614
8 - i oD 5

9

®
o~
WY et

EXHIBIT 2




ooy o Lo o [
et S S f A N A A
o Gl el ol o o

@ @& @ @

EXHIBIT 2

o S AN AT U ST
- P 103 Y P Pt P
¥ 6 AR bR ea iR w0 LU G xS
3 ) ® o @ @ L ? L3

8ho

PN el e e X300V R Q0 SRR Gt B N et T
B I RN P I oIS TR
o 0N D O I e T (D - NERE [N
P L) L) L2 ® & ® Ll " a2 L4 @ &
I T I B b - ! { i
il
\
£ O\ SISO S 63 I
o [, " 2 SRR L2 o0 ey et (T .
(Y8l L2 AN AN £ i bt pneed ot dm T T -~
% ® Ll % @ L3 ®» € & @ @ @ & @ @ k4 &
b f e’
]
L) A N - 7 A TN well SRR &
5 jomms ™ N ol . b TN
Lo - o et I N A [CTE NN
- ® » ® * L) L3 & ® @ “® & & # L & ® @

EC

10
1
2
I
2

¥
4
5
5

{
g2
"J

e I

i P

0 Ll




A
ASD(MO, J)
B{MO, J)
BO(MO)
B1(MO)
B2(MO)
c(Mo,J)
CONST

D(ND)
DELIK
DEIX

DELKK

DELL
DELLL

DEIQ
DEIR2
DEIR3
DELTA

E

a(Mo, J)
T

ICOUNT
I

IFTIE
IMO
IRCD
ISKIP

ISKP

ISMDO
ISTA
ISTART

ITAPE
ITEST
Jd
JCCUNT
JJ

EXHIBIT 3

DEFINITIONS - /23-G2-L219%0

Variable used for input and output of title cards
Standard deviation as calculated by the regression equation

Regression coefficient for ASD = C+B-QM

Alienation coefficient of lagged daily flow
Beta coefficient for 2-day lagged flow
Beta coefficient for l-day lagged flow
Regression constant for ASD = C+B-QM

The value to multiply times the monthly

to day-second-feet

Normal standard deviate

Monthly total of the
Monthly total of the
Monthly total of the
day 4 + 1

Monthly total of the
Monthly total of the
day 1 + 2

Monthly total of the
Monthly totel of the
Monthly total of the

logarithms
logarithms
logarithms

logarithms
logarithns

logarithums
logarithms
logarithms

of
of
of

of

of

of
of
of

flow
flow
flow

flow
flow

flow
flow
flow

Incremental daily flow to prevent large
Temporary variable for an intermediate calculation

Coefficient of skew

Miscellaneous subscript
Counter for the number of leap years in record
Subscript for number of sets of records which increments from

1 to NPASS
Dummy veriable
Month read from tape

or cards

Dummy varisble for both ISKIP and
Number of records to waste before

from tape

Mumber of records to waste before

flows from tape

Indicator to select option of smoothing statistics

ISKP
starting to read daily flows

flows to convert them

for
for
for

for
for

for
for
for

day
day
day

day
day

day
day
day

e fode

i

%

i

times day 1 + 2
+ 1
+ 1 times

+ 2

+ 2 times

squared
cubed

negative logarithms

Station number at which flows are to be generated
Indicator to select option of estimating first 2 days of daily

record

starting to read monthly

Input tape number which contains historical daily flows
Indicator to select option of testing martix consistency
Miscellaneous subscript
Counter for the number of leap years in the entire record
Indicator to determine which pass of the generator is to be used

next

EXHIBIT 3



NPASS
NT

NTOT
NYANL
NYR
NYSYN
Q(xD)
Q(32)

QD
QDLOG{MO)
QLOD( D)
QLOG(34)
QM( MO, N)
RATTO

RN(ND)
R12(Mo, J)
R13(MC,T)
R2(MO, J)
SD(Mo, J)

T
T™(MO, J)

TMPIK(MO, J)
TMPIL( MO, J)

TMPK(MO, J)

TMPKK(MO, J)

TMPL{ MO, J)

TMPLL{ MO, J)

T™MPQ (MO, J)

TMPQ2( MO, J)
TMPQ3 (MO, J)

TMS(MO, J)
T™MR( MO, J)

]

Input tape number which contains monthly flows

Number of days plus two in month MO

Output tape number which will contain the synthetic daily flows
Miscellanecus subscript

Actual calendar month numbers (10=0ct, ll=Nov, 12=Dec, etc.)
Month number (1=0ct, 2=Nov, 3=Dec, etc.)

Month number plus one

Indicator to select option of monthly statistics

Indicator for determining which section of the subroutine STAT
is to be used next

Subscript for number of years which increments from 1 to NYR
Temporary location for number of days in month plus 2

Funber of days in entire record

Subscript for number of sets of records desired

Total number of years in entire record

Nurber of days in entire record

Tumber of years of record for analysis

Subscript for maximm number of years in a half record

Number of years desired for synthesis

Daily flow

Total monthly flow for analysis

Mean monthly flow for simulation

Iogarithm of mean monthly flow for simulation

Iogarithm of daily flow

Iogarithm of total monthly flow for analysis

Total monthly flow for simulation

Total monthly flow for simulation divided by total of daily
simulated flows

Random numbers with zero mean and unit standard deviation
Serial correlation coefficient for l-day lag flow

Serial correlation coefficient for 2-day lag flow
Determination coefficient for regression equation of ASD=C+B-QM
Standard deviation of logarithm of daily flows (actual and
similated)

Temporayry varigble

Total of logarithms of total monthly flow (actual and similated)
Temporary location for TQIK

Temporary location for TQIL

Temporary location for TQK

Temporary location for TQKK

Temporary location for TQL

Temporary location for TQLL

Temporary location for TQ

Temporary location for TQ2

Temporary location for TQ3

Total of logarithms of total monthly flow times standard deviation
Total of logarithms of total monthly flow squared

2
EXHIBIT 3



TOI‘(MO,J’ ) Total of logarithms of generated daily flows

TQ( MO, J) - Total of logarithms of flow for day i

TQI.K(MO, J) = Total of logarithms of flow for day 1 times day i + 1

ELQIL(MO, J) - Total of logarithms of flow for day i times day i + 2

TOK(MO,J) - Total of logarithms of flow for day i + 1

TOKK(MO,J) =~ Total of logarithms of flow for day i + 1 squared

TQL(MO,J) - Total of logarithms of flow for day i + 2

TQLL{MO,J) - Total of logarithms of flow for day i + 2 squared

’IQ2(MO,J ) - Total of logarithms of flow for day i squared

TQ3(M0,J) - Total of logarithms of flow for day i cubed

TS(Mo, J) - Total of standard deviations

TSZ(MO, J) - Total of standard deviations squared

Ul ~ Temporary location for random nmuber

U2 - Temporary location for random number

v(I) - Temporary location for logarithms of flow for last 2 days
in previous month

VAR - Dummy variable name

W - Temporary variable

X - Temporary variable

XBAR(MO,J) = Mean of logarithms of daily flow
p.¢3) - Number of days in mownth

XN =~ Mumber of years in record

XToT ~ Number of days in record

X1 - Temporary variable

1 - Temporary variable

Y - Temporary varizble

Z -~ Temporary variable
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EXHIBIT 5

INPUT DATA - 723-G2-1.2190

Three title cards

Specification card - input and output control

1.
2.

3.
L,
5

6»
7.
8.

ISTA =
ITAPE -

JTAPE -
KTAPE -

CONST -

MSTAT -
ISMOO =
ITEST -

Station number at which flows are to be generated
Number of the input tape comtaining historic daily
flows. If daily flows are on cards use 5

Number of the input tape containing monthly flows. If
monthly flows are on cards use 5

Nuniber of the tape to be used for output of synthetic
daily flows. If oubput should be on cards use 5

A constant to convert monthly flows to cfs-days. Its
value is determined as follows:

If synthetic monthly flows are in cfs-days use 1.

If synthetic monthly flows are in thousand cfs-days
use 1000,

If synthetic monthly flows are in cfs use «l.

If synthetic monthly flows are in acre-feet use
504167

If synthetic monthly flows are in thousand acre-feet
use 504.167

If synthetic monthly flowe are in inches use

26.9 x (Drainage aresa in square miles)

Indicator, + 1 if monthly statistics are desired
Indicator, + 1 if smoothing is not desired
Indicator, + 1 if matrix consistency test is not desired

Specification card - station information

1.

2,
3.
b,

DELTA -

NYANL -
NYSYN -
ISKIP =
ISTART -

NPASS -

Incremental flow which is added to all flows before
converting to a logarithmic value (.01095 x MEAN ANNUATL
FLOW IN CFS).

Number of years of historical daily flow input

Number of years of monthly flow input

Number of records to waste before starting to read daily
flow§ from tape (leave blank if using cards for daily
data

Indicator, + 1 if estimate of first two days of record is
desired

Number of sets of records of WYSYN years to be generated
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To ISKP =~ Iumber of years of monthly flows to waste before starting
to read monthly flows from tape (leave blank if using
cards for monthly data)

Initial daily flows - only need the D card if ISTART is zero or
blank

1. I¥R =~ Calendar year

2. IMO - Month

3. - 6. - Blank fields

7. Q8(1) - First starting daily flow value (Sept. 29)
8. @8{(2) - Second starting daily flow value (Sept. 30)

Historical daily flow data (12 x NYANL sets of data) - 4 card format
le IYR =~ Calendar year
2. TIMO ~ Month
3. Q - Daily flows in cfs (format 8F8.2)
(Q32 is the total monthly flow in cfs-days)
Similated monthly flow data (NYSYN sets of data)

1. ISTA - Same as on card Bl {(cols. 2-k)

2. IYR = Calendar year {cols. 5-8) _
3. QM - Monthly flows (12 fields of 6 columns each)
2

EXHIBIT 5



EXHIBIT 6

SUMMARY OF REQUIRED CARDS
723-52-1.2190

8-Column Fields 1 2 3 s 6 i 8 9 10
l | I | [ l I l l
~
l l | I l | I I |
1.
! } | l l i l | | |
N
I l | | l | l | I
WeSTN SBTS - F/ISTA TYR 120N Velues | (FQuaT XX, 13, Th, 1{29"6.03
e |1 ey kg ten g ey g Ty %
SRS - | | %ag g %ud Yol Y %pl Yy lep j
Z_ m{l mol Yl %ol %l g %y Yy % Qgé
B Q Q9 Q Q Q Q Q. Q
T T T T O I . 11 i
T T T b S I 1111
¢ DELTA NYANLl NYSYN! ISKIPI I,STAR'T NPASIS ISKPl I l YU
STAI ITAPEI JTAPEl KTAPEl CONSTI MSTAT ISMOO ITEST N
T i e D I 11
A | | | O}JTPUT ‘II'IILE lCARDS | h y
A OUTPUT FITLE CARDS h )
)
Y
y,
)

_ -

A1l data (except as noted) are read using 10 fields of eight columns
each except that column one of each card is reserved for identification
of the card. Therefore, the first field is restricted to seven columms.

The above input should be followed by either the next job or 4 blank
cards to end the program.
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ELECTRONIC COMPUTER PROGRAM ABSTRACY

e v e T
TITLE OF PRCGRAN PROGRAM NO,

Daily Streamflow Simulation 723-G2-1.2190
PREPARING AGENCY The Hydrologic Engineering Center, U.S. ARmy Corps of Engineers

609 Second Street, Davis. California 35616 —
“AUT HOR(®) BATE PROGARAW COMPLETEOD STATUS OF PROGRAM
. . PHABE EXZY]
R. G. Willey April 1968 Init. Op.

A, PURFPOSE OF PROGRAM

This program analyzes historical daily streamflows at one station to determine
their statistical characteristics and generates a sequence of hypothetical
daily streamflows. The generated streamflows, which can be of any desired
Tength and will have statistical characteristics similar to the historical
daily streamflows, are based on given monthly flows. The sum of each month's
generated daily flows is equal to the monthly flow previously generated by
another program such as 723-X6-L2340.

B. PROGRAM SPECIFICATIONS
The program is written in standard FORTRAN IV. The program is dimensioned for
300 years of synthetic data.

<. HMET HODS

The method is based on the second-order Markov Chain using Beta coefficients
for each month of the year to acco for seasonal variations. The daily
streamflow data is assumed to be log-normally distributed.

0. EQUIPMENT DﬁAlle
Required storage capacity is about 20,000 words (in the CDC 6600) and required
library functions are the cosine and natural logarithm routines.

& INPUT - GUTPUT

It is desirable, but not necessary, to use two input tapes and one output tape.
An on-line printer is required. Card input is Tape 5 and printer output is
Tape 6.

F. ADDITIONAL REMARKS

Occasionally this program does not provide acceptable results. Research
studies are planned to develop a more acceptable model.

ENG FORM 2883

OBBOLETH. ] 9
1 AUG & PREYIOUS EDITIONS ARE







Hydrologic Engineering Methods
for Water Resources Development

Volume 1 Requirements and General Procedures, 1971
Volume 2 Hydrologic Data Management, 1972
Volume 3 Hydrologic Frequency Analysis, 1975
Volume 4 Hydrograph Analysis, 1973

Volume 5 Hypothetical Floods, 1975

Volume 6 Water Surface Profiles, 1975

Volume 7 Flood Control by Reservoir, 1976

Volume 8 Reservoir Yield, 1975

Volume 9 Reservoir System Analysis for Conservation, 1977
Volume 10 Principles of Groundwater Hydrology, 1972
Volume 11 Water Quality Determinations, 1972

Volume 12 Sediment Transport, 1977
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