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m Synchronizing and Implementing the
Lines of Effort

m Challenges
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Pro fect Directors
enterprise Services

Who is PD Enterprise Services

PD ES Mission: Develop, deliver, and sustain enterprise level IT services that
enable end-to-end communication, collaboration, messaging, content management,
and application hosting across the Army.
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Lines of Effort Supporting Cloud and ADCGP ,Aﬁ' :

Enterprise Services

m LOE #1 Establish the Army Datacenter Computing Environment
(DCCE)

— Design the computing environment that will reside within the
enduring data centers

— Acquire the computing environment

— Perform configuration and lifecycle management of the computing
environment

m LOE #2 Installation Data Center Consolidation (IDCC)

— Data Center discovery & designation of enduring vs closing data
centers

— ACOR and IPN Implementation

— Installation consolidation engineering/implementation

m LOE #3 App and System Modernization/Migration

— Application discovery, rationalization, modernization, and migration
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Synchronizing and Implementing the Lines of Effort

Pro fect Dlr;ectar;/.
Enterprise Services

LOE #1
Establish the DCCE

4

LOE #2
DC Consolidation

y

LOE #3
App Modernization
& Migration

‘ Current Efforts ‘

| Late FY13/14 Focus |
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Computing Environment
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Acquire the Computing Perform Configuration
Environment / Lifecycle Mgmt

Discover Data Centers

-

Designate Enduring Data Centers

What Funding Model to Use?

v

Implement Data Center C_

Where do apps migrate to?

@enduring DCs do @

Application Discovery

—

Application Rationalization 7/

Application Mode_

Application Mig_
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Synchronizing and Implementing the Lines of Effort ES j

Enterprise Services
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Pro ject DlreEt‘ar?-'
Enterprise Services

Challenges

m Synchronizing the Lines of Effort with Enterprise Initiatives & Industry Trends

— Lots of interdependencies (i.e., Joint Information Environment, network capacity,
enterprise services, emerging functional requirements for hosted systems, etc)

— Industry is moving fast (technology advancements, increased commercial
hosting options, etc)
m Continue to meet the spirit of data center consolidation without “putting the
cart before the horse”

— Impossible to create a “one size fits all” solution (e.g., end-to-end processes that
encompass both generating force and tactical environments, funding models,
management approaches, etc)

— ldentifying interim solutions that minimize sunk costs while we identify the end-
state solution

— Make vs. Buy vs. Lease decision across the various operating environments

— Closing data centers doesn’t produce the real savings — app consolidation &
modernization does
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Pro ject Dlrectar"
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Enterprise Services
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