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Magma intrusions and eruptions commonly produce abrupt
changes in seismicity far from magma conduits1–4 that cannot
be associated with the diffusion of pore fluids or heat5. Such
‘swarm’ seismicity also migrates with time, and often exhibits a
‘dog-bone’-shaped distribution3,4,6–9. The largest earthquakes in
swarms produce aftershocks that obey an Omori-type (exponen-
tial) temporal decay10–12, but the duration of the aftershock

sequences is drastically reduced, relative to normal earthquake
activity7,13. Here we use one of the most energetic swarms ever
recorded to study the dependence of these properties on the
stress imparted by a magma intrusion8,11,14,15. A 1,000-fold
increase in seismicity rate and a 1,000-fold decrease in aftershock
duration occurred during the two-month-long dyke intrusion.
We find that the seismicity rate is proportional to the calculated
stressing rate, and that the duration of aftershock sequences is
inversely proportional to the stressing rate. This behaviour is in
accord with a laboratory-based rate/state constitutive law16,
suggesting an explanation for the occurrence of earthquake
swarms. Any sustained increase in stressing rate—whether due
to an intrusion, extrusion or creep event—should produce such
seismological behaviour.

The swarm struck the Izu volcanic islands 150 km south of Tokyo,
producing 7,000 shocks with magnitude M $ 3, and five M $ 6
shocks; the total seismic energy release was 1.5 £ 104 J, nearly an
order of magnitude larger than the swarms that occurred in 1965–67
at Matsushiro, Japan, or in 1980 in Long Valley, California. The Izu
swarm was accompanied by five phreatic eruptions of Miyakejima.
Seismic activity began on 26 June with a shallow, dense swarm
under Miyakejima, and migrated northwest (Fig. 1a). In July, the
swarm developed northern and southern lobes (Fig. 1c, d). Earth-
quakes with M ¼ 6.4 (1 July), M ¼ 6.1 (9 July) and M ¼ 6.0 (18
August) struck near the centre of the swarm, and M ¼ 6.3 (15 July)
and M ¼ 6.4 (30 July) shocks struck ,25 km from the centre.
Although it is generally assumed that the duration of aftershock
sequences is proportional to mainshock magnitude10, aftershocks of
these M < 6 strike-slip earthquakes persisted for as little as a day,
whereas aftershocks of M ¼ 6 events normally last several years in
the Izu islands (Fig. 2a). The distance between Kozushima and
Shikinejima gradually extended by 0.85 m until 23 August, when the
seismicity and rapid displacement ceased17 (Fig. 3a).

The seismicity and deformation data are most compatible with a
laterally propagating dyke intrusion, a process common to the Izu
peninsula8,9,18. We assume that a vertical dyke propagated to its full
length in the first week (Fig. 1a), and then opened continuously
for seven weeks. We infer 20 m of expansion over a depth extent of

Figure 1 Swarm evolution in map view (top panels) and cross-section (bottom panels).

Data from Earthquake Research Institute, University of Tokyo (ERI). Off-dyke seismicity

appears within 3 d (a), and expands substantially after two weeks (b–d). Geometry of the

inferred dyke and magma chamber is shown in c, d.
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8–13 km, and a volume increase of ,1.5 km3, corresponding to a
geodetic moment of ,5 £ 1019 N m (Fig. 3b). GPS (Global Posi-
tioning System) vectors on Miyake also indicate a magma chamber
deflation of 0.12 km3 at 4 km beneath Miyake during the swarm17.

We use the dyke expansion model to test whether the swarm
seismicity is controlled by stress transferred by the intrusion. Given
the background stressing rate (,0.1 bar yr21) inferred from the
strain rate19, and stressing rates of up to 150 bar yr21 calculated
during the intrusion (Fig. 4a), we infer a 1,500-fold gain in the shear

stressing rate near the dyke. Seismicity is generally abundant where
the stressing rate is calculated to have increased, and rare where it
decreased. The calculated stressing rate change (Fig. 4a) is correlated
with the observed seismicity rate change (Fig. 4b), suggesting a
causal relation.

An alternative hypothesis is that ground water heated by the
intrusion diffused outward along pre-existing fractures in the ‘dog-
bone’ lobes, promoting earthquakes by raising pore pressure or
temperature. The penetration of the diffusive front is a function of
the ratio of the thermal to hydraulic diffusivities5. For appropriate
values of the thermal (1026 m2 s21) and hydraulic (1022 m2 s21)
diffusivities, the pore pressure increase is negligible beyond 250 m in
the first 20 d (ref. 5). Even for highly fractured basalt with per-
meability as low as 10215 m2 (ref. 20) at the 5–15 km depth of
seismicity, the pulse would reach no more than 2.5 km in 20 d, by
which time several M < 6 shocks and numerous smaller ones had
appeared 25 km from the Izu dyke (Fig. 1c, d). Because similar
aftershock durations are seen for the events of 18 August (3 km from
the dyke) and 15 July (20 km from the dyke), and the decay of the 18
August event is much longer than for the 1 July shock despite a
similar proximity to the dyke (Fig. 2a), a temperature dependence of
aftershock duration11 is not evident. Thus, neither pore-fluid nor
heat diffusion is likely to explain the remote triggering and shor-
tened aftershock durations at Izu and elsewhere.

In contrast, the stressing-rate dependences of seismicity rate and
aftershock duration are properties of a stress transfer model
incorporating rate/state friction, for which the seismicity rate

Figure 2 Observed and predicted aftershock decay. a, Observed decays for the four

largest shocks during the Izu swarm, and for the nearest M ¼ 6 shock that occurred well

before the swarm (20 km east of Toshima, grey). The 1 July, 9 July and 18 August shocks

struck near the dyke; the 15 July shock occurred 20 km north of the dyke. Aftershocks

were counted in a 30-km-long cube centred on each hypocentre; curves are dashed after

the swarm ended. b, Predicted aftershock decay as a function of the stressing rate

change. The similarity between a and b suggests that aftershock decay is controlled

principally by the stressing rate. Curves in b were generated from equations (12) and (14)

in ref. 16, assuming a background stressing rate _tr ¼ 0:1 bar yr21; Ajn ¼ 0:1 bar, and a

1-bar mean stress gain imparted to aftershocks of each M ¼ 6 shock. The modelled

earthquake rate is given by the stressing rate change times the observed (1980–99)

background M $ 3 seismicity rate of 0.05 d21. The curves are insensitive to the stress

change except for the first few hours, but they are sensitive to the background stressing

and seismicity rates for longer periods. Stressing rate changes in b are chosen to

correspond to those estimated for the observed mainshocks in a, based on their location,

depth, and time of occurrence in the sequence.

Table 1 Expected number of damaging Izu swarm earthquakes

Magnitude Location Background rate
(yr21)

Stressing rate
change

Number of shocks

Expected* Observed
.............................................................................................................................................................................

M $ 6 Total area 0.09 400 5.8 5
Near dyke 0.005 3,250 2.6 3

M $ 5 Total area 0.7 400 45 41
Near dyke 0.04 3,250 21 33

.............................................................................................................................................................................

There were seven shocks with M $ 6 from 1926 to 1999 (0.09 yr21) in the area shown in Fig. 4. The
calculated mean swarm stressing rate for this area is 40 bar yr21, and the background rate is
,0.1 bar yr21, so the rate change is 400. The 20 km £ 20 km near-dyke region comprises the
central 6% of the area, so the background rate of near-dyke M $ 6 shocks is 0.005 yr21.
*Data in this column is given by column 3 entry £ column 4 entry £ the swarm period (0.16 yr).

Figure 3 Intrusion geometry and deformation. a, GPS line-length changes17 and

cumulative Japan Meteorological Agency (JMA) M $ 3 shocks, with the observed ‘dog-

bone’ pattern (grey) and Hill mesh explanation6 (black) inset. b, We use epicentres at

9–12 km depth located by ocean bottom seismometers to constrain the dyke position22;

vectors are net displacements; L, length; W, width; Z, upper depth; u, opening. The

volume lost to collapse of the summit caldera (0.60 km3), magma chamber deflation

(0.12 km3), and eruptions (0.02 km3)17 is about half that inferred for the dyke intrusion

(1.5 km3), suggesting that some magma migrated from greater depths. The inferred

two-month intrusion rate is ,300 m3 s21, 10 times that of the 1997 off-Izu intrusion9.
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should be linearly related to the swarm stressing rate (Fig. 5).
Although the data are noisy, the observed regression is quite close
to the rate/state model (Fig. 4b inset). Aftershock duration ta, the
time until the rate of seismicity returns to what prevailed before the
mainshock, is related to shear stressing rate ṫ by ta ¼ Ajn= _t; where
Ajn is a constitutive parameter times the normal stress16, which we
assume to be unchanged by the swarm15. The shortened aftershock
duration is due to the increased level of background seismicity and
to a change in the Omori decay exponent during the swarm (Fig.
2b). Relative to periods without intrusions, aftershock durations
should decrease by a factor of ,1,000 above the dyke, and by a factor
of ,100 in the off-dyke lobes, in rough accord with the data
(Fig. 2a).

The ‘dog-bone’ pattern of seismicity seen at Izu, and to varying
degrees elsewhere3,4,7–9,18, can be explained by the transfer of shear
stress from an expanding dyke to vertical faults in the surrounding
crust (Fig. 4a). This pattern, as well as the prevalence of strike-slip
focal mechanisms for all but mid-ocean-ridge swarms, were for-
merly explained by the Hill mesh6, an hypothesis that strike-slip
faults link the dykes, accommodating and transferring the dyke
expansion through the mesh (Fig. 3a inset). We instead suggest
that seismicity occurs in these lobes whether or not connecting

faults exist, and that stress in each lobe can be relieved by right- and
left-lateral faulting.

If swarm seismicity is indeed governed by the stressing rate, then
the onset and rate of damaging earthquakes in a swarm can be
forecast. The expected earthquake rate is the product of the stressing
rate change, the background rate for shocks of a given magnitude,
and the swarm duration. Retrospective agreement is good for both
M $ 5 and M $ 6 Izu shocks (Table 1). Because seismicity reaches
equilibrium more slowly at lower stressing rates (Fig. 5b), earth-
quakes appear to migrate away from the dyke. The near-dyke shocks
should start within days of the intrusion (the first M $ 6 shock
struck 5 d into the swarm), whereas those off the dyke should be
delayed by several weeks (M $ 6 shocks began there after 20 d). The
observed rate of seismicity migration is thus more consistent with
stress transfer than with pore-fluid diffusion.

Whereas several previous studies have assumed that rate/state
friction controls earthquake occurrence15,21, the voluminous burst
of earthquakes at Izu provides the strongest observational test yet of
this constitutive law for the genesis of seismicity. Rate/state stress
transfer furnishes a comprehensive explanation for distributed
swarm seismicity, triggering and clustering, and offers the prospect
that near-real-time analysis of seismic and GPS data may permit

Figure 4 Calculated shear stressing rate and observed seismicity rate. a, Shear stressing

rate caused by dyke expansion and Miyake deflation (modelled using Coulomb 2.2 (ref.

21) at depths of 2–8 km resolved on vertical planes, consistent with focal mechanisms).

Seismicity (ERI, 26 June to 23 August 2000) is more common where the stressing rate is

calculated to have increased. b, Seismicity rate change21 smoothed with a 1-km gaussian

smoothing radius. The JMA catalogue is used because it is complete to M $ 3 from

1985; ‘swarm’ is 59 d after 29 June 2000; ‘background’ is 15 yr before 29 June 2000.

The average background rate was substituted for sites with at least one swarm shock but

no background seismicity. The brevity of the swarm all but precludes observation of

seismicity rate decreases. The inset shows the spatial regression of a on b. The model

(green) is found by combining equations (10) and (11) from ref. 16, for which R=r ¼ _t= _tr

once g, the state variable for seismicity, reaches steady state; R and ṫ are the swarm

seismicity and stressing rates; r and ṫr are the background seismicity and stressing rates.

The model predicts y ¼ 1:0 log x þ 1:0; the linear regression (red) yields y ¼

0:93 log x þ 0:95 with correlation coefficient 0.48, significant at the 99.99% confidence

level for the effective number of observations (542). Synthetic seismicity with the property

that the seismicity rate decreases inversely with distance from the dyke exhibits a much

poorer fit to the rate/state model ðy ¼ 0:34 log x þ 2:6Þ; with slope one-third of the

observations or model. The correlation coefficient for the synthetic data regression is

,0.75, but depends principally on the amount of introduced noise.
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forecasts of damaging earthquakes during future swarms. Equally
important, the Izu test suggests that a central unresolved problem of
earthquake interaction—the response of seismicity to a large shock
followed by viscoelastic rebound—is essentially a sudden stress
change succeeded by a transient stressing rate change, which can
be simulated by combining the two processes shown in Fig. 5. A

Methods
To calculate the updated daily seismicity rate, R, due to a stressing rate change (Fig. 5b), we
seek the updated state variable g from equation (11) of ref. 16, R¼ r=ðg _trÞ, where ṫr is the
background stressing rate, and the background seismicity rate r is set to 1. At t ¼ 0, g is
steady state, where gss ¼ 1=ð _trÞ: To evolve g, we use equation (B17) of ref. 16, g¼

g0 2 1
_t

� �
exp 2t _t

Ajn

h i
þ 1

_t
; where g0 is the state variable before each time step, and ṫ is the

stressing rate. For the response to a sudden stress change Dt (Fig. 5d), g¼ g0 exp 2Dt
Ajn

� �
;

modified from equation (B11) in ref. 16. For the Izu swarm, we infer Ajn using the relation
Ajn ¼ ta _t: From Fig. 2a, ta for the M < 6 shocks close to the dyke is ,0.3 d where the
calculated stressing rate _t < 150 bar yr21: The observed ta for the background M < 6
shock in Fig. 2a is ,1 yr, and the background _t < 0:1 bar yr21: Both estimates yield
Ajn < 0.1 bar, which we use here. The mean stressing rate in Fig. 4a is 32 bar yr21, and
the mean ta for the M < 6 shocks is ,3 d, for Ajn < 0.3 bar, similar to a previous
estimate21.
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Animal societies are stages for both conflict and cooperation.
Reproduction is often monopolized by one or a few individuals
who behave aggressively to prevent subordinates from reprodu-
cing (for example, naked mole-rats1, wasps2 and ants3). Here we
report an unusual mechanism by which the dominant individual
maintains reproductive control. In the queenless ant Dinoponera
quadriceps, only the alpha female reproduces. If the alpha is
challenged by another female she chemically marks the pretender
who is then punished4 by low-ranking females. This cooperation
between alpha and low-rankers allows the alpha to inflict punish-
ment indirectly, thereby maintaining her reproductive primacy
without having to fight.

Queenless ponerine ants have evolutionarily lost the morpho-
logical queen caste5. All females are workers who can potentially
mate and reproduce sexually (mated workers are called gamer-
gates)5. Colonies of D. quadriceps have, on average, 80 adult workers
and a single gamergate6, who has the alpha rank in a near-linear
dominance hierarchy of about 3–5 high-ranking workers7. High-
rankers are hopeful reproductives. They do little work, and one of
them, usually the beta, replaces the gamergate if she dies7. Workers
with lower ranks work, and are little involved in dominance

Figure 5 The rate/state effect of stress on seismicity. Details of the calculations are given

in Methods. A change in the stressing rate (a) causes a swarm (b). A sudden stress

change, Dt (c), causes an aftershock sequence that decays inversely with time (d). The

Izu swarm has several aftershock sequences embedded in it. Comparison of dashed and

solid curves shows that the higher the stressing rate, the more quickly the seismicity rate

reaches equilibrium. As the stressing rate change is highest close to the source, swarm

seismicity appears to migrate away from an intrusion or creep site.

† Present address: Laboratoire d’écologie CNRS UMR 7625, Université Pierre et Marie Curie, 7 quai Saint

Bernard, 75 005 Paris, France.
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duration and stressing rate: aftershocks of
magnitude-6 earthquakes, which would 
normally go on for several years, lasted only 
a day in the areas of highest stressing rate. 

This agreement between theory and
observation is a significant step forward for
earthquake mechanics. The seismicity–rate
theory also predicts a relationship between
aftershock duration, stressing rate, and a
friction parameter that describes the instan-
taneous friction response to a step change in
slip velocity. Modelling studies show that
larger values of the friction parameter 
prolong the time needed to reach instability7;
hence, aftershock duration increases with
the friction parameter. Laboratory experi-
ments8 show that the parameter (which is
always positive) is between 10–3 and 10–2, in
good agreement with the value obtained by
Toda et al.1 from measured aftershock 
durations and stressing rates.

Seismicity–rate theory also predicts that
a change in stress level will have a markedly
different effect from a change in stressing
rate, and Toda et al. show how this could
improve understanding of postseismic
behaviour. The main shock of an earthquake
increases the stress around a rupture, but this
increase decays rapidly because the brittle
crust behaves as a stiff elastic material. In
contrast, the effective stiffness is expected to
be significantly lower in some cases, includ-
ing large earthquakes that rupture into the
frictionally viscous region below the seismo-
genic zone. Toda et al. note that the 
combined effects of a jump in stress level and
stressing rate could help explain transient
behaviour observed after large earthquakes. 

Given the issues discussed above, it is
clearly difficult to predict details of a particu-
lar earthquake, including when and where it
may nucleate. But the method of Toda et al.
presents an opportunity to test earthquake
theories that could lead the way to funda-
mental breakthroughs. The correlation
between stressing rate and seismicity may
help in forecasting swarm or aftershock
damage; however, there is still the problem of
rupture size and understanding how earth-
quakes stop. Because large earthquakes
appear to be seismically identical to small
shocks, forecasts and damage predictions
will remain limited, at least for the moment,
to minimum estimates. ■
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In the study of earthquake mechanics, one
of the biggest problems is pinning down
the initial conditions. The slip history and

the initial stress field around a fault are rarely
known with certainty, making it tricky at
best to work out what conditions trigger an
earthquake. Uncertainty over fault condi-
tions limit hypothesis-testing and hamper
both fundamental studies of earthquake
physics and empirical attempts to predict
earthquakes. Toda and colleagues1 (page 58
of this issue) now report a new way to 
circumvent this problem. Rather than 
relying on estimates of the absolute stress
state, they use the rate of stressing to study
earthquake nucleation and seismic defor-
mation. They find that regions stressed at
higher rates experience more earthquakes in
a given period, in agreement with fault-
friction theory2. 

Toda et al. used a dense network of seis-
mometers in the Izu Islands volcanic chain,
south of Tokyo (Fig. 1), and a seismic cata-
logue extending back to 1980 to measure
changes in the rate of earthquake occurrence
around one of the most seismically energetic
magma intrusions ever known3 — in 2000
the region was hit by a ‘swarm’ of more 
than 7,000 shocks. The authors infer that a
vertical fracture, 8 km below the surface and 
5 km215 km in area, was forcibly expanded
to a width of 20 m by magma intrusion at an
average rate of 300 m3 s–1 during a two-month
period. In some areas the local stressing rate
increased by a factor of up to 1,500 relative to
the background rate. By comparing seismic
activity before and after the intrusion, the
authors find that earthquake rates jumped by
a factor of nearly 1,000 in the areas of highest
stressing rate, some locations suffering daily
the equivalent of 1,000 earthquakes of 

magnitude 3 or more. They also show that 
the rate of seismic activity decreases in 
areas where the stressing rate decreases, in
agreement with previous work4.

Significant in the work of Toda et al.1 is
their use of earthquake observations to test
seismicity–rate theory2 and the laboratory-
derived friction laws5 on which it is based.
The friction laws indicate that fault strength is
not well described by a simple stress thresh-
old but rather is a function of strain rate and
recent slip history — that is, the ‘frictional
state’. History- or state-dependence of fric-
tion accounts for time-dependent strength-
ening of frictional contacts and for the fact
that a finite displacement is necessary for the
frictional resistance to make a transition
from one set of conditions to another — for
example, from stationary to sliding contact,
or from steady sliding at one velocity or nor-
mal stress to another. Friction rate and state
effects are well documented in laboratory
experiments; however, testing how well they
apply to earthquake faults has proved diffi-
cult and controversial. 

At issue is whether the same processes
that occur under laboratory conditions also
govern seismic failure in the field, because
the latter may involve slip rates of up to 
several metres per second and significant
shear heating. Although the laboratory laws
can reproduce much observed fault behav-
iour (including slow earthquakes, aseismic
strain transients, dynamic rupture and 
interseismic fault healing5,6), the stumbling
block is that numerical simulations of these
phenomena in the field must generally use
parameter values that differ from those
measured in the laboratory. Seismic and 
geodetic observations can rarely specify 
friction values with sufficient precision to
resolve the discrepancy. But Toda et al. have
devised a different type of test, combining
field-based estimates of the friction para-
meters with laboratory-based predictions of
seismic behaviour. 

Dieterich’s seismicity–rate theory2 pre-
dicts that a stress perturbation vanishes 
sooner if the background stressing rate is
higher. As aftershocks are a product of the
stress perturbation generated by the main
shock, their duration — the time for the seis-
micity to return to the pre-mainshock level —
should scale inversely with stressing rate. The
Izu Islands swarm includes five magnitude-6
earthquakes, and Toda et al. record a strong
inverse correlation between aftershock 
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The Earth’s crust can deform catastrophically in earthquakes, but it’s
difficult to predict exactly what causes such failure. Analysing thousands
of small shocks might help us better understand how earthquakes occur.

Figure 1 Miyakejima, Izu Islands, August 2000.
Mount Oyama erupts as the islands suffer
thousands of earthquakes.

K
Y

O
D

O
 N

E
W

S

© 2002        Nature  Publishing Group


