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Power-aware Computing on 

GPGPUs 

 Tracing of power measurement exactly when the 
kernel is running 

 NVML (NVIDIA Management Library) library to 
measure the real-time power consumption of 
several fundamental BLAS libraries and LAPACK 
routines. 

 Activity-based model (AMG) to estimate activity 
factors and power for micro-architectures on 
GPGPUs 



Methodology 

 NVML supports function calls such as nvmlDeviceGetPowerUsage 
to measure power in watts. 

 NVML supports function calls such as nvmlDeviceGetTemperature 
to measure temperature in Celsius.  

 Use of pthreads where we run MAGMA kernels on one thread and 
power measurement on another. 

 NVML power usage function calls fully supported on C2075 and 
partially supported on c2050 and other GPUs. 

 We show the trace of power consumption exactly when MAGMA 
kernels are running using the latest feature provided by CUDA 4.0, 
which allows access to the same GPU by different threads. 



Traces of Real-time Power 

Consumption  

 Power trace of MAGMA  

– http://icl.cs.utk.edu/magma/  

 Implementation of LU factorization (magma_dgetrf) for solving a 
dense linear system of equations 

  MAGMA upper Hessenberg reduction (magma_dgehrd) for solving 
the general eigenvalue problem are shown. 



HPC @ 1/10th the cost & 1/20th the 

energy 

 MAGMA’s LU factorization is almost entirely based on GEMM which is a 
level 3 BLAS routine. 

 MAGMA’s HESSENBERG factorization has 80% FP ops from DGEMM 
which is a level 3 BLAS routine and 20% FP ops from DGEMV which is a 
level 2 BLAS routine. 

 



• The graph shows the real-time temperature while running MAGMA 
dgehrd. 

• We would like to correlate temperature with power consumption and 
failures. 

 

 

Temperature trace for MAGMA 

dgehrd 



Future Work 

 Development of activity-based models for performance and 
power consumption prediction  

 Deeper understanding of performance and power tradeoffs 

 Use of libraries like PAPI, TAU, CUPTI for per component 
analysis 

 Identification of relevant hardware counter events and 
addition to power and performance prediction model. 

 Energy saving parameters are being identified and added to 
the MAGMA library. 
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