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The need 

Promising solution 

•  High bandwidth and agile network capable of 
providing on-demand dedicated channels:  
150 Mbps  to multiple 10/40/100Gbps 

•  Protocols are simpler for dedicated  high 
throughput and control channels with limited/
known traffic floes 

Challenges 

•  In 2003, several technologies needed to be 
(fully) developed 

•  User-/application-driven agile control plane 
–  Dynamic scheduling and provisioning 
–  Security—encryption, authentication, 

authorization 
•  Protocols, middleware, and applications 

optimized for dedicated channels and multi-
core hosts 

•  Large-scale applications on supercomputers and 
experimental facilities require high-performance networking 
–  Moving exascale data sets, collaborative visualization, and 

computational steering  
•  Application areas span the disciplinary spectrum: High-

energy physics, climate, astrophysics, fusion energy, 
genomics, and others 



3  Managed by UT-Battelle 
 for the U.S. Department of Energy 

UltraScience Net – In a nutshell 
Experimental network research testbed 
•  To support advanced networking and related application technologies for large-scale science projects 

 
Features 
•  End-to-end guaranteed  

bandwidth channels 
•  Dynamic, in-advance  

reservation and  
provisioning of  
fractional/full lambdas 

•  Secure control-plane 
for signaling 

Peered with ESnet, National Science Foundation’s CHEETAH, and other networks 
 

ORNL-Atlanta  connections upgraded to 40 Gbps 
        - 10Gbps Infrastructure emulated using ANUE devices 
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USN Contributions 
•  Provided long haul production links for experimentation 

–  8000 mile 10Gbps and 70,000 mile 1Gbps connections 

•  First advanced reservation and scheduling of dedicated connections 
–  Deployed in USN control plane in 2005 – demonstrated at SC2005 

•  Identified network throughput bottlenecks in dedicated connections 
supercomputers 

•  Peering of layer-2 and layer-3 networks using VLANS:  
–  coast-to-coast connections over USN, Esnet and CHEETAH 

•  Infiniband extensions to thousands of miles 
–  IB-RDMA throughputs: local 7.6 Gbps: 8600 miles: 7.2 Gbps: SC2008 

•  10Gbps Crypto devices 
–  TCP performance improved: higher throughput with less #streams 

•  Cross-Calibration of emulations and testbed connections 
–  Segmented regression to extend measurements to other modalities 

•  40 Gbps upgrade to ORNL-Atlanta infrastructure 
–  39.5 Gbps throughputs between multi-core hosts 

2004 

2005 

2007 

2008 

2009 

2010 

2011 
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InfiniBand over 10 GigE: cross-traffic 
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Performance profiles of IB over 10 GigE 

Results are almost 
the same as in 

SONET case 

Connection length (miles) di	
 0.2 1400 6600  8600 
Throughput (Gbps) – 8M msg 7.5 7.49 7.39 7.36 
Std-dev (Mbps) 0.07 0.69 0.00 0.20 
DPM (Mbps) DB (di )	
 0 0.012 0.017 0.016 
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ORNL 
E300 

Fujitsu 
10GigE 

Testing of 10Gbps Encryption Devices: 
 host1-host2 Plain Connections 
 host3-host4 Encrypted Connections 
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Fiber loop between 10Gbps devices : 9 Gbps TCP throughput 
Chicago loop: host3-4 connection achieved 8Gbps 
Sunnyvale loop: host3-4 connection 1.5 time higher throughput 
 
 

TCP Profiles Comparison:  
Better Throughput with 10Gbps devices 
host1-2 Plain and host3-4 Encrypted 
Connections  

Observations:  
Compared to plain connections, for encrypted connections: 

•  higher throughput is achieved with less number of streams 
•  higher throughput is achieved at longer distances 

cdci-loop Chicago-loop 

Seattle loop 

Sunnyvale loop 
Sunnyvale loop 
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Differential Regression Method for 
Cross-Calibration 
Basic Question:  Predict performance on connection length      not realizable on USN 

 Example: IB-RDMA or HTCP throughput on 900 mile connection 
( )SM d Measurements on OPNET simulated path of distance d 

Measurements on  USN path distance  

d

d

( )EM d Measurements on ANUE emulated path of distance d 

( )U iM d id

(.)AM Regression of measurements on 
{ }, ,A S E U∈

Approach:  Under active development 

1.  Collect  simulation or emulation measurement for 

2.  Apply differential regression to obtain the estimate  

Measurement Regression: for 

Differential  Regression: for 

, (.) (.) (.)A B A BM M MΔ = −

{ } { }, , , , ,A S E U B S E U∈ ∈

,
ˆ ( ) ( ) ( )U C C UM d M d M d= − Δ

{ },C S E∈

simulated/emulated 
measurements 

point regression 
estimate 
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Analysis of iperf and XDD measurements 
- joint work with I/O Team 

•  Estimated differential regressions: 
( )MT xε

( )DT xε

( )DDT xε

:memory transfer throughput  - emulated connection of length x 

: single disk transfer throughput  - emulated connection 

: dual disk transfer throughput  - emulated connection 

( )P
Mf xε⊗ : differential regression for memory transfer throughput   

- between physical and emulated connections of  length x 
(miles) 

( ); ;
ˆ P
P M M MY Y f xε⊗

∈= +

measured memory transfer throughput: length x 

Estimated memory transfer throughput: 
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Analysis of iperf and XDD measurements 
- joint work with I/O Team 

•  Measurements collected on USN connections and ANUE-emulated connections: 
Compared with measurements 
–  Iperf memory transfers 
–  XDD file transfers 

•  Segmented Regression Method 
–  Interpolation for 6600 mile  

 connection 
–  USN and ANUE measurements 

 used to interpolate for 
•  ANUE using ANUE 
•  USN using USN 
•  USN using  

       ANUE + differential regression 

•  Summary:  
–  For 10Gbps ANUE network emulators can closely match USN measurements – 

somewhat larger margins than IB measurements 
–  Continue 10Gbps testing after USN de-commissioning 
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Analysis of iperf and XDD measurements 
- joint work with I/O Team 
•  Measurements collected ANUE-emulated USN connections used for interpolation/

extrapolation – compared with emulated connections 

•  Interpolation/extrapolation: 
–  Apply differential regression 
 to obtain USN predictions 

–  Interpolation: 100 and 150ms 
•  Not feasible on USN 

– In-between lengths 
–  Extrapolation: 200 ms 

•   Not feasible on USN 
– Too long 

•  Interpolation and extrapolation:  
–  For 10Gbps ANUE network emulators can provide measurements for  connection 

lengths not feasible (too long or in-between) on USN 
–  Enable us to continue 10Gbps testing after 10Gbps USN de-commissioning 


