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NCCS network roadmap 

•  2011 
–  New network for HPSS 
–  10GbE firewalls for all systems except for high speed data 

movers  (Data transfer nodes) 
–  Network upgrade that will support 40/100GbE 

•  2012 
–  Titan, and Titan File system network deployments 
–  40/100GbE Upgrades 
–  Enhance 10 GbE WAN monitoring and security capabilities 

Summary:  Continuous improvement projects in both high-speed wide-area 
connectivity and ultra-high-speed local-area data movement are finding and 
fixing bottlenecks to meet the data management demands of groundbreaking 
scientific simulations 
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NCCS network roadmap summary 
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NCRC Network 
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NCRC WAN 
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NCCS WAN 
•  ORNL has redundant  

10GE connections to  
the ESnet hub in  
Nashville and the  
local ESnet router  
that serves the  
Oak Ridge area  

•  The local ESnet  
router has an  
OC-48 to the  
ESnet Atlanta hub  

•  Additional external 10GE peerings include the Southern CrossRoads in 
Atlanta, the University of TN,  ESnet SDN in Nashville, and redundant 
dedicated circuits to NOAA in Atlanta and Chicago 

•  With the exception of the local ESnet peering, all wide-area circuits are 
supported on the ORNL-owned and -managed optical infrastructure 
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2011 NCCS Infiniband Network 
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2012 NCCS Infiniband Network 
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2011 ANI OLCF Testbed 
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2011 ANI – OLCF Testbed 

•  12 Intel Dual Xeon 5606 2.13GHz 2U servers 
•  Myrinet 10G-PCIE2-8B2L-2S (Dual Port 10GB SFP+) 
•  Mellanox MHQH29C-XTR Dual Ports ConnectX II QSFP QDR 40GB 
•  Each system has 4 OCZ 40GB SSD capable of 250MB/s sustained reads or 

write. 
•  1 Gigabyte/second of SSD IO per node. 
•  File system has 160GB storage capacity per node, with 12Gigabytes/sec 

aggregate performance. 
•  Connectivity to OLCF Storage Testbed that supports new hardware from 

several vendors/ and Lustre file system. 
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Late 2011: Evaluate new security solutions and application filtering firewalls 

April–September 2011: Deployed 10 GbE firewalls for all systems except high speed data 

 movement (Data Transfer Nodes) 

Fall 2011: Deployed HPSS network upgrades allowing for 160Gb/s upstream 

2011 milestones 

March–April 2011: Deployed Cisco Nexus 7010 
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January 2012: Deploy network infrastructure for Titan 

Spring 2012: Deploy network infrastructure for Titan file system 

Summer 2012: Deploy 40/100 GbE upgrades 

Late calendar year 2012: Deploy 10 GbE line rate firewalls, and application 
filtering firewalls 

2012 milestones 
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Contact 

Daniel Pelfrey 
 High Performance Computing Operations 
National Center for Computational Sciences 
(865) 241-5562 
dspelfrey@ornl.gov 


