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Abstract.  Modern optical networking techniques have the potential to greatly extend the 
applicability of quantum communications by moving beyond simple point-to-point 
optical links, and by leveraging existing fibre infrastructures. We experimentally 
demonstrate many of the fundamental capabilities that are required. These include 
optical-layer multiplexing, switching, and routing of quantum signals; quantum key 
distribution (QKD) in a dynamically reconfigured optical network; and coexistence of 
quantum signals with strong conventional telecom traffic on the same fibre. We 
successfully operate QKD at 1310 nm over a fibre shared with four optically amplified 
data channels near 1550 nm. We identify the dominant impairment as spontaneous anti-
Stokes Raman scattering of the strong signals, quantify its impact, and measure and 
model its propagation through fibre. We describe a quantum networking architecture 
which can provide the flexibility and scalability likely to be critical for supporting
widespread deployment of quantum applications.

1. Introduction
The ultimate usefulness of most communications services depends strongly on the ability to 
network, i.e., to efficiently connect many end users with each other or with shared resources. 
Much of the experimental research on Quantum Key Distribution (QKD) has focused on 
improving transmission performance over a fixed end-to-end connection between a single pair of 
quantum endpoints, Alice and Bob.  However, this type of connectivity does not scale well,
because the level of resources that are required increases very rapidly with the number of end 
users. Efficient networking solutions are clearly needed to move QKD and other types of 
quantum communications beyond the realm of niche deployments. 

Many of the technologies, components and techniques needed to address these problems 
have been developed over the past quarter century for use in conventional optical fibre networks.  
Early fibre networks utilized optics solely for point-to-point (PTP) transmission between opaque 
nodes, in which all networking functions were implemented electronically. In contrast, modern 
fibre networks increasingly take advantage of optical transparency, in which a subset of critical 
networking functions such as switching, routing and multiplexing are preferentially performed in 
the optical layer [1]. This enables the establishment of multiple optically transparent lightpaths 
through a network domain, and highly dynamic re-routing or reconfiguration of these lightpaths. 
  Applied to QKD, optical networking offers the prospect of flexible and scalable on-
demand connectivity for a large number of Alice-Bob pairs. End-to-end key establishment over 
an untrusted network is feasible for lightpaths compatible with the maximum attenuation allowed 
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by the QKD system. Communications over longer end-to-end paths, or between endpoints with 
incompatible QKD systems, can be routed on demand via a shared set of ‘trusted relay’ nodes in 
secured locations [2-8]. The network can also provide endpoints with optically transparent access 
to other shared resources, such as ‘centralized’ entangled-photon sources for QKD. Finally, 
optical networking offers the prospect of leveraging costly infrastructure already deployed for 
telecom and enterprise networks, via wavelength-division multiplexing (WDM) of quantum and 
conventional data signals onto the same fibres. A central question for the future of QKD is to 
what extent it can attain wide applicability by taking advantage of these major advances in 
conventional optical networking. 

Achieving this vision requires developing new capabilities, and validating them in 
realistic network environments. In this paper, we experimentally demonstrate a number of 
fundamental capabilities of optical networking as applied to QKD. These include optical routing, 
automated restoration after network path reconfiguration, and multiplexing and transmission of 
QKD with strong conventional WDM channels on the same fibre. We also examine practical 
considerations for applying optical networking architectures and technologies to QKD, and 
resulting impacts on the quantum signals in these environments. Although the experiments and 
analyses reported in this paper focus entirely on QKD, many of the results are likely to also carry 
implications for a broader range of quantum communications services which rely on the transport 
of photonic qubits over fibre networks.  

The earliest QKD optical networking experiments were reported by Townsend’s group 
[9-10], which measured quantum bit error rates (QBER) for QKD signals transmitted through a 
1:3 passive optical splitter to facilitate distribution of QKD signals to three different receivers. 
Following this work, several additional groups proposed passive fibre distribution networks to 
transmit key to multiple nodes [11-13]. Our group reported the first demonstrations of QKD 
through optical switches, including key establishment through several types of switch fabrics, and 
optical protection switching between two fibre paths connecting Alice and Bob [14]. Honjo et al. 
used a planar lightwave circuit (PLC) switch to connect Alice with either of two Bobs, 
demonstrating low QBER in the presence of crosstalk from a much stronger channel on a 
different path through the switch [15]. Optical switching has also been used in a portion of the 
DARPA quantum network [8], and investigated in a three-node QKD configuration at NIST [16].

The first experiment using WDM to combine QKD with an uncorrelated data channel on 
the same fibre was reported by Townsend [17]. WDM is often employed for carrying ‘bright’ 
synchronization pulses along with the quantum signals, and has occasionally been used to support 
one or a small number of data channels. However, few experiments have reflected the 
environments encountered in routing quantum signals through a modern telecom or enterprise 
network, in which very strong (~1 mW) data channels create substantial impairments which must 
be understood and mitigated. Early work with multi-channel WDM can be found in [18, 19] and 
[20], for QKD signals near 1310 nm or 1550 nm, respectively. 

Our approach differs from, but is complementary with, the ‘trusted relay’ backbone 
architecture demonstrated by the SECOQC collaboration [2-4], and related approaches [5] which 
build on concepts developed for the DARPA quantum network [6-8]. For example, the SECOQC 
network is constructed from a collection of fixed PTP QKD links, with a variety of QKD 
technologies, connecting opaque quantum nodes in secured locations. Networking functions are 
performed entirely in the electronic domain, in a trusted network dedicated to QKD.

The following section provides a brief overview of the role of optical networking in 
quantum communications. Section 3 presents experimental results on the operation of QKD in 
dynamically reconfigurable networks, while Section 4 reports results on combining QKD with 
strong data channels in shared network environments. Section 5 provides a summary and 
conclusions. 

      



2. The Role of Optical Networking in Quantum Communications
The value of communications depends strongly on the number and variety of endpoints that are 
accessible. For example, for peer-to-peer applications such as voice calls, file transfers, or QKD 
sessions between a pair of end users, Metcalfe’s Law suggests that the value of the service is 
roughly proportional to the square of the number of users that can be interconnected. The value of 
shared resources on a network such as Web servers, key servers, or entangled photon sources, 
also depends strongly on the number and variety of end users to which access can be provided. 
Optical fibre is the most practical way to reach a large number of endpoints, whether end users or 
servers; however, static PTP fibre connections are not scalable to large numbers of endpoints. 
Efficiently interconnecting these endpoints is an optical networking problem. 

Quantum communications can take advantage of the technologies, components and 
architectures developed over the past two decades for conventional fibre communications. Figure 
1 provides a schematic overview of two different types of reconfigurable quantum 
communications networks. The boxes labelled A and B represent quantum endpoints (Alices and 
Bobs) at a variety of locations. The cloud on the left represents a network domain dedicated 
entirely to quantum-based services. (In addition to quantum signals, this network might also carry 
a small number of directly related classical signals, e.g. the ‘public’ reconciliation channels for
QKD.) The cloud on the right represents a shared network domain, in which quantum channels 
are wavelength multiplexed onto fibres carrying conventional optical data traffic in a typical large 
telecom (carrier) or enterprise (private business) network. Within each of the two clouds, the 
endpoints are interconnected by a mesh of optical routers. These could be simple fibre switches, 
wavelength-selective switches, or other existing devices capable of independently routing 
wavelengths through the node. An important point is that these routers are optically transparent, 
and do not themselves originate or terminate quantum signals. The quantum signals are 
transmitted transparently end-to-end between Alice and Bob. As a result, the optical routers 
themselves need not be trusted or physically secured.

Optical Router

A1

WDM

A2

WDM

A3

WDM

B2

WDM

B3

WDM

B1

WDM

Processing 
Node

Dedicated to Quantum Shared Quantum and Telecom

Inter-Network Link
Entangled 

Photon
Source GW

GW

Gateway

Gateway

A2

B1

B2

B3

A1

A3

Optical RouterOptical Router

A1

WDM

A2

WDM

A3

WDM

B2

WDM

B3

WDM

B1

WDM

A1

WDM

A2

WDM

A3

WDM

B2

WDM

B3

WDM

B1

WDM

A1

WDM

A2

WDM

A3

WDM

B2

WDM

B3

WDM

B1

WDM

Processing 
Node

Dedicated to Quantum Shared Quantum and Telecom

Inter-Network LinkInter-Network Link
Entangled 

Photon
Source GW

GW
GWGW

GW

Gateway

Gateway

A2

B1

B2

B3

A1

A3

A2

B1

B2

B3

A1

A3

Figure 1.  Schematic view of two types of reconfigurable optical network domains. See text for 
discussion.

Within each network domain, the optical layer provides some of the networking 
functionality, rather than simply PTP transmission as in the trusted relay model. The optical 
routing and multiplexing are electronically controlled, and can be dynamically reconfigured as 
needed. This provides flexible, optical layer on-demand connectivity between any Alice and any 
Bob in the domain (within the range limitations of the quantum signals for the particular service 



being provided, e.g., QKD). It also avoids the scalability problems associated with dedicated 
connections for every Alice-Bob pair. In addition, reliability is enhanced by the ability to 
optically reroute signals along alternate paths in the case of network failures, congestion, or high 
error rates due for example to noise or other interference. 

Optical-layer reconfigurability also provides end users with transparent access to shared 
resources, such as ‘centralized’ entangled photon sources for on-demand entanglement-based 
QKD. Processing nodes, including trusted relays, can similarly be placed on the network and 
accessed on an as needed basis, for example to extend QKD range or to interface between 
incompatible quantum transmission systems.. It has been correctly stated that transparent optical 
networks do not increase the range of QKD, and in fact decrease it somewhat due to attenuation 
in the additional optical components required for networking functionality [3,8]. However, the 
choice is not restricted to fully transparent networks versus fully opaque networks. Modern fibre 
networks utilize a judicious combination of transparent networking and shared intermediate nodes 
(e.g., digital regenerators for classical optical signals). This hybridized approach has the potential 
to significantly reduce the number of opaque nodes required, along with the associated cost, 
complexity, and potential security requirements. 

Large communications networks are almost invariably constructed from sub-networks or 
administrative domains, such as the two clouds shown in figure 1, for reasons of scalability and 
manageability. A limited number of gateways in each domain are used for interconnection and 
routing of traffic among the various domains. Optical reconfigurability between endpoints and 
gateways supports efficient aggregation of traffic headed for other domains (e.g., over the inter-
network link in figure 1), and efficient distribution of traffic upon its arrival. This hierarchical 
approach is characteristic of communications networks, with different architectures and 
technologies in the access, metro, and core (long-haul) regimes, driven by different distance 
scales, traffic patterns, and cost considerations. In the quantum realm, for example, inter-network 
links could involve different types of fibre-based implementations, chains of quantum repeaters, 
or free-space links.  Gateways provide the necessary adaptations, and often play an important role 
in securing communications entering or leaving a domain. For these reasons, gateways are natural 
locations for secured opaque processing nodes needed to support quantum services. 

The advantages of reconfigurable optical networks apply to both ‘dedicated’ and ‘shared’ 
network domains of the type indicated in figure 1. However, shared quantum/telecom networks 
bring the additional prospect of leveraging hundreds of billions of dollars of investment in 
embedded infrastructure, which could be a critical enabler for quantum communications. 

3. QKD in Dynamically Reconfigurable Fibre Networks
One of the most fundamental elements of networking is the ability to route signals along chosen 
paths through multiple network links. Routing can be classified as static or dynamic, depending 
on the time scale or the level of effort involved in changing routes. We focus in this section on 
dynamically reconfigurable approaches, for example electronically controlled switches and 
multiplexers, as opposed to manual reconfiguration of fibres, filters, or wavelength-selective 
routing components. Per-fibre routing can be performed using a variety of all-optical switching 
technologies. Dynamic per-wavelength routing in a multi-wavelength environment typically 
utilizes a combination of optical switching with wavelength multiplexing and demultiplexing. 

Our group reported the first tests of QKD through transparent optical switching fabrics
[14]. This included successful secret key establishment through a 4 x 4 switch based on 2D 
micro-electromechanical systems (MEMS) technology, which is widely utilized today, as well as 
through lithium niobate (LiNbO3) and opto-mechanical devices. We also later established QKD 
keys through a commercial network element with a 128 x 128 matrix of 3D-MEMS switches [18]. 
More recently, we have reported the first demonstration of QKD through a reconfigurable optical 
add drop multiplexer (ROADM), a network element combining multiplexing and MEMS 
switching for per-wavelength routing in the 1.5 m fibre transmission window [21]. 



Transparent optical switching, originally developed for conventional telecom networks, 
thus makes it feasible to route qubits through a fibre network between a pair of quantum 
endpoints. Dynamic reconfigurability also supports other important networking functions such as 
optical protection switching, which is heavily deployed to reroute signals past fibre cuts or failed 
equipment. We have previously demonstrated a QKD application of the widely deployed 1+1 
optical protection architecture [22]. Alice’s QKD signals were sent through a 50:50 optical power 
splitter into two separate fibre paths to Bob’s location, where a 2 x 1 opto-mechanical switch was 
used to manually select either of the two arriving signals to achieve the lowest bit error rate [14].

The dynamically reconfigurable optical networking architectures in figure 1 place 
additional demands on QKD systems, compared with PTP or statically routed fibre paths. In 
particular, a practical QKD system for this environment needs to be able to automatically respond 
to network path reconfiguration, which can produce substantial changes in the attenuation, time 
delay, and polarization state of the signals arriving at Bob’s location6. A new ‘network-friendly’ 
fibre-based QKD system was developed for experiments in optical networking environments [23]. 
This system is known as ‘F3’ because it is the 3rd generation of fibre QKD systems developed at 
Los Alamos. F3 is a weak-coherent pulse, one-way, phase-encoded design, performing the BB84 
protocol [24] and transmitting at 1550 nm. It utilizes InGaAs avalanche photodiodes (APDs) 
cooled to 210 K and operated in Geiger mode, with a clock rate of 10 MHz and afterpulse 
blocking (set to 40 s for these experiments). The APDs were Epitaxx model EPM239BA, with 
detection efficiencies of approximately 21% and dark count probabilities per ns of ~2x10-5 to 
3x10-5 at operating bias. F3 incorporates a full suite of protocols, including, error correction [25], 
privacy amplification [26], and authentication [27] which is particularly important in fibre-based 
QKD. In addition, F3 incorporates a number of new features to improve performance, stability 
and robustness in networking environments [23]. 
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Figure 2.  Automated operation of F3 1550 nm QKD system over a static 25 km in-ground 
network fibre path, dedicated to QKD. See text for discussion.
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The F3 QKD system is software controlled, highly automated, and uses adaptive control 
to respond to sudden and/or slowly varying changes in the network environment [23]. Figure 2 
provides an example of data obtained over a 25-km round trip path through a portion of the 
ATDNet transparent optical networking tested [28], between Adelphi MD and College Park MD. 
The quantum signals travelled over a dedicated, static in-ground fibre path in this experiment 
with a total path loss, including connectors, of ~9 dB. The system was operated unattended over 
nearly four days, with an average of =0.2 photons per pulse. To focus on the overall trends in 
the data, the display shows a moving average of 60 one-second QKD sessions. The average 
quantum bit error rate (QBER) and final secret key rate were 5.9% and 1090 b/s, respectively, 
during quantum transmissions. After accounting for overheads associated with system tuning, 
processing, and classical communications, a total of more than 38 million authenticated secret 
bits were shared between Alice and Bob. Despite slow drifts over time, the overall performance 
of the system was quite stable over the four-day period. The very strong anti-correlation of the 
QBER and secret bit rate curves, easily apparent in the data, reflects the behaviour expected as
the privacy amplification process accounts for variations in the quantum bit error rate. 

The F3 system utilizes an auto-synchronization technique, using the quantum pulses 
themselves to align the timing of the detectors with the incoming photons [23]. Rubidium (Rb) 
oscillators are incorporated into Alice and Bob, providing a timing reference to automatically 
synchronize the detector gates with the arrival of the quantum channel pulses. At Bob, the 
detector gates are periodically swept in time, and a timing histogram is obtained of the detected 
events. The frequency of the Rb oscillator at Bob is tuned to maintain the phase-based QKD
interference pattern at a stable position, with sub-nanosecond accuracy. Large changes in the 
optical path length (frame offsets) can be established using a predetermined bit sequence sent 
from Alice to Bob. Thus F3 does not require  a ‘bright’ synchronization pulse at a separate 
wavelength, as frequently used in QKD systems. This is a significant benefit for networking 
experiments and applications. It avoids any need to dedicate a valuable network wavelength for 
synchronization, or to require separate QKD and synchronization wavelengths to travel the same 
path through a wavelength-routed network. It  also avoids timing shifts in the two signals due to 
chromatic dispersion when the (common) fibre path length is changed due to network 
reconfiguration. Quantum auto-synchronization also does not require dedicated time slots as in 
time-multiplexed approaches (with a bright pulse at the QKD wavelength), or a GPS antenna 
which may not always be available.    

The ability of the F3 system to automatically respond to network path reconfiguration 
was investigated as shown in figure 3. Using two paths through a single 4 x 4 2D-MEMS switch, 
the QKD signals could be routed over three different fibre paths from Alice to Bob: a 10-km fibre 
spool, the 25-km network loopback route described earlier, and a direct (<5 m) fibre connecting 
the two endpoints. Each of the two passes through the switch increased the insertion loss by 
approximately 2.1 dB. The mean photon number was increased to = 0.4 for this experiment. 

Figure 3 plots the secret bit rate and QBER as a function of time.  Initially Alice and Bob 
were connected through the 10 km fibre spool, with an average QBER of 3.5% and a secret bit 
rate of roughly 3 kb/s. The route was then switched to the 25-km ATDNet path, and the QKD 
system automatically re-established synchronization and resumed key exchange after 19 minutes. 
Due to the large increase in attenuation and corresponding decrease in signal-to-noise ratio at Bob, 
keys were generated over the ATDNet link at a considerably lower rate and with a higher QBER. 
Finally the quantum channel was switched to the direct optical path, and the system automatically 
resynchronized, and resumed key exchange after 7 minutes. The final secret key rate was higher 
than along the original path due to the lower attenuation in the short fibre. 



25km
ATDNet

2D MEMS Switch 10km 2D MEMS Switch

UMCP

Direct
F3

ALICE
F3

BOB

10km ATDNet Direct

Re-
sync
Time

Re-sync
Time

QBER
7.5%

QBER
3.5%

QBER
3.5%

S
ec

re
t 

B
it

 R
a

te
 (

b
it

s
/s

e
c)

1k

2k

3k

4k

Time

25km
ATDNet

2D MEMS Switch 10km 2D MEMS Switch

UMCP

Direct
F3

ALICE
F3

BOB

10km ATDNet Direct

Re-
sync
Time

Re-sync
Time

QBER
7.5%

QBER
3.5%

QBER
3.5%

S
ec

re
t 

B
it

 R
a

te
 (

b
it

s
/s

e
c)

1k

2k

3k

4k

Time

Figure 3.  Automated QKD resynchronization after network path reconfiguration, using only the 
quantum channel.

  
To our knowledge, this was the first demonstration of QKD resynchronization following 

network path reconfiguration using quantum clock recovery [29]. The QKD endpoints had no 
notification of the reconfigurations or the new path lengths, since none would be generated in the 
event of network protection switching or rerouting due to network maintenance. Upon 
reconfiguration, the fibre attenuation varied by as much as 9 dB, and the delay by as much as 125 
s. The change in polarization state upon path reconfiguration was arbitrary and unpredictable. 
The results described above were obtained with an initial, non-optimized version of the software 
control algorithm, and we expect to be able to reduce the secret keying recovery time to less than 
1 minute with improvements in the polarization tuning and re-timing routines.

A single Alice and Bob were used in this experiment, to simulate network path 
reconfiguration between fixed endpoints. However, the results indicate that a given Alice or Bob 
should be able to establish on-demand connections to a variety of partners on a dynamic 
reconfigurable network, without external synchronization channels. 

4. Coexistence of QKD and Telecom Channels in Shared-Fibre Networks
Delivering quantum applications (or for that matter, any limited set of services) over a dedicated 
fibre network provides great flexibility, but also bears substantial cost penalties relative to 
conventional optical communications. Indeed, one of the major trends in communications in 
recent years has been to move services such as voice, data and video away from service-specific 
infrastructures, and onto converged networks. Over the past two decades the accessible 
bandwidth on a telecom fibre has increased by more than four orders of magnitude [1], due to a 
rapid increase in both data modulation rates and the number of wavelengths on a fibre. Large 
enterprises and governments, as well as telecom carriers, build or lease high-speed dense WDM 
(DWDM) networks [1]. This greatly increases the efficiency of fibre transmission, reducing the 
cost of providing a fixed bandwidth channel. However, the cost of the fibre infrastructure itself is 



much less susceptible to sharp declines, because its installation is highly labour intensive. 
Utilizing conventional fibre networks for quantum communications provides an opportunity to 
leverage the large investment in existing infrastructure, and to reach the widest possible range of 
endpoints. However, shared networks also create major challenges due to the extremely large 
mismatch in optical power levels between classical and quantum channels.

4.1 Coexistence regimes
We define coexistence architectures as those in which a quantum channel shares a common 
optical path with unrelated data channels typical of those used in modern optical networks. That 
is, quantum and conventional optical channels share the same fibre over at least part of their 
signal paths. Several types of optical networking architectures could support coexistence, 
involving different wavelength allocations for quantum and classical signals. Figure 4 compares 
the calculated QBER performance as a function of distance for two identical QKD systems using 
high quality InGaAs, but operating at different wavelengths over a dedicated fibre link. The fibre 
attenuation was taken to be 0.330 db/km at 1310 nm and 0.185 db/km at 1550 nm, typical values 
for standard single mode fibre (SSMF).  Further details on the calculation and the assumptions 
can be found in [30]. The lower attenuation at 1550 nm provides a significant advantage in range 
over the 1310 nm system, which is limited to ~75 km under these assumptions. The calculation 
indicates that 1550 nm is clearly the better choice for QKD in a dedicated PTP link. However, the
optimal QKD wavelength in a shared network cannot be identified without consideration of the 
wavelength spectrum of the conventional channels, and a careful investigation of their impact on 
the quantum signals. 
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Figure 4. Calculated quantum bit error rate (QBER) vs. distance at 1310 nm and 1550 nm. See 
text for discussion.

SSMF, which has been deployed for many years, exhibits a broad ‘water peak’ in the 
attenuation near 1383 nm. Early single-mode fibre systems were designed to operate in the 1.3 
m ‘original’ or O-band transmission window (1260-1360 nm, ~0.3 dB/km), below the water 
peak. Newer core and metro links routinely utilize the longer wavelength 1.5 m ‘conventional’ 
or C-band window (1530-1565 nm, ~0.2 dB/km). In addition to lower attenuation,  the C-band is 
attractive for conventional systems due to the availability of high-quality erbium-doped fibre 
amplifiers (EDFAs) and a wide variety of DWDM components. EDFAs are often deployed today 



in the longer metro-area links (e.g., >50 km). Optical amplifiers with comparable performance are 
not available in the O-band, and are not commonly used at these wavelengths.  WDM is feasible 
but considerably less common in the O-band than in the C-band. Additional standard wavelength 
bands have been defined by the ITU-T [31], but are less frequently used in metro-area 
applications. Due to the long useful lifetimes of fibre and transmission systems, existing networks 
contain a mixture of fibre and equipment types with different vintage and performance (e.g., 
attenuation, chromatic dispersion, polarization effects), even along a single logical fibre path. 

These considerations suggest several natural coexistence regimes. Placing QKD in the 
1.3-m window leaves the 1.5-m band free for the DWDM designs typical of modern metro-
area architectures. A second alternative is to carry both the QKD and classical signals in the 1.5-
m band, for example using DWDM ROADMs for routing both types of traffic. A third approach 
would place QKD in the 1.5-m window, in older legacy systems where data traffic occupies the 
1.3 m band. The region between the 1.3-m and 1.5-m transmission windows is also 
accessible in networks built entirely with modern fibres that have low water-peak absorption. 

4.2 Coexistence of 1.3 m QKD with 1.5 m DWDM   
The earliest experiments which combined QKD signals and data on the same fibre were reported 
by Townsend [17], who multiplexed phase-modulated 1.3-m QKD signals with a single 1.5-m 
data channel over 28 km of installed fibre. However, no privacy amplification or yield of secret 
bits was reported. The received power in the data channel was varied from  -50 dBm to -13 dBm, 
with error-free performance observed for power levels below roughly –29 dBm. With the 
received data channel power at this level, the impact on the error rate of the quantum channel was 
measured for three different data wavelengths. With the data channel tuned to 1505, 1551, and 
1591 nm, the QBER was 22%, 6.5%, and 4% respectively. The strong wavelength dependence 
was attributed to the cooled Ge APD, optical components in the single-photon receiver, and the 
WDM demultiplexer, resulting in a rejection of 40 to 56 dB for the data channels. Townsend 
concluded that the performance was limited by out-of-band noise rejection (in the 1550-nm 
region). Our experiments demonstrate that sources of in-band noise (such as laser noise extending 
into the 1310 QKD region, and scattering effects) are also capable of producing serious 
limitations, and generally need to be carefully suppressed as well.

Our initial experiments utilized a particularly challenging data spectrum, consisting of 
high-power (+2 dBm total) EDFA-amplified DWDM signals produced by a commercial network 
element. This spectrum, shown in figure 5, included four amplified data channels, an optical 
supervisory channel (OSC), and a broad background from amplified spontaneous emission noise 
(ASE) generated by the EDFA. A lower noise region is visible below 1500 nm, although 
measurement sensitivity to extremely low noise levels is limited in this figure by the dynamic 
range of the optical spectrum analyzer (OSA).

We investigated coexistence with these signals by placing the QKD channel within the 
lower noise region of the spectrum, at 1310 nm. The experiments used a second-generation fibre 
QKD system from Los Alamos (F2), which was originally designed for point-to-point 
transmission [32]. The F2 QKD system is a one-way, phase-encoded, weak-coherent pulse 
design, operating the B92 protocol [33] at a clock rate of 100 kHz. Although B92 is not as secure 
as BB84, both protocols should respond similarly to the physical layer impairments which are the 
subject of this study. F2 utilizes a Fujitsu InGaAs APD detector cooled to 120 K and operated in 
Geiger mode, with an efficiency of ~11% and a dark count rate per ns of ~1 x 10-4 at operating 
bias. The system included the full set of QKD protocols, including error correction, privacy 
amplification [26] and authentication [27]. 
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Figure 5.  Optical spectrum analyzer plot of DWDM signals from a commercial network element, 
used for coexistence experiments with 1310-nm QKD. (The individual DWDM peaks are not 

resolvable on this scale.)

The QKD power level was roughly -110 dBm, more than 11 orders of magnitude lower 
than the total DWDM spectral power; for reference, this is shown as a dashed line near the 
bottom of figure 5. Since average power is dependent on QKD transmission rate, the right vertical 
scale on the figure gives an alternative comparison in terms of photons per ns (corresponding to 
the ~1 ns detector gate widths used for InGaAs APDs). Within the amplification region of the 
EDFA, the ASE noise alone can produce hundreds of photons per detector gate, within each 0.1 
nm resolution band of the optical spectrum analyzer, which would overwhelm the single-photon 
QKD signals. In addition, the detector’s efficiency is approximately independent of wavelength in 
this region, and it would integrate over the full spectrum presented to Bob. Extremely high 
rejection of the entire 1.5 m spectrum is thus needed at Bob’s receiver in order to operate in this 
environment. 

The extremely large mismatch in optical power between the classical and quantum 
signals also means that QKD is susceptible to noise and impairments far smaller than those 
normally taken into account when designing conventional optical fibre networks. When a band 
cut-off filter was installed at the OSA input to suppress the strong 1.5 m signals and eliminate 
artifacts caused by them, the spectrum revealed roughly –69 dBm of noise (0.8 photons/ns) still 
remaining in each 0.1nm resolution band across a broad spectrum in the 1310-nm region. Even in 
systems without optical amplifiers, we found that 1.3-m in-band noise is readily produced by 
spontaneous emission tails from 1.5-m lasers operated at telecom power levels, generating 
prohibitively high background noise levels for QKD signals.  

Successful extraction of the QKD signals thus requires pre-filtering of 1.3-m in-band 
noise generated by the conventional channels before Alice’s signals are multiplexed onto the fibre
as well as post-filtering of 1.5-m out-of-band noise at Bob’s detector. Typically filter isolation 
of 30 to 40 dB is adequate for conventional WDM systems. However, in our experiments we used 
a low-loss, double-stage thin-film 1.3/1.5 m band multiplexer to provide >67 dB pre-filtering of 



in-band noise at Alice (while combining the quantum and classical signals), and a double-stage 
band demultiplexer to obtain  > 110 dB rejection of the out-of-band signals (while separating the 
quantum and classical signals) prior to Bob’s QKD detector. The total insertion loss of the 
multiplexer/demultiplexer pair was 2.4 dB. The complete experimental configuration is sketched 
in figure 6. The variable attenuator was used to adjust the launched power of the DWDM system, 
while the mean photon number at the output of Alice was fixed at =0.5. The purpose of the 
optional 1310 nm bandpass (BP) filter preceding Bob’s detector which will be discussed below.  

Successful operation of QKD in the presence of the DWDM spectrum was first 
demonstrated over a short (<<1 km) fibre, with a secret bit rate of 500 bits/s and a QBER of 
3.6%. The optional BP filter was not used for these measurements. As shown in figure 6, the 
performance was independent of whether the DWDM system was run at full power or turned off, 
indicating that the filtering architecture provided adequate noise suppression and isolation. 

Transmission impairments, such as photon scattering and nonlinear interactions, can also 
be generated as signals travel through a fibre. Thus, it is important to investigate the interaction of 
classical and quantum channels over a range of relevant fibre lengths. In a second experiment, we 
inserted a 10 km fibre spool (3.4 dB insertion loss) into the path between Alice and Bob. The 10 
km results are also shown in figure 6, both with and without the optional BP filter.
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Figure 6.  Impact of fiber transmission on 1.3 m QKD/1.5 m DWDM coexistence.

With the 10 km fibre, but no BP filter in place, the secret key throughput with the 
DWDM system turned off (left-most point on the graph) was reduced from 500 to roughly 200 
bits/s due to the additional 3.4 dB loss. However, as the DWDM system power was increased, 
QKD throughput dropped rapidly and the QBER rose to over 7.5%. No yield of secret bits was 
obtained with DWDM power above -2 dBm. The optical spectrum at the output of Bob’s 1.3-m 
band demultiplexer showed evidence of in-band broadband noise. The initial (sifted) key rate for 
the 10-km experiment actually increased with DWDM system power, which also can be 
indicative of an increased noise background. Since these effects were not observed in the short-
fibre configuration, the noise appears to be the result of impairments generated in the 10-km fibre 



spool. Due to the wide-band nature of the observed noise, a portion of it falls within the wide 1.3-
m passband of the demultiplexer at Bob’s receiver.

To reduce the impact of this noise on QKD performance, a 1.5 nm BP filter centred at 
1310 nm was added after the band demultiplexer. As shown in figure 6, the approximately 2.2 dB 
BP filter loss reduced the throughput in the 10-km configuration to 100 secret bits/s when the 
DWDM system was turned off. However, with the BP filter in place, no degradation in the 
throughput or the QBER was observed as the DWDM power was increased to its maximum level 
of +2 dBm. To our knowledge, this was the first demonstration of coexistence of QKD with 
strong multi-wavelength signals characteristic of a telecom environment [19].

Using the augmented filtering architecture, including the BP filter, the QKD throughput 
and QBER were measured for a short fibre (<< 1 km) as well as for transmission lengths of 10 
km and 25 km, with the DWDM system alternately turned off or turned on at full power. These 
results, shown in Figure 7, show no observable impairment due to coexistence with the amplified 
DWDM system operating at full power, a common environment in modern metro-area networks. 
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Figure 7.  Impact of fiber transmission on coexistence of 1310 nm QKD with a commercial 
amplified 1.5m DWDM system.

4.3 Transmission impairments in coexistence architectures   
Determining the origin of the noise background and its dependence on fibre length is critical for 
understanding under what circumstances coexistence is feasible. To further investigate these 
effects, 6 dBm of CW power from a 1550.9 nm laser was launched into 25, 50, 75 and 100-km 
lengths of SMF-28 fibre [19, 34]. The CW signal was pre-filtered to suppress the laser’s 
spontaneous emission noise below 1510 nm, with a rejection of ~50 dB. After transmission 
through the fibre spools, the signals were filtered to suppress the strong laser peak (by > 110 dB) 
so the noise spectrum below 1510 nm could be accurately measured with a highly sensitive OSA. 

Figure 8 shows the OSA spectrum of the pre-filtered CW signal and the spectrum 
recorded at the output filter from the various fibre measurements. The approximate transfer 
function of the output filter is also shown. In the back-to-back case (0-km fibre), no measurable 
noise was generated below 1510 nm. However, as the fibre spans were inserted, a broad noise 
spectrum became clearly visible. The noise is strongest at the output of the 25-km fibre, and its 
magnitude is reduced over longer distances. Similar results were obtained for other fibre types, 
including non-zero dispersion shifted fibre (NZ-DSF) and large effective area fibre. The broad 
width, spectral shape, and magnitude of the noise are consistent with spontaneous Raman 
scattering of the light from the CW source [35].
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Figure 8. Optical spectrum of a CW signal and the noise it generates in transmission through 
various lengths of SMF-28 fibre.

Raman scattering, in which light interacts with vibrational modes (optical phonons) in 
fibre, has been widely studied as a method of optical amplification. Raman amplifiers utilize a 
pump (or set of pump) wavelength(s) to provide gain to lower energy signal wavelengths through 
a stimulated Stokes Raman scattering process distributed throughout roughly 20 km of optical 
fibre. This process has also been studied as a fibre transmission impairment for DWDM systems, 
where signals themselves act as dynamic pumps that provide noisy gain to neighbouring 
wavelengths. These analyses concentrate on stimulated rather than spontaneous scattering, since 
the DWDM signal powers are significantly larger than the spontaneous scattering powers. 
However, the extremely low signal levels associated with QKD transmission can be less than the 
spontaneous Raman scattering background.

In Stokes Raman scattering, the incoming photon produces a lower energy photon and a 
phonon. In our experimental system, the DWDM (pump) channels are at a higher wavelength 
(lower energy) than the wavelengths of interest for the QKD channel. This is the domain of anti-
Stokes Raman scattering, in which a pump photon interacts with an existing phonon, generating a 
higher energy scattered photon. The Stokes process is much more efficient than anti-Stokes, since 
it does not require the prior existence of a phonon. However, even for the anti-Stokes case, we 
observe spontaneously scattered noise levels in Figure 8 that are significant relative to the average 
QKD channel power. QKD channels can be placed only at wavelengths where this spontaneous 
anti-Stokes Raman noise (SASRN) level is well below the average QKD power.

The propagation of this noise level is of interest, as it will ultimately limit the fibre length 
over which coexistence is feasible. The general Raman pump-signal interaction is given by:

PSPS
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where P and S are the pump (DWDM) and signal (noise) powers, respectively, and , , and  are 
the wavelength-dependent fibre attenuation, spontaneous Raman scattering coefficient, and 
stimulated Raman scattering coefficient, respectively. For the very low signal powers being 
considered here, the stimulated scattering terms (1PS and 2PS) and the spontaneous scattering 



from signal to pump (1S) can all be neglected. The signal noise power can then be solved as a 
function of propagation distance z:
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The attenuation spectra from each of the four 25-km spools of SMF-28 were calculated 
by measuring the input and output powers from a wideband optical noise source, assuming a 
spectrally constant connector loss. The spontaneous scattering coefficients for each spool were 
also calculated by applying a 6-dBm pump at 1550.92 nm to each spool individually, then using 
the measured spectral noise at S(25-km) to solve the above equations for 2. Verification of this 
model was accomplished by concatenating the spools, measuring the noise powers from each 
successive length (Figure 8), and comparing these values to those calculated from the equations 
above. Figure 9 shows good agreement between model and measurement at 3 different 
wavelengths, with some small differences attributed to measurement error for low measured 
SASRN powers. Note that SASRN power grows rapidly at first, and then decreases more slowly. 
At distances well past the peak of the function, the rate of decrease as a function of distance is 
determined by the lower of the attenuations at the pump and signal wavelengths (1 and 2, 
respectively). Note that although the absolute noise power from anti-Stokes Raman scattering 
reaches a peak for fibre lengths below 25 km (see figure 9), the QKD signal-to-noise continues to 
decrease monotonically with distance, since the 1310 nm signal is attenuated more rapidly than 
the 1550 nm pump.
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Figure 9. Propagation of spontaneous anti-Stokes Raman noise (SASRN) through spools of 
SMF-28 fibre, at three different wavelengths.

Successful coexistence of QKD with amplified DWDM systems in the C-band requires 
an appropriate combination of wavelength separation and wavelength filtering, for fibres of 
length greater than a few kilometres. The extremely broad Raman spectrum extends on the order 
of 200 nm above and below the pump wavelength. For the QKD system and filtering architecture 
described above, and +6 dBm of launched power near 1550 nm, it has been shown that a 
wavelength separation of at least ~170 nm is needed [36]. An advantage of adopting such a wide 
channel spacing is that relatively simple, low cost filters can be utilized. With substantially 
narrower filters, or weaker classical signals, closer wavelength spacings would be feasible. 
However, for operation in typical telecom or enterprise network environments, it is critical to be 



able to accommodate total classical signal strengths on the order of 0 dBm or above for 
transmission over tens of km.

4.4 QKD wavelengths for shared-fibre networks
Section 4.1 identified three natural coexistence regimes for shared-fibre networks. Sections 4.2 
and 4.3 have focused on the first of these regimes. Placing QKD in the 1.3-m window leaves  
the 1.5-m band free for the DWDM traffic typical of modern metro-area networks. We have 
shown that the dominant impairments are in-band spontaneous emission noise and Raman 
scattering from the strong conventional traffic. These effects are minimized by the large 
wavelength separation from the conventional channels, allowing the use of relatively simple, low-
cost filtering architectures, even in the presence of node-based EDFAs. Similar filtering 
techniques have successfully been applied [30] to develop a quantum bypass for the mid-span 
EDFAs found in many fibre spans longer than 50 km. The primary disadvantage is the limited 
QKD range at 1310 nm (less than ~80 km with current APDs). Nevertheless, in many if not most 
cases, the 1.3-m window will be the most favourable location for QKD in a shared-fibre 
network, contrary to conventional wisdom.

Placing QKD in the 1.5-m band along with conventional traffic is most likely to be 
attractive when longer QKD range is essential. However, coexistence with optical amplifiers will 
be very difficult in such systems. The much stronger ASE and Stokes and anti-Stokes Raman 
scattering from nearby conventional channels is likely to require very high isolation, narrowband 
(~10 GHz) filters for noise suppression in WDM environments. In addition to Raman scattering, 
four-wave mixing (FWM) has been identified as a significant impairment [37] in such systems, 
and one that can depend strongly on the detailed channel plan for the conventional signals [21].      

The advantage of longer QKD reach might be more easily achieved by carrying QKD in 
the 1.5-m window in older legacy systems, in which data traffic occupies the 1.3 m band. In 
this approach, the noise from Stokes Raman scattering will be greater than the anti-Stokes 
scattering reported above, for the same wavelength separation. However, the QKD signal-to-noise 
contribution from Raman Stokes scattering will decrease more slowly as a function of fibre length 
than in the 1310-nm QKD and 1550-nm data combination. QKD coexistence in the Raman 
Stokes regime is currently under experimental investigation in our laboratory. 

5. Discussion and Conclusions 
Optical networking has the potential to greatly expand the applicability and usefulness of 
quantum communications by moving beyond simple point-to-point links, and by leveraging the 
large investment in existing optical fibre infrastructure. In a series of systematic investigations, 
we have demonstrated many of the fundamental capabilities required for taking advantage of 
optical networking techniques for QKD. These include optical-layer multiplexing, switching, and 
routing of QKD signals through a network; QKD operation in a dynamically reconfigurable 
optical network; and coexistence of QKD with strong (~0dBm) conventional telecom signals on 
the same fibre.

The networking approach described in this paper, which takes advantage of the optical 
layer, differs from but is complementary with ‘trusted relay’ architectures [2-8]. On its own, 
optical networking can support end-to-end key establishment over a completely untrusted 
network, within an appropriate metro-scale geographic range. It can also provide access to shared 
resources such as entangled photon sources and gateways to neighbouring or distant networks. 
When combined with trusted relays, it can reduce the number of secured intermediate quantum 
nodes that are required, while increasing the flexibility, scalability and reliability of connecting 
geographically scattered endpoints to a quantum backbone node. Optical networking also carries 
the potential for sharing existing telecom and enterprise infrastructure, a major economic 
advantage which could prove critical in increasing the adoption of quantum communications.



Modern optical networks are complex, hierarchical, and inhomogeneous systems. 
Understanding the feasible operating regimes for quantum communications, i.e., the domains of 
use for QKD and other quantum applications, will be critical for moving beyond niche 
applications, and towards widespread deployment. Although much work still remains to be done, 
the results reported in this paper represent an important step in this direction.
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