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T
oday’s computationally 
intensive systems are 
assemblages of compo­
nents that offer specific 

functions. The Naval Air Systems 
Command (NASC) currently de­
fines a system as “An aggregation 
of end products and enabling 
products to achieve a given pur­
pose.”1 NASC once defined a sys­
tem as a “collection of hardware, 
software, people, policies and 
procedures, working together as 
a whole, under regulated condi­
tions.” This definition was par­
ticularly interesting as aircraft, 
not computational resources, 
comprised the ultimate systemic 
product line. Interestingly, the 
current definition of public key 
infrastructure (PKI) embraces the 
“set of hardware, software, people, 
policies, and procedures needed 
to create, manage, distribute, use, 
store, and revoke digital certifi­
cates.”2 Interestingly, policy plays 
an explicit role in both of these 
definitions, where software is an 
indispensable component. 

Policy frequently intermingles 
with the hardware, software, peo­
ple, and procedural system compo­
nents across a broad spectrum of 
systemic thinking. This includes 
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not only aircraft and PKI but also 
geographic information systems, 
medical records, Internet security, 
and many other systemically re­
lated arenas. Despite these associ­
ations, the effect of implementing 
policies on system behaviors re­
mains more art than science. The 
literature is less than replete with 
concrete system policy implemen­
tation guidance. 

To many, system policy is a 
statement posted on a website in­
dicating intention to protect per­
sonal data. In reality, however, 
policy is much broader, and its en­
forcement far more consequential. 

Current System Policies 
Information system security poli­
cies are a set of rules that, when 
implemented, afford a strategy 
for the protection of information. 
The policy objectives are diverse 
and span the social-economic 
spectrum. System policies govern 
such elements as individual pri­
vacy, selective access to proprie­
tary information, national security 
protection, fraud prevention, data 
integrity, and conflicts of interest. 

Policy can derive from laws and 
regulation but can also stem from 
business culture and its tolerance 

for risk. Policies thus vary con­
siderably from one institution to 
another. The policies of a hospital 
will differ dramatically from those 
of a financial institution or mili­
tary agency. Furthermore, policies 
are often driven by laws specific to 
regulated vertical markets. 

Weak Enforcement 
Unfortunately, the state of prac­
tice regarding policy enforcement 
is weak, even when procedures are 
factored into the mix of security 
governing components. For per­
spective, consider a typical com­
puting environment, where all 
information that can be read can 
also easily be leaked to anyone in 
the world. The enforcement of 
system policy often depends on 
procedures that are imposed on 
computer users. This might in­
clude statements such as, “Don’t 
put patient data on memory sticks 
or laptops or in emails,” “delete 
credit card information after pro­
cessing a transaction,” or “flash 
memory isn’t allowed in this 
organization.” 

The problem here is that proce­
dures break down, users become 
complacent, or human errors oc­
cur. Perhaps the most problematic 

4 IT Pro  March/April 2012 P u b l i s h e d b y t h e I E E E C o m p u t e r S o c i e t y 1520-9202/12/$31.00 © 2012 IEEE 

http:1520-9202/12/$31.00
http:Dreamstime.com


itpro-14-02-pers.indd   5 3/2/12   9:41 AM

   

       
   

    
   

    
     

    
      
   

    
   

    
   

      
    

     
    

     
    

   
  

   
   

    
     

  
    

  
   

   
   

     
     

      
    

   
     

 
   

      
     

   
   

   
     

    
   

   
  

   

    
    

    
    

    

    
    

  
    

   
    
    
    

    
    

  
    

  
    

    
   
    

     
     

    
    

     
     

   
   

     
    

     
    

   
    

     
     

   
    

    
    

     
 

    

   

     
  

    
    

   
   

     
    

   
    
      
 

  
    

    
    

    
    

     
    

   
     
    

    
   

     
    

   
   

     
    

  

    
  

     
   

    
   

    
     

    
    

   
  

   
     
      

    
    

    
     

  

issue is that the very users who are 
instrumental in policy enforce­
ment often possess the highest 
motivation to violate established 
policies. Consider the US$7.2 bil­
lion fraud case at Société Générale 
caused by a 31-year-old rogue 
trader who was able to bypass in­
ternal control procedures.3 This 
underscores just how critical ad­
equate operational risk manage­
ment and policy enforcement have 
become to trustworthy banking 
practices. 

Growing Complexity 
In the early days of shared com­
puting, policy issues mainly per­
tained to who could read and 
write what files—all within the 
confines of a single and largely 
isolated system. Since that pe­
riod, however, computing has 
become increasingly distributed, 
and applications have simultane­
ously become sophisticated and 
interdependent. 

Today, policies must be enforced 
within and across a multitude of 
heterogeneous file management 
systems and across email, work­
f low, and records-management 
applications. Associated with these 
systems and applications are 
specific operations and resource 
types over which policies must 
be enforced. As such, policy enforce­
ment today must contend with a 
large variety of operations, in­
cluding read-write, send, review, 
approve, insert, and copy- or cut­
and-paste operations. 

Worse, these operation types 
are applied to a large variety of 
resource types such as files, mes­
sages, attachments, work items, 
records, fields, and clipboards. 
Furthermore, these operations are 
performed under the control of a 
multitude of systems and applica­
tions often running simultaneously 
and with great interdependence. 
These interdependencies enable 
emergent behaviors, and when 

these behaviors are deemed unde­
sirable, it becomes the proverbial 
“he said/she said” problem, with 
fingers pointed in all directions 
when determining the root cause. 

A Policy Machine 
What if policy-derived rule sets 
could be rigorously defined and 
automated for software-intensive 
systems? Imagine a “policy ma­
chine” that allows codifica­
tion of arbitrary rules stemming 
from policy to create executable 
code. When enabled, this code 
constrains the system to behav­
iors that comply with declared 
policies. Moreover, policy-derived 
executables could be targeted to 
constrain undesirable behavior 
at the middleware or application 
levels. 

Imagine that the policy machine 
can highlight potentially conflict­
ing policy-derived rules for hu­
man resolution. Such a tool exists 
today at the US National Institute 
of Standards and Technology.1 

The NIST Policy Machine offers 
a new technology in enforcing the 
important role of policy in sys­
tems design, evolution, manage­
ment, and policy enforcement. 

Policy Enforcement 
The NIST Policy Machine is a 
step toward an “enterprise operat­
ing system.” It provides a means 
of translating strategic policy into 
executable rules, thus satisfying 
a requirement to enforce tacti­
cal procedures that in turn en­
force the policy. In this instance, 
however, human operators aren’t 
required for systemic rule en­
forcement. The importance of the 
NIST Policy Machine is signifi­
cant in light of emergent compu­
tational capabilities. 

Access Control 
The NIST Policy Machine manag­
es access by enforcing policy over 
application-specific operations 

and object types. It can accom­
modate many application-specific 
operations and their services as 
sequences of Policy Machine ad­
ministrative operations that dis­
tribute and revoke capabilities 
to and from users on file-level 
operations. For example, it can 
provide email services through 
the distribution of read operations 
on files that it treats as messages 
and attachments. 

Likewise, workflow manage­
ment services can be provided 
through the distribution of ca­
pabilities such as read-write op­
erations permitted to a prescribed 
sequence of users operating on 
files that are treated as work 
items. Consequently, a large vari­
ety of application-specific object 
types can be treated generically as 
Policy Machine objects and there­
fore protected under the Policy 
Machine. Of further significance, 
the Policy Machine not only en­
forces policy over operations on 
heterogeneous objects but also 
provides an environment where 
its native features reduce or elimi­
nate the need for application-level 
access control code.4 

Privilege Management 
With a few exceptions, privilege 
management systems represent 
the current state of the practice 
in enforcing policy. Privileges 
specify and control which users 
can perform which operations 
on which resources. These sys­
tems come in many forms, with 
an emphasis placed on efficiency, 
intuition, and visualization for the 
management of potentially mil­
lions of privileges. 

Although representation of privi­
leges is fundamental to the expres­
sion of policy, it’s not sufficient to 
support all policies. For example, 
management of privileges alone 
is insufficient in preventing the 
“leakage” of data content to 
unauthorized principals, whether 
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through Trojan horse attacks or 
through malicious or complacent 
user actions. Confinement is a se­
curity property that prevents the 
leakage of data content outside a 
designated set of resources. For ex­
ample, confinement rules are crit­
ical to enforcing policies such as 
“only doctors can read the content 
of medical records” or “only my 
designated closest friends can read 
my personal data.” 

Users’ ability to trust the integ­
rity of their data is a fundamen­
tal goal of creating policies. One 
way to preserve data integrity is 
to limit access to it. Such policy, 
however, requires some a priori 
knowledge of the user’s role in the 
organization. Together, roles and 
rules combine to determine the 
specific conditions under which 
individual users can access, man­
age, or share sensitive informa­
tion. These provisions extend to 
specific users based on prede­
termined user profiling, but they 
must also abstract to embrace the 
hierarchal chain of command. 

The NIST Policy Machine ad­
dresses this by permitting rules 
that can accommodate roles at 
either the personal or organi­
zational level. In this manner, 
policies might also dictate com­
plex controls. To perform an op­
eration on a resource, policy can 
prescribe, for example, that a user 
has a “need” to know, is appropri­
ately cleared, is competent, hasn’t 
performed a different operation 
on the same object, is incapable of 
accessing other enterprise objects, 
or can only access an object or any 
copy of the object while perform­
ing a specific task. 

Access Tracking 
Some policies are concerned not 
only with ensuring authorized ac­
cess but also with knowing who 
has access to what sensitive in­
formation. Under these policies, 
the “owner” of a resource, or a 

fiduciary, imposes the require­
ment to track access. Access 
tracking is a concern of many data 
control and privacy policies—that 
is, “I know who can currently read 
my data or personal information, 
and I can revoke that access.” Be­
cause information objects can be 
renamed, copied, and given away, 
tracking the dissemination and 
retention of access is difficult or 
impossible through privilege 
expressions alone. The Policy 
Machine rule base accommo­
dates such dynamic individual­
ized access controls. 

Circumstantial Separation  
of Capabilities 
Circumstantial separation of ca­
pabilities defines a set of access 
events (circumstances) that, if 
encountered, result in “establish­
ment conditions” that deny users 
certain access privileges. Among 
other policy objectives, circum­
stantial separation of capabilities 
is instrumental in enforcing sep­
aration of duty and conflict-of- 
interest policies. 

Separation of duty is a security 
principle used to formulate multi-
person control policies to reduce 
the likelihood of fraud by requir­
ing that two or more people be 
responsible for the completion 
of a sensitive task or set of related 
tasks. So, for example, a user who 
requests a purchase order wouldn’t 
be allowed to approve the same 
purchase order. 

Circumstantial separation of 
capabilities is also instrumen­
tal in enforcing “Chinese wall” 
policies, which are designed to 
address conflict-of-interest is­
sues. When a user gains access, 
for example, to the competitive 
practices of two competing enti­
ties, he or she gains knowledge 
amounting to insider informa­
tion. This could undermine the 
competitive advantage of one or 
both entities or could be used for 

personal profit. Addressing these 
issues requires defining two sets 
of data. A circumstantial separa­
tion of capabilities rule can then 
be invoked to prohibit a user who 
reads data in one set from reading 
data in the second set. Like many 
other policies, Chinese walls de­
pend on multiple properties. To 
prevent a conflict of interest situ­
ation through a Trojan horse at­
tack, applied confinement rules 
would be required as well. 

Global Enforcement 
The Policy Machine attempts 
to solve the global enforcement 
problem by offering a type of 
“universal operating environ­
ment” that allows the same opera­
tional effect as many conventional 
systems and applications, all un­
der Policy Machine control. The 
approach is to treat all protected 
objects agnostically and treat all 
controlled operations, extending 
to privilege management, as Policy- 
Machine-recognized operations 
or as abstractions on that set of 
operations. 

Specifically, the Policy Machine 
recognizes two sets of operations: 
first, create, read, write, and delete 
for non-administrative objects; 
second, its own set of administra­
tive operations for administrative 
data. The first set of operations 
naturally applies to applications 
that treat objects as files such as 
word processors, text editors, and 
drawing packages. 

Implementation 
To demonstrate the Policy Ma­
chine’s viability, NIST has devel­
oped a reference implementation 
and can now demonstrate the ex­
pression and enforcement of a wide 
variety of policies to include those 
exhibiting confinement, access 
tracking, and circumstantial sepa­
ration of capabilities. (This refer­
ence implementation is based on an 
architecture described elsewhere.1) 
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In addition, NIST can demon­
strate comprehensive enforce­
ment of policy over a rich user 
environment. This environment 
includes the Open Office suite 
of applications, email, workflow, 
forms, and records management, 
as well as forms of interprocess 
communication to include copy 
or cut and paste. As an indication 
of the Policy Machine’s compre­
hensiveness, consider a user who 
copies and pastes the content of 
a field of a record into the body 
of an email message. Under this 
scenario, to read the message, the 
recipient would need to be permit­
ted to read the field of the record. 

All of these mechanisms be­
come paramount in service-based 
clouds. Moreover, as systems fold 
into networked federations repre­
senting a system of systems, the 
degree of complexity increases 
well beyond the capabilities of 
procedurally savvy people in the 
system loop. It becomes too dif­
ficult to manually monitor and 
control system activity. 

System-of-systems concurrency 
establishes circumstances where a 
rule fired in a given system precip­
itates another rule to be fired in a 
related downstream system. In an 
instant, however, based on chang­
ing environmental conditions, the 
same rule in the initial system 
can invoke a completely different 
set of rules in the downstream 
system. For example, a user can 
attach a record, created under a 
relational database management 
service, to an email message and 
send that record to anyone of his 
or her choosing. However, regard­
less of the message recipient, any 
user who opens the attached re­
cord would only be able to read 
or write fields for which he or she 
is authorized. If the permissions 
change on the record, the capa­
bilities for recipients to perform 
operations on the attachment 
change in lock-step. 

The ability to employ metarules 
becomes important to curtail the 
possibility of contradictory or po­
tentially chaotic rule behavior 
generated by individual systems 
subject to intrinsic rules of their 
own. In a deeper sense, metarules 
are also necessary to manage user 
concurrency at one level of the or­
ganization, where behavior might 
appear messy and unfocused at the 
working level, while higher ech­
elons still need a unified picture 
of organizational behaviors and 
trends irrespective of the details. 

Nonetheless, as exceptions are 
encountered, selective “drill-down” 
becomes necessary to isolate the 
patterns that spawn exceptions. 
The same principle, over time, 
might well constitute system-of­
systems cybersecurity thinking, 
where anomalous usage patterns 
emerge. By defining policies that 
seek patterns that appear to vio­
late system integrity, novel attacks 
can be identified and analyzed 
well before they’re fully defined or 
understood. 

E xpressing and enforcing 
advanced policies across 
applications and systems 

is difficult if not impossible with 
existing privilege management 
mechanisms. The Policy Machine 
rectifies this shortfall. A logical 
“machine” comprising a fixed set 
of data relations, the Policy Ma­
chine is configurable through a 
fixed set of administrative opera­
tions. These operations permit 
the expression of combinations 
of many policies, and a fixed set 
of functions for making access-
control decisions, and ultimately, 
enforcing policy based on that ex­
pression. Once fully matured, its 
potential to grow into a logic driven, 
full-blown configurable “enter­
prise operating system” is real. 

For more information on the 
NIST Policy Machine, contact 

David Ferrariolo at dave.ferrariolo@ 
nist.gov. 
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