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Scientific computing has generally composed of simulation
workloads!3l. However, an emerging trend is data-intensive
scientific computing; applications which are I/O dominated
instead of being computationally bound!®°]l, Current HPC
systems have different methods to cope with the I/O patterns of
both application types!?:3.6.7]1, However, current approaches incur
issues of large data migration, severly impacting the time to
completion of these scientific workloads. We propose a
potential solution to this data migration overhead through the
use of a distributed file system!!! which supports both compute
and data-intensive 1/0 workload semantics.
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Case A - Traditional HPC) the following 1/O operations are performed for
HPC applications with both compute and analytics operations:
e Compute-intensive cluster outputs its application results to
conventional HPC storage
e Compute-intensive resource then uses HPC storage to read data for
data-intensive analysis application
e Compute-intensive resource eventually outputs data to HPC
storage.
The last two steps are constantly repeated when running analysis
applications.

Case B - Adding a Data-Intensive Resource)

e Compute-intensive cluster outputs its application results to
conventional HPC storage
e Output data is copied to a data-intensive resource and analysis is
performed on the data-intensive resource
e Output of the data-intensive application is copied from data-
intensive cluster to HPC storage
Similarly to case A, in this approach, data is copied back and forth from
HPC storage to data-intensive resource depending on the frequency of
execution of an analysis operation.
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Proposed Approach

Case C - Replace HPC Storage with a data-intensive resource
to avoid the data migration among different resources. The 1/0
operations performed by using our approach are listed below:
e Compute-intensive cluster outputs its application results
to the data-intensive resource.
 Analysis is performed on the data-intensive resource, i.e.
no data migration

We present the theoretical analysis to compare our approach
with the cases A and B. Assuming that:

1) X = Time to write out simulation data with MPI/MPI-I0 using a PFS
2) a = Copy/Data migration time from PFS to DIl resource

- move simulation data to the data intensive resource for analysis
3) B = Copy/Data migration time from DI resource to PFS

- move analyzed data off of the data intensive resource for storage
4) Y, = Data analysis time with conventional ADAT algorithm
5) Y,, = Data analysis time with MapReduce ADAT algorithm
6) Z = Time to write out simulation data using a DI resource

*For our testing we utilize the USQCD suite. For our simulation we utilize the QIO/QMP package and for analysis we utilize ADAT[4].

The total 1/0 times will be:

e CaseA: X+a+pB+Y
-CaseB:X+a+|3+Y’:,,
eCaseC:Z+Y,

Comparing cases A and C, the analysis times will be different
because we run two different analysis codes. While the
algorithm is the same, they are run on two different systems,
hence Y, and Y.

Our approach performs better when:
X+a+B+Y,>Z+Y,, and
e X+a+pB>2Z

That is, our approach performs better than case A for
instances where the analysis data cannot fit into the size
of a compute intensive cluster's main memory, forcing it
to make multiple large requests for data over a network
to a parallel file sytem. Our approach performs better
than case B for instances where a+ is sufficiently large.
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Initial results (above) show that the effects of data migration do impact
the total execution time for a scientific workflow. As the size of simulation
and analysis output grows, so does the amount of data to be shuffled
between resources, and hence an increase in the total time to completion
of a job for approaches A and B.

Theoretical results (left) show that
there are appropriate conditions for

- all three approaches. The
intersections of the three approaches
illustrate at which points 1/0 becomes
the bottle-neck for one approach or
another. Further testing is needed to
prove whether this formulaic approach
holds true for real computing systems.
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Conclusions

Our preliminary results are promising. We show that even with the
overhead of a data-intensive file system which is not tuned for C.I.
workloads, our approach takes less time and garners better overall
performance. We show that for a comprehensive scientific
workflow, replacing a parallel file system with a data intensive
resource (removing data migration) results in 3.5x better job
performance in preliminary testing. In the near future we will
complete the scaled testing and verify the theoretical results.
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