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Rear Admiral James J. Shannon
Commander, NSWC

To engage an enemy, you first must be able to detect it. Conse-
quently, all the firepower in the world won’t do our naval warfight-
ers any good if they don’t know who or what to engage or where to 
fire. That’s what makes radars and other sensors so critically im-
portant. Moreover, these highly technical systems are needed for 
much more than detecting and engaging an adversary. They are also 
required for things such as controlling aircraft and missiles, mari-
time navigation, sensing abnormalities, and tracking the weather. 
Without these critically important systems, a captain’s eyes and ears 
would be lost at sea. 

I am extremely pleased to introduce this edition of The Leading 
Edge magazine, sponsored by the NAVSEA Warfare Centers. The 
theme for this edition is Sensors–Challenges and Solutions for the 
21st Century. Indeed, our Navy faces a great many challenges in 
the coming years. Enemy technological advancements require new 
countermeasures. New, more capable systems that are interopera-
ble with joint and coalition systems will need to be designed, devel-
oped, and deployed, while older systems will need to be replaced. 
Littoral and riverine warfare require smaller and lighter sensors for 
the Navy’s smaller platforms.

The NAVSEA Warfare Centers welcome these challenges, be-
cause we’re in the business of providing solutions. We research, de-
velop, test, and evaluate cutting-edge technologies and systems to 
equip the Navy with sensors on the sea, under the sea, in the air, 
and on the ground. It is a job that requires a tremendous amount 
of technical knowledge, as well as strong synergy among our joint 
warfighters, industry, and academic partners.

I invite you to read about the exciting and important work be-
ing accomplished by our Warfare Center scientists, engineers, tech-
nicians, and professional support personnel. Due to their tireless 
efforts and unwavering dedication, they are meeting our constitu-
tional mandate to “provide and maintain a navy.” Readiness is our 
greatest challenge for the 21st century. Readiness is what we ulti-
mately deliver!

Introduction
Sensors–Challenges and Solutions for the 21st Century
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Introduction
Developing Innovative Solutions in Sensors Technology

Sensor systems have come a long way since early radar that cen-
tered on basic detection of ships and aircraft for self-protection. Ap-
plication of sensor technology today spans all areas of theater. Well 
beyond detecting and tracking ships and submarines, sensors allow 
us to search for and locate mines, discern lethal environments, and 
track ballistic missiles. Thanks to expert analysis and engineering, 
sensor systems are providing accurate tracking at expanded ranges 
and are being utilized for a broad spectrum of applications. The result 
is better protection for our men and women in uniform.

From our involvement throughout the years with virtually every 
phase of development of the SPY-1 radar systems, to our application 
of open-architecture concepts across systems, NSWC Dahlgren has 
become a recognized leader in sensor systems integration. Togeth-
er with our Warfare Center partners represented in the articles that 
follow, our team is applying state-of-the-art sensor technology and 
providing at-sea testing to support surface, air, and undersea Navy 
combat systems.

As ships’ designs change and systems become more complex, it 
becomes increasingly challenging to provide worldwide, high-qual-
ity, high-resolution, multiwavelength radar data. We face additional 
challenges as we face new terrorist threats and ever-changing com-
bat scenarios. From infrared sensors and image processing used for 
tracking chemical agents, to air traffic control systems, our sensor en-
gineering specialists are diligently working on ways to ensure safety 
both for the warfighter abroad and for citizens at home. 

The task of meeting these new challenges and upgrading aging 
shipboard electronic radar systems has been a continual challenge; 
but as you will read in this Sensors issue of The Leading Edge, our 
engineers and scientists have found robust solutions and effectively 
controlled costs. You will also gain a better understanding of the role 
the warfare centers play in addressing the needs of our warfighters.

I am proud to be Commander of one of the Navy’s premier re-
search and development facilities for sensor technology and am con-
fident that NSWCDD will continue its legacy as a leader in sensor 
systems integration and will meet the needs of the Navy and the na-
tion in the 21st century.

Captain Sheila A. Patterson, USN
Commander, NSWCDD
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Introduction
Providing Our Navy and Our Nation with the Best Electromagnetic Sensor System Solutions

Welcome to our Sensors issue of The Leading Edge. In the Elec-
tromagnetic and Sensor Systems Department at NSWC Dahlgren, 
Virginia, we are responsible for ensuring that the Navy’s surface ship 
and ground-based radars operate effectively in the operational elec-
tromagnetic environment. It’s a critically important responsibility 
necessary for providing naval warfighters with the tools they need to 
fight, win, and come home safely. It’s a responsibility that needs to be 
done right—right from the start.

With that responsibility in mind, I would like to take this op-
portunity to highlight the importance of warfighters involving 
electromagnetic systems engineers in fleshing out sensor system re-
quirements—even before requirements are formally documented. 
That means warfighters and systems engineers working closely to-
gether to develop a common understanding of naval sensor prob-
lems and needs driven by operational requirements. It means helping 
warfighters translate their operational needs into formal, technical 
systems requirements to increase the likelihood that they will end up 
with effective sensor systems as a result of moving through the acqui-
sition process. And it means supporting warfighter systems through-
out the entire systems’ life cycle.

Working together with warfighters ensures that systems are en-
gineered to work well together with other systems. That’s what sys-
tems engineering is all about. It’s not just about the operation of the 
systems working together in the laboratory environment, but also 
systems working together in the operational electromagnetic envi-
ronment. Involving warfighters in the design, development, testing, 
and evaluation of sensor systems further increases the likelihood that 
their systems will interoperate with systems from the other services, 
coalition navies, and other departments and agencies, such as the De-
partment of Homeland Security, the U.S. Coast Guard, and the Fed-
eral Aviation Administration.

Warfighters and systems engineers working together helps us 
better anticipate warfighter needs. So, while they are busy fighting 
wars and defending our nation, we can best serve their interests by 
continuing to explore more effective sensor capabilities, systems, and 
tactics to better arm them for current and future threats. In the end, 
working together, we provide our Navy and our nation with the very 
best technologies, systems, and solutions possible, while strengthen-
ing our country’s national security posture in the process.

Mrs. Virginia S. Hudson
Head, Electromagnetic and Sensor Systems

Department
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An Innovative Radar Clutter Model
By George LeFurjah

Engineers at the Naval Surface Warfare Center 
(NSWC) Dahlgren have pioneered a new method for mod-
eling the complex environments that our Navy and Ma-
rine Corps face when operating radar systems throughout 
the world. The innovation involves combining radar clut-
ter and atmospheric ducting models, including state-of-
the-art meteorological modeling. This is a groundbreaking 
effort—the first of its kind anywhere. The result is the Lit-
toral Clutter Model (LCM). Although originally intended 
strictly as a model for shipboard radars, LCM has been ex-
tended to also apply to land-based radar applications. This 
article describes this new model and shows how it can be 
used to enhance Navy target detection, tracking, and dis-
crimination capabilities in littoral environments.
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layer, or the boundary between the water and the 
air, refracts the light, bending it such that the fish 
is on a different line to the eye than is apparent. 
If the person looks at a shallow enough angle, the 
surface no longer appears transparent, but rath-
er it appears to be like a mir ror. A similar refrac-
tive bending occurs in the atmosphere when the 
temperature, humidity, or air density forms lay-
ers. Under certain conditions, a layer above the 
radar can act as a partially reflective surface in 
which the pulse can be reflected back towards the 
surface, and by virtue of multiple reflections, the 
pulse can travel for great lengths along the sur-
face. In the absence of such a condition, the pulse 
would travel in nearly a straight line and, because 
of the earth’s curvature, diverge from the surface. 
A depiction of the atmospheric boundary layer is 
shown in Figure 1.

Background — Complex 
Environments

There are two aspects to what is meant by en-
vironment: objects that are in the field of view of 
the radar and the atmospheric conditions that af-
fect how those objects appear to the radar system. 
Radar operates by radiating electromagnetic en-
ergy from a focused antenna in the direction of 
some interesting targets; those targets are just a 
subset of the many objects in the radar’s field of 
view. That energy, typically in the form of short 
bursts or pulses, is concentrated by the anten-
na into a relatively narrow part of that field of 
view. When the energy is reflected from an ob-
ject, it rebounds in the direction of the radar an-
tenna and is then received and processed by the 
radar. Atmospheric conditions affect the path of 
that energy in two ways. Energy is absorbed by 

Boundary Layer

the atmosphere, and the path is altered by atmo-
spheric refraction and, to a lesser degree, diffrac-
tion around intervening objects. The absorption 
process reduces the amount of reflected energy 
that the radar can receive, making it a little harder 
to detect the targets. Refraction is the more trou-
blesome of the effects. Simple refraction chang-
es the apparent direction of the targets. When the 
atmosphere is sufficiently layered in temperature 
or humidity, a refractive layer can act to bend the 
path down to where the energy reflects back and 
forth between the surface and the layer. An anal-
ogy of this effect is the optical refraction that oc-
curs when a person looks at a fish underwater. The 

Because it is analogous to a waveguide, this 
condition is called atmospheric ducting, or sim-
ply ducting. This situation is not unique to radars. 
If you listen to radio in these conditions, you can 
sometimes pick up stations far away from your lo-
cal area, sometimes hundreds of miles over the ho-
rizon from your location. The atmosphere does 
not have cut-and-dried simple layers, and the sur-
face of the earth is not a flat, featureless plain. Thus, 
these complications make the prediction of how 
that path is altered a nontrivial exercise.

Clutter, simply put, represents targets that are 
of no interest to the radar’s mission, which is typ-
ically to detect and track moving air or ground 
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vehicles. Of course, one radar’s clutter might be 
another radar’s target. Weather radar, for example, 
tries to detect storm clouds and measure their ve-
locity. Military radar would consider storm clouds 
to be clutter. Clutter is named for the appearance 
it presents on a typical radar display. Instead of 
simple target blips, the operator sees a scattered 
hash of signals. Some examples of clutter are rain-
storms, sea surface scatter, land, trees, mountains, 
and buildings. Clutter has a number of undesir-
able effects on radar’s operation. It obscures tar-
gets by overpowering the target’s signal and is 
often simply a bigger target than a boat, aircraft, 
or missile. In other words, clutter reduces the abil-
ity to detect targets of interest. This is the proba-
bility of detection problem. The other key problem 
with clutter is that it can look like a target; it, too, 
can be detected and tracked. This is called the false 
alarm problem. When radar automatically detects 
and tracks targets, clutter can overload the system 
with false tracks. Once again, if it were weather ra-
dar, these storms tracks would not be false at all. 
Whatever the perspective as to what constitutes 
clutter, it is a problem for radar that must be ac-
knowledged, accounted for, and dealt with.

When the atmosphere enhances propagation 
on the surface, then clutter—which is almost en-
tirely a near surface phenomenon—can present re-
turns from many miles, even hundreds of miles, 
away from the radar. This long-range and extend-
ed clutter is much more of a problem in both de-
tection and false alarms. Figure 2 depicts recorded 
radar data from USS Lake Erie operating in the 
Persian Gulf. In this depiction, ducting conditions 
caused land clutter to be visible from hundreds of 

miles away. The radar is generating a picture of the 
whole shoreline of the Gulf, even inland in Iraq.

Littoral Radar Clutter Model
Coastal (or littoral) combat operations are the 

major drivers for current U.S. Navy radar system 
design. As we have seen, coping with clutter and 
atmospheric considerations is crucial to the task of 
providing adequate new radars. Consequently, ad-
equate simulations of the environments faced by 
these new radars are crucial for radar system de-
sign and radar system performance analysis. In the 
current acquisition environment, adequate simula-
tions are also a crucial adjunct to expensive, live 
system testing. When based upon complex spa-
tially and temporally inhomogeneous atmospher-
ic propagation prediction, realistic littoral clutter 
predictions are useful from all of these perspec-
tives. When used in conjunction with radio fre-
quency (RF) scene generation, these models can 
even replace some radar performance specification 
testing. All these considerations led to the develop-
ment of LCM at NSWC Dahlgren.

LCM is a synthesis of several elementary mod-
els—a model of models (see Table 1). LCM models 
sur face clutter from the land and the sea, while us-
ing up-to-date topographical data. It also models 
the atmosphere’s effect by modeling the refractive 
properties of the atmosphere and the propagation 
of the radar pulse through that atmosphere using 
a mathematical process called parabolic equation 
compu ta tion. NSWC Dahlgren pioneered the 
use of mesoscale numerical weather prediction 
(MSNWP) technology to generate a 3-D picture of 
the atmospheric refraction.

Figure 2. Map of Recorded Radar Data from the Persian Gulf with the Geographic Map of the Region
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DTED Level 1 Terrain Data—to model Land Topography

AVHRR Global Land Cover Database—to model Land Surface Reflectivity Characteristics

Billingsley Empirical Land Clutter Model—for Land Radar Reflectivity (σ 0)

GTRI Sea Clutter Model—for Sea Surface Reflectivity (σ 0)

JHU/APL TEMPER Radar Propagation Model—to compute Propagation Factor (F 4)

COAMPS—Coupled Ocean/Atmosphere Mesoscale Prediction System to model the atmosphere

Table 1. Littoral Model Component Models

Component Model Descriptions

Input Data
Variable height, site-specific terrain, is com-

puted with terrain contours from Digital Terrain 
Elevation Data (DTED) files provided by the Na-
tional Geospatial-Intelligence Agency (NGA).

The United States Geological Survey (USGS) 
provides a global land cover database, Advanced 
Very High Resolution Radiometer (AVHRR), with 
24 terrain type classifications with a latitude and 
longitude worldwide reference. The terrain types 
are correlated with the DTED data to associate ap-
propriate electrical properties and surface rough-
ness values with each patch of terrain. Together, 
these data provide the terrain heights, electrical 
properties, and surface roughness for each clutter 
patch along each radar propagation path. In addi-
tion, they provide inputs for the computation of 
clutter reflectivity.

Surface Clutter Models
LCM is primarily a statistical model, meaning 

that the clutter is computed based upon known sta-
tistical variations rather than on precise modeling 
of every object that might be in the radar field of 
view; but the statistics are computed based upon 
the nature of the surface on the earth at specific lo-
cations. In order to model backscatter from patch-
es of terrain or ocean surface, it is usually necessary 
to employ an empirical clutter model, rather than a 
conceptual or physics-based clutter model. This is 
especially true in the case of low-angle radar clut-
ter, where this model applies. The empirical models 
employed provided, distributed clutter amplitude 
statistics, in terms of Weibull means and spreads, 
to represent the normalized clutter reflectivity, σ0. 
The radar cross section of a patch of surface clut-

ter is computed as σ0 times the propagation factor, 
multiplied by the area of the clutter cell. The Navy-
Standard Georgia Tech Research Institute (GTRI) 
model provides σ0 for sea clutter, and the low-an-
gle radar empirical land clutter model designed by 
J. Barrie Billingsley at Massachusetts Institute of 
Technology (MIT) Lincoln Laboratory provides σ0 
for land clutter.

The Billingsley land clutter model was cho-
sen for very low-angle radar land clutter. It is 
based upon extensive land clutter measurements 
conducted by MIT Lincoln Laboratory of a large 
range of terrain types over a range of depres-
sion angles and surface slopes, for both vertical 
and horizontal polarization, and from very high 
frequency (VHF) to X-band, approximately 200 
MHz to 10 GHz.

Atmospheric Propagation Model
Parabolic equation computation provides a 

fast solution to Maxwell’s equations. Although 
the details of this process are beyond the scope 
of this article, this technique allows the model-
ing of the atmospheric propagation over a real-
istic, topographically complicated surface. The 
atmospheric refractivity may vary with respect 
to range and height. The surface boundary may 
be ocean or variable height terrain of range-vary-
ing composition. The Tropospheric Electromag-
netic Parabolic Equation Routine (TEMPER) is a 
parabolic equation code that was developed at the 
Johns Hopkins University Applied Physics Lab-
oratory (JHU/APL). It uses refractivity profiles, 
which are refractivity as a function of height and 
ground location, as well as surface roughness de-
rived from surface land cover to compute radar 
propagation.
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Mesoscale Numerical Weather Prediction 
(MSNWP)

The weather reports we see on the news ev-
ery night are predicated upon complex computer 
simulations of the atmosphere. These models cover 
very large areas of the earth and are called synop-
tic weather prediction models. MSNWP is a very 
similar process but computed for much smaller ar-
eas. To get an idea of the scope, synoptic models 
might cover thousands of miles; mesoscale models 
cover a few hundred. The idea of using MSNWP to 
generate realistic depictions of site-specific atmo-
spheric conditions and combining them with site-
specific clutter is a unique development innovated 
at NSWC Dahlgren.

MSNWP is the numerical modeling of the 
physical/dynamical nonlinear differential equations 
that govern atmospheric flow. Initial conditions are 
developed by combining previous forecasts with 
new meteorological observations through a process 
termed data assimilation. Simultaneous numerical 
integration of these equations provides a prognos-
tic capability out to 72 hours. MSNWP models are 
typically 100 × 100 km and nested within a glob-
al forecast model. The lateral boundary conditions 
for the MSNWP models are derived from the larger 
scale global model. MSNWP models employ hor-
izontal grid resolutions sufficient to resolve circu-
lations produced by local surface features, such as 
air/land/sea boundaries and topography. Advanc-
es in computing power allow for horizontal res-
olution as fine as 1  km. In order to provide this 
resolution over an area of interest, MSNWP mod-
els are multi-nested, with the resolution becoming 
finer from nested grid to the next nested grid. Re-
solving near-surface refractivity is one of the most 
challenging applications for MSNWP, where refrac-
tivity profiles are derived from the MSNWP model 
profiles of pressure, temperature, and humidity. Re-
search and development classes of MSNWP mod-
els currently may provide 10 m vertical resolution 
in the first 100 m near the surface.

MSNWP currently provides a qualita tive, 
four-dimensional—three spatial dimensions 
and time—refractivity field in the littorals. The 
MSNWP model will resolve the local circulation 
that produces the current anomalous propagation 
re gime. The phase of the circulation, the height of 
the atmospheric boundary layer, the vertical gra-
di ents of temperature and water vapor, and the sea 
surface temperature will be slightly different from 
those measured by in situ meteorological in stru-
men tation. This will result in some duct height and 
strength errors but will provide insight into the 
varying structure of coastal refractivity.

The Coupled Ocean/Atmosphere Mesoscale 
Prediction System (COAMPS) is the MSNWP 
model that has been chosen for use in LCM. It was 
developed by the Marine Meteorology Division of 
the Naval Research Laboratory (NRL) in Monterey, 
California.

Oil Rig Platform Clutter
Although the Billingsley statistical data (ref-

erenced in Table 1) does a good job of predicting 
the occasional large-amplitude return from land 
clutter, it will not predict the return from discrete 
objects that are permanently installed away from 
shore. The biggest of these in terms of reflecting ra-
dar energy are oil-drilling and ship-loading plat-
forms. The Vector Vertical Obstruction Database 
(VVOD), developed and maintained by NGA, pro-
vides the locations of these oil rigs. By using this 
database and modeling the radar return from these 
rigs as analogous to a large ship, LCM has been 
modified to include a discrete clutter layer that re-
veals the radar return as an overlay on the basic 
LCM clutter picture. Figure 3 shows an example 
oil-drilling platform.

An Example Use of LCM
Figure 4 illustrates an example that shows the 

realistic portrayal of clutter possible with the LCM 
clutter simulation. For this example, the model 
was centered at the latitude and longitude coordi-
nates of USS Lake Erie at the moment clutter was 
recorded. That data is shown in the Plan Position 
Indicator (PPI) display on the right side of the fig-
ure. The COAMPS weather prediction code was 
used to generate a prediction of the atmospheric 
conditions at the time of the data collection. The 
COAMPS data for this study were generated at the 
NSWC Dahlgren. As can be seen on the left side of 
the figure, the LCM-generated data is a very rea-
sonable depiction of what was actually seen aboard 
ship. The shoreline, islands, inland mountains in 
Iran (to the top right of the PPIs) and the oil rigs 
are seen clearly in both pictures. Some of the de-
tails—such as low-level sea clutter near the ship—
are missing from the model. Currently, engineers 
and meteorologists at NSWC Dahlgren and NRL 
Monterey are working on improvements to the res-
olution of COAMPS near the surface, which hope-
fully, will increase the accuracy of model results 
even more.

As a result of these innovative radar-clutter 
modeling efforts, Navy warfighters in the future 
will be better armed with enhanced target detec-
tion, tracking, and discrimination capabilities in 
littoral environments.
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Figure 3. An Example Oil Drilling Platform

Figure 4. Littoral Clutter Model Simulation of Clutter Seen Aboard USS Lake Erie

LCM with COAMPS
Clutter Data Recorded 
Aboard USS Lake Erie
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By Stephen G. Thomas
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Affordable Common Radar
Architecture (ACRA) Program

Today, the Navy and Marine Corps are fielding a number of legacy surveillance radar systems that are 
approaching obsolescence. Despite efforts underway to address the modernization and refurbishment of 
some of these systems through the Radar Obsolescence, Availability Recovery program and other initiatives, 
many systems in the field today are quickly becoming unsupportable. Indeed, there is no Navy-wide coordi-
nated effort to address surveillance radar obsolescence in the fleet, and there is currently no affordable, U.S.-
made radar with sufficient capability for shipboard long-range surveillance.

15NAVSEA Warfare Centers Volume 7, Issue No. 2

Affordable Common Radar
Architecture (ACRA) Program
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Legacy surveillance radar systems approach-
ing ob solescence include the AN/SPN-43, AN/
SPS-48E, TPS-59(v)3, AN/TPS-75, and AN/SPS-
49(V). They provide the fleet and the Marine 
Corps with a range of capabilities necessary for air 
traffic control and combat operations. Moreover, 
in addition to these systems approaching obso-
lescence, much of the current supply has been re-
furbished. Systems approaching obsolescence are 
shown in Figure 1.

In light of the need for timely and affordable 
sys tem modernization across the board, the Office 
of Naval Research (ONR) initiated a Future Naval 
Capability (FNC)-funded program and tasked the 

Naval Surface Warfare Center, Dahlgren Division 
(NSWCDD) with oversight, technical direction, 
technology development, and integration. The Af-
fordable Com mon Radar Architecture (ACRA) 
program, kicked off in FY09, is a risk-reduction ef-
fort with the goal of developing a scalable, com-
mon architecture with sup porting technologies 
applicable to long-range sur veillance radars. For 
the warfighter, ACRA rep re sents improved perfor-
mance in the littoral re gions with a reliable, sup-
portable, affordable sys tem. The ACRA program 
will provide capability for both rotating phased ar-
rays and multifaced fixed arrays based on a core 
group of common, scalable components. These 

Figure 1. Legacy Surveillance Radar Systems Approaching Obsolescence

Legacy Navy Surveillance Radar Systems

TPS-59(V)3

SPS-49A(V)1

SPN-43C

TPS-75 3D

SPS-48E
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components include the radar array’s mechani-
cal structure and electrical signal network, digital 
receivers, waveform generators, and data proces-
sor. Separate transmit (TX) and receive (RX) ar-
rays flood a search region with a single, wide TX 
beam and multiple, digitally formed, simultane-
ous RX beams. The digital receivers are located on 
the array structure, while the beamforming and TX 
circuitry is located below decks. Figure 2 shows a 
conceptual drawing of these components.

The 5-year program plan calls for the design 
and construction of an affordable Advanced De-
velopment Model (ADM) risk-reduction, rotat-
ing radar prototype. Unlike many current radar 
systems, the ACRA radar will comprise two sep-
arate antenna structures—a TX array and an RX 
array—in contrast to a single, common TX/RX 
array. This has the potential to lower overall sys-
tem cost through a number of innovative array 

design techniques currently being investigated 
by NSWCDD and the ACRA team. For exam-
ple, a low-power, air-cooled RX array printed cir-
cuit board design and a small, passive TX array 
are currently undergoing cost and performance 
trade studies. In parallel with array development, 
NSWCDD is involved in technology development 
efforts aimed at producing cost-effective, scalable 
receivers; waveform generators; and signal pro-
cessors based on an open-architecture specifica-
tion developed by NSWCDD for the ONR Digital 
Array Radar (DAR) program. Once the array and 
technology risk-reduction and development ef-
forts are completed, the entire system will be in-
tegrated into an ADM prototype for testing and 
demonstration in FY13. These ACRA system 
components will leverage DAR technologies and 
cost-saving concepts. ACRA system components 
are shown in Figure 3.

Figure 2. The ACRA System Concept
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The performance requirements for the ACRA 
system must span the requirements of multiple 
legacy systems. Indeed, the overarching goal and 
primary challenge facing the program is to design 
and build an affordable, scalable system capable of 
replacing multiple legacy systems. Chief among 
the requirements is the capability to accurately 
search a large volume at long range; to update this 
search at a sufficiently high rate to track objects of 
interest; to mitigate the effects of sea clutter and 
anomalous atmospheric conditions on radar per-
formance; and to possess the capability to mitigate 
hostile jamming. Trade studies are underway to 
optimize the system architecture to demonstrate 
scalable system performance and system cost to 
meet the needs of various potential end users. For 
example, to effectively search a large volume (at 
long range) with a sufficient update rate requires 
a high-power TX antenna emitting a wide beam, 
coupled with a large RX antenna forming multiple, 
simultaneous RX beams. NSWCDD RX anten-
na trade studies are examining array architec-
tures and their resulting patterns. Figure 4 shows 
the generation of a low sidelobe pattern based on 

a triangular element grid, further based on a stag-
gered arrangement of circuit board panels. 

NSWCDD is also leading the way in defining 
the system architecture and subsystems require-
ments forming the backbone of the entire ACRA 
system. The subsystem technologies include digital 
receivers, waveform generators, reference clocks, 
and beamformers. The physical digital and ana-
log interfaces between these subsystems are de-
fined within an open-architecture design concept 
based on open, standard, nonproprietary protocols 
and signal formats, as initially developed and de-
fined by ONR’s DAR program. The benefits of an 
open-architecture design are many, including sub-
system development in a competitive environment 
to reduce system cost; the use of relatively inex-
pensive, readily available commercial products and 
standards; ease of hardware upgrade (technology 
refresh) during the life of the system; and ease of 
adding future functionality (technology insertion) 
once the system is deployed.

The Navy’s current fleet of shipboard long-
range surveillance radars is approaching obsoles-
cence. Moreover, future naval radar systems are 

Figure 3. ACRA System Components
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expected to be largely digital in design. The ACRA 
program represents an opportunity for developing 
a new, modern, affordable, and scalable Navy ra-
dar asset based on a digital open-architecture con-
cept. Over the next 5 years, NSWCDD scientists 

and engineers will be working to make this con-
cept a reality. As a result, Navy and Marine Corps 
warfighters will experience improved performance 
in a reliable system for shipboard surveillance and 
combat support.

Figure 4. Low Sidelobe Pattern Based on a Triangular Element Grid, Further Based 
on a Staggered Arrangement of Circuit Board Panels
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Littoral Radio Frequency System 
Performance Forecasts
By Robert E. Marshall

Radio frequency (RF) propagation refers to the impact of the atmosphere on RF en-
ergy as it flows through the atmosphere between antennas. RF propagation is influenced 
by the clear atmosphere, rain, fog, cloud, snow, ice, and electron densities found in the 
ionosphere. Propagation in the clear atmosphere can significantly impact RF system 
performance. Refraction is the bending of light energy or RF energy. Refraction at opti-
cal wavelengths is observed when one inserts a pencil in a glass of water and the pencil 
appears bent at the top of the water column. The bending of light energy by small rain-
drops produces rainbows. You cannot see RF energy as it is bent in the clear atmosphere, 
but on a perfectly clear day with no visible clues from the atmosphere, radar may suffer 
severe refraction and subsequent poor mission performance. As RF energy leaves the 
antenna, it is bent by the atmosphere in ways that can easily refract it away from the in-
tended target. RF energy is especially attracted to areas in the atmosphere with high hu-
midity or low temperatures. Radar operators who do not account for refraction can be 
easily fooled by what the radar signal is telling them about targets.

Navy surface radars and communication systems operate in a shallow layer of the 
atmosphere called the marine atmospheric boundary layer (MABL). The MABL can 
extend from the sea surface up to as high as 1000 m—a complex environment where 
humidity, temperature, and refraction vary wildly. The MABL is drastically more com-
plex within 100 km of the coast than it is over an open ocean. RF energy can be bent 
or refracted in various ways in the MABL. Figure 1 illustrates the four RF refraction 
categories.

Standard propagation or refraction has roots in the U.S. National Advisory Com-
mittee on Aeronautics (NACA) 1922 definition of a standard atmosphere. The NACA 
standard atmosphere was necessary to provide a standard for aircraft performance. 
Unfortunately, the standard atmosphere is more likely to be found above the MABL 
and typically provides a false impression of radar performance within the MABL. Su-
per-refraction occurs when the RF energy is bent just enough such that it hugs the 
curvature of the earth. RF energy travels great distances in the MABL when it is super-
refracted, allowing radars to see targets and communications systems to operate at ab-
normally long ranges. This propagation benefit is often complicated by the potential 
accompanying liability of folded land clutter and radio frequency interference (RFI). 
Subrefraction occurs when higher humidity is found at the top of the MABL, and RF 
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energy rapidly bends away from the earth’s cur-
vature. Subrefraction is a relatively rare event, but 
when subrefraction occurs, radar detection of tar-
gets in the MABL becomes significantly more diffi-
cult, and the naval surface platform becomes more 
vulnerable to an approaching target. Trapping or 
ducting occurs when higher temperatures are at 
the top of the MABL, and higher humidity is at the 
bottom of the MABL. The RF energy is trapped or 
ducted between the top and bottom of the MABL 
and bounces back and forth as it propagates away 
from and back to the antenna. Ducting develops 
radar holes or skip zones where targets cannot be 
detected, and it also produces areas of sea clutter, 
where targets are difficult to detect.

To make matters worse, the MABL is forev-
er evolving, driven primarily by the land/sea tem-
perature difference. During daylight hours, the 
sun heats the land much faster than the ocean of-
ten leading to a sea breeze, as the model in Figure 2 

demonstrates. Warm, dry air flows offshore at the 
top of the MABL, and cool, moist air flows onshore 
at the bottom of the MABL. After the sun sets, the 
circulation tends to reverse as a land breeze with 
warm, dry air flowing offshore near the sea sur-
face and cool moist air flowing inshore aloft. As 
this typically 24-hr cycle progresses, the refractivi-
ty field in the MABL is constantly readjusting and 
constantly impacting RF system performance.

Accounting for these constantly varying re-
fractive and propagation influences on RF system 
performance is essential for operations, acquisi-
tion engineering, and prototype RF system test-
ing. The use of weather balloons, helicopters, 
rocket weather sounding systems, unmanned aer-
ial vehicles (UAVs), and weather buoys have all 
been employed to document the refractive envi-
ronment in the littorals. These are logistically dif-
ficult, expensive, and lack the ability to forecast 
what will happen in the future.

Figure 1. RF Propagation or Refraction Categories

Figure 2. Sea Breeze Circulation
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The Naval Surface Warfare Center, Dahlgren 
Division (NSWCDD) has a 15-year history of re-
search and development in clear-air refraction of 
RF energy and how it impacts radar and commu-
nication system performance. For the last 5 years, 
NSWCDD has exploited the rapidly maturing tech-
nology of numerical weather prediction (NWP) 
to capture the four-dimensional (4-D) refractive 
structure of the MABL. NWP is displayed daily by 
television broadcast meteorologists as time-lapse 
forecasts of rainfall, clouds, or wind. This same 
NWP technology can be employed to forecast re-
fractivity in the MABL. NWP models are global-
ly locatable, provide a 48- to 72-hr forecast, and 
take into account all the land/sea characteristics 
that drive the evolving MABL refractive structure. 
There are dozens of NWP models used by military 
and civilian agencies around the world. NSWCDD 
runs the Coupled Ocean Atmosphere Mesoscale 
Prediction System (COAMPS). COAMPS is the 
U.S. Navy medium-scale NWP model developed 
and supported by the Marine Meteorology Divi-
sion of the Naval Research Laboratory in Mon-
terey, California (NRL-MRY). COAMPS products 
are run operationally by the Fleet Numerical Mete-
orology and Oceanography Center (FNMOC), also 
in Monterey, California, for many locations around 
the globe in support of fleet operations.

NSWCDD’s COAMPS system consists of two 
Linux clusters. The research and development clus-
ter named Bean resides at NRL-MRY and supports 
COAMPS improvements by way of a scientific col-
laboration between NSWCDD and NRL. As these 
improvements are validated, they are ported to the 

operational cluster at NSWCDD named Dutton/
Mesos. Dutton/Mesos supports RF test beds at Wal-
lops Island, Virginia, and the Potomac River Test 
Range (PRTR) at Dahlgren. Example COAMPS 
model output for both locations is shown in Fig-
ure 3. Figure 3 displays temperatures at 2 m above 
the surface and wind flags at 10 m above the sur-
face. The 1-km horizontal resolution is indicated 
by the locations of the wind flags. Dutton/Mesos is 
also capable of simultaneously supporting models 
at four other global locations.

These same COAMPS models are capable of 
forecasting refractivity in the MABL. Thus, refrac-
tivity is provided every kilometer, every hour out to 
48 hr in the future through the depth of the MABL.

The refractivity fields by themselves are of lit-
tle use to RF engineers until paired with modern 
RF system models. RF system performance models 
have been modified in recent years to accept NWP 
0- to 48-hr refractivity forecast fields. The coupled 
model pair can lead to 0- to 48-hr RF system per-
formance forecasts as illustrated in Figure 4.

The Advanced Refractive Effects Prediction 
System (AREPS) is developed and supported by 
the Propagation Research Branch of the Space and 
Naval Warfare Systems Command (SPAWAR)/
San Diego. AREPS ingests COAMPS refractiv-
ity fields and specific RF system specifications, 
and computes system performance. Figure 5 is 
an example of a combined COAMPS/AREPS ra-
dar performance forecast for a notional S-band ra-
dar located along the edge of the Gulf Stream off 
the Eastern Shore of Virginia. The white radials 
along each bearing indicate the range at which a 

Figure 3. COAMPS Models Over Wallops Island (a) and the PRTR (b) (Wind flags at 10-m ASL and air 
temperatures at 2-m ASL are displayed.)
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notional target 10 m above the surface is detected 
by the notional S-band radar. The variation in de-
tection range with bearing is indicative of how the 
refractivity field can vary in the MABL. The red 
ring indicates the detection range in a standard at-
mosphere. The reduced detection ranges relative 
to a standard atmosphere indicate areas of subre-
fraction to the north of the ship. The extended de-
tection ranges southwest of the ship are due to an 
area of super-refraction. These azimuth-depen-
dent predictions of radar detection range are due 
primarily to the spatial changes in MABL struc-
ture as it reacts to the significant changes in sea 
surface temperature found along the edge of the 
Gulf Stream. All these atmosphere and sea surface 
impacts are captured by COAMPS.

Refraction—or the bending of RF energy—if 
not accounted for, can severely impact the perfor-
mance of naval radar and communication systems 
operating in the MABL. These impacts influence 
operations, acquisition engineering, and proto-
type RF system testing. By combining modern 
numerical weather prediction models with RF sys-
tem models, it is possible to create site- and time-
specific littoral RF system performance forecasts. 
The current technology is qualitative but has been 

used NSWCDD to support RF acqui-
sition engineers, prototype RF system 
test engineers, and operational deci-
sion-makers. A strong research effort 
at NSWCDD aims to make significant 
increases in littoral RF system perfor-
mance forecast accuracy in the next 5 
years. This same NWP technology is 
being employed by NSWCDD to pro-
vide chemical agent transport and 
dispersion forecasts, and sound prop-
agation forecasts. Each of these fore-
casting capabilities will help to ensure 
that warfighters are armed with effec-
tive capabilities and accurate informa-
tion necessary to fight and win in the 
electromagnetic environment.

Figure 4. A Radar Performance Forecast Structure

Figure 5.  COAMPS/AREPS Model of the Detection Range of a 
Notional Target 10 m Above the Surface by a Notional S-Band Radar: 
Range rings are drawn every 20 km. The red ring indicates the 
detection range in a standard atmosphere.
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Infrared Sensor and Image Processing for the 
Chemical Agent Plume Tracking Capability
By Dean Zabel

Chemical agents, when dispersed into the air, form plumes or clouds of particles that 
can impact warfighters and others in the immediate vicinity. Moreover, just as clouds in 
the sky form, move and dissipate, so do chemical agent plumes. Unlike clouds in the sky, 
however, chemical agent plumes might not be easily visible or detectable. Thus, warf-
ighters could be exposed to chemical agents without knowing it, thereby endangering 
their lives and missions. Consequently, a means to test the capabilities of developmental 
chemical agent detection systems was needed to ensure that those systems provide the 
promised protection when deployed. The Chemical Agent Plume Tracking Capability 
(CAPTC), developed at the Naval Surface Warfare Center (NSWC) Dahlgren, provided 
a way to track chemical agent plumes to provide that testing capability. 

CAPTC was designed to provide a referee capability for testing chemical-agent de-
tection systems. A refereed capability refers to an unbiased measurement of the presence 
of a chemical-agent plume against which to compare the performance of the system 
under test. As such, the CAPTC operator will know at the start of a test which chem-
ical is present in the plume. This permits the operator to configure CAPTC optimally 
for a particular simulant chemical agent release. The visual display provided by CAPTC 
also serves as a tool to assist the test director in conducting system tests. CAPTC em-
ploys near real-time tracking of chemical agent plumes using infrared (IR) images of the 
plume’s location and extent, as determined from two or three locations.

Previous IR Camera Testing
Earlier testing using IR cameras was performed with the Joint Service Lightweight 

Standoff Chemical Agent Detector (JSLSCAD). Those tests demonstrated the need for 
very sensitive long-wave infrared (LWIR) cameras to provide near real-time plume 
tracking.1 During those tests, it was found that the vapor plumes of a chemical agent 
simulant provided a low contrast to the ambient scene. This then required a significant 
amount of posttest processing time to make the plumes detectable. In order to provide 
near real-time imagery, very high-speed processing of the IR video was found to be re-
quired. This article overviews CAPTC, its IR camera requirements, and the software in-
tegration and architecture needed to make the system work. 
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The IR Camera Problem
The testing of chemical agent plumes must be 

carried out using simulants since actual chemical 
agents cannot be used.  Because of their nature, the 
simulant plumes of interest to CAPTC are difficult 
to detect with an IR camera.  The simulant is en-
trained as an aerosol in a high-velocity, high-vol-
ume flow of ambient air. Thus, the aerosol plume 
has very little temperature difference from the sur-
rounding air into which it is injected. The mis-
sion of the chemical agent detector is to detect low 
concentrations of chemical agents. Thus, the con-
tent of the plume is not greatly different from the 
surrounding air mass against which it is to be de-
tected. The requirement to be able to track the sim-
ulant plumes in near real time makes the problem 
even harder. 

The IR cameras used for the JSLSCAD tests 
were wideband microbolometers. Microbolom-
eters generally have detection bands from about 
7.5  µ to 13.5  µ. This band more than covers the 
spectral characteristics of the simulants used in 
the JSLSCAD testing. However, microbolometers 
are not particularly sensitive. The microbolome-
ters used for the JSLSCAD tests had minimum re-
solvable temperature differences (MRTD) of about 
0.1°K. When viewed live, subtle changes in the IR 
scene caused by the vapor plume could sometimes 
be detected by the camera operator, but not always.

The posttest image processing for JSLSCAD 
tests used frame averaging. Up to 15 video frames 
were averaged to enhance the plume sufficient-
ly to ascertain its position and size. This process 
was very labor intensive and time-consuming. The 
IR video collected for JSLSCAD tests was at a low 
frame rate of 5 frames per second. This meant that 
frame-to-frame registration was difficult to ac-
complish because both the camera and the plume 
generator were moving. This low frame rate was se-
lected to manage the storage requirements for the 
digital video data. In retrospect, it would have been 
better to record the camera’s maximum 60 frames 
per second digital video. An even higher frame 
would ease the frame-to-frame registration pro-
cess. This became one of the factors driving selec-
tion of IR cameras for use in CAPTC.

Camera sensitivity becomes a limiting factor 
in how fast a frame rate may be utilized to collect 
enough photons to have a viewable image. As stated 
above, microbolometer technology is not very sen-
sitive. To gain sensitivity, one needs to go to IR cam-
eras that have cryogenically cooled detector arrays. 
Cooling the array and its associated readout elec-
tronics greatly reduces the sensor’s noise by decreas-
ing random electron motion. Commercial cooled 

cameras have achieved MRTDs in the 0.025°K 
range. However, most cooled LWIR cameras do 
not have the full detection-band capability needed 
to detect the simulants of interest. One of the sim-
ulants, sulfur hexafluoride, has a single spectral fea-
ture at about 10.6 µ. Thus, a camera detection band 
out to at least 11 µ is required.

Cooled LWIR cameras tend to have detector 
arrays of two types: quantum well infrared photo-
detector (QWIP) and detector arrays made from 
mercury cadmium telluride (MCT). Both types 
can be very sensitive. QWIP cameras have spectral 
detection bands of about 7.7 µ to 9.2 µ. Most MCT 
cameras have a similar detection band, though 
MCT can be formulated for wider detection bands. 
Unfortunately, few typical applications require 
the wider detection band, making the wider band 
MCT arrays much more expensive. 

Spectral filtering also helps when the object to 
be detected exhibits emissive or absorptive spec-
tral characteristics that are much narrower than 
the spectral response of the detector. Filtering 
helps by limiting the background to the spectral 
region of the object to be detected. The three sim-
ulants typically used in testing have different spec-
tral characteristics such that a different filter would 
be optimum for each. This made it desirable to get 
a camera with an integrated filter wheel capable 
of holding at least four filters. The integrated filter 
wheel makes it possible to quickly select the opti-
mum filter, or no filter at all, since CAPTC needs 
only three for each particular test run. The use of 
spectral filtering also drove the need for high cam-
era sensitivity due to an increase in loss from the 
additional optical element.

The Camera Solution
An extensive search was performed to identi-

fy a commercially available IR camera to meet the 
needs of CAPTC. One MCT camera was located 
that had a detection band from 7.7 µ to 11.6 µ and 
included an integrated four-hole filter wheel. This 
was the CDIP Jade VLWIR. The Army’s West Des-
ert Test Center at the Dugway Proving Ground, 
Utah, had also selected this camera for a similar 
application. Between the time of selection and time 
of purchase, the Jade VLWIR was updated to the 
Titanium SC7900. 

The Titanium is a very sensitive camera, with 
an MRTD < 0.025°K using a 320 horizontal × 256 
(240 displayed) vertical MCT array. It supports a 
frame rate of 90 frames per second for full frames, 
with on-the-fly selection of any of its four filter 
wheel holes. The control and video output inter-
face is gigabit Ethernet. The Ethernet interface is 
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an improvement over the older RS-422 for digital 
video plus RS-232 for control used by the Jade. A 
software development kit was purchased with the 
camera to allow development of a control interface 
optimized for CAPTC. 

The spectral characteristics of each of the three 
simulants were used to determine an optimum fil-
ter to use for each simulant. The specifications of 
the filters were: 7.75 µ to 9.25 µ, 8.6 µ to 10.6 µ, and 
9.9 µ to 11.3 µ ±1% for each value.

The final piece of the IR camera is the optics. 
The JSLSCAD testing involved sensor-to-plume 
ranges of from 500 m to 6 km. The variation in 
ranges was needed to assess the sensitivity of the 
chemical agent detection system under test. Some-
times a plume release close (1.5 km) to the test 
system would be followed by one a long distance 
(5.5  km) away from the test system. Keeping the 
plume in the field of view and yet having sufficient 
resolution for the needed detail over this span of 
ranges dictated the use of multifocal optics. Quick 
physical access to the camera system would not be 
possible because the camera system needed to be 
environmentally protected from weather and RF 
emissions. Focusing and changing from near op-
tics to far optics had to be accomplished quickly, 
so the optics needed to be remotely controllable. 
An appropriate commercial off-the-shelf multifo-
cal lens had already been interfaced with the Tita-
nium camera. The lens from StingRay Optics had 
triple field-of-view optics. It was fully controllable 
using a control box and 50-ft cable that came with 

the lens. The focal lengths were 75/150/300 mm, 
providing fields of view with the Titanium of 7.3° x 
5.5°/3.7° x 2.8°/1.8° x 1.4°, respectively. The Titani-
um camera integrated with the triple field-of-view 
lens is shown in Figure 1 with the mounting plate 
portion of its environmental enclosure.

Figure 2 depicts a sample of images acquired 
by the Titanium camera. Shown are emissions 
from one of the Morgantown power plant stacks in 
Maryland at a distance of approximately 2.5 nmi. 
The first image is a basic IR image. The second im-
age utilized some of the image-processing capa-
bilities of the Altair software purchased with the 
Titanium camera. The Altair software package pro-
vided the ability for a frame-to-frame differencing 
view, which was done by subtracting one camera 
frame from the next. The resulting image showed 
only what changed between the two frames. The 
Altair software provided great posttest analysis ca-
pabilities when supplemented by software devel-
oped at NSWC.

Test Environment and Basic Data 
Capture Architecture

The software developed at NSWC pro vided 
the integration of a number of test assets, ships, 
or platforms with data-collection equipment, and 
the equipment aboard each asset to facilitate the 
test data collection of a given test event. CAPTC, 
as a system, encompasses the data-collection 
equipment on all of the assets tied together by 
the software. A notional test situation that would 

Figure 1. Titanium Camera with the Stingray Optics on the Mounting Plate Part of 
Its Environmental Enclosure
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utilize the CAPTC environment is depicted in 
Figure 3. Each test asset is installed with test data-
cap ture equipment that stores all local data and 
da ta broadcast from other assets. As a simulant is 
dispersed by the Gatlin, a Naval Surface Warfare 
Cen ter, Dahlgren Division (NSWCDD)-owned 
ship outfitted with a blower system is used to 
generate the simulant plume, the data-capture 
equipment tracks and records the location of each 
asset and the calculated position of the chemical 
simulant plume. The basic equipment and da ta 
capture environment is shown in Figure 4. Figure 5 
is a photograph of the Gatlin pierside 
preparing for JSLSCAD testing. 

Each test asset or ship utilizes 
a local Global Positioning System 
(GPS) to track its current location 
and transmits this information over 
the low-data-rate (LDR) commu-
nications link. The LDR link is an 
omnidirectional link and provides 
for system commands and asset 
tracking information to be trans-
ferred to the main processing unit 
or the command console. The as-
set tracking information is crucial 
to the environment, as it is neces-
sary to reposition or reorient the di-
rectional high-data-rate (HDR) link 
antennas. The HDR link is utilized 
to transfer the IR and situational 
awareness (SA) video to the com-
mand console. 

A depiction of the command 
console Graphical User Interface 
(GUI) incorporating IR imagery, 

modeling and simulation (M&S) output, SA video, 
and position heading data from each of the plat-
forms in the test is shown in Figure 6. The oper-
ator has multiple data windows that can track the 
multiple test assets of the CAPTC environment. 
The user interface is separated into upper and low-
er viewing areas. The lower display area provides 
a quick look at the status of each asset (i.e., lati-
tude, longitude, and course) and the status of each 
CAPTC processing component executing on that 
platform. The upper display area provides the user 
with the ability to toggle through various options 

Figure 2. Sample Infrared Images Acquired by Titanium Camera

Figure 3. Notional CAPTC Test Environment
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to view the IR video, the situation awareness video, 
the predicted weather information, and the status 
of the simulant plume dispersal.

In addition to the GUI, test event data is sent 
to a simulation display window that tracks and dis-
plays each test asset and the simulant plume in a 
3-D display environment using the Simulation Dis-
play (SIMDIS) application developed by the Na-
val Research Laboratory (NRL). As each test asset 
sends its positional data (latitude and longitude) to 
the command console, the console sends the infor-
mation to the SIMDIS for rendering.

Conclusion
The CAPTC mission presented some complex 

tech nical challenges. In solving those challenges, 
an IR camera with appropriate capabilities, filters, 
and optics was found that—when coupled with 
the soft ware and architecture developed by engi-
neers at NSWC Dahlgren—enabled the detection 
and tracking of difficult-to-see simulated chemical 
agent plumes. Moreover, a data acquisition system 

was designed and assembled by NSWC engineers 
that handled the significant image processing re-
quirements. A user interface was developed that 
was capable of meeting the rigors of the refereed 
testing environment. A user interface was devel-
oped that was capable of meeting the rigors of the 
refereed testing environment. The system was suc-
cessfully demonstrated during the month of July 
2009. The CAPTC system provides a unique, new 
capability to the testing community that will ensure 
fielded chemical agent detection systems will help 
protect warfighters by alerting them to chemical 
agent plumes that might otherwise go undetected.
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Figure 5. Gatlin Simulant Plume Dispersal Boat Preparing for JSLSCAD 
Testing in Summer 2004

Figure 6. Sample CAPTC Command Console GUI
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The Theater Air and Missile Defense (TAMD) 
radar systems envisioned for use in next-genera-
tion naval surface combatants are anticipated to 
include high-power apertures operating at S-band. 
While the high power of these systems is driven 
by ballistic missile defense requirements, the ra-
dars are, by necessity, multifunction and will also 
be required to detect and track targets at low eleva-
tions in clutter. This poses a problem, as the instan-
taneous dynamic range required of the system to 
support operation in clutter is not easily met with 
traditional receiver-exciter architectures built with 
conventional components. Additionally, the high 
power and narrow beams required for missile de-
fense functions results in a system that is unable to 
search the requisite volume of space in a reason-
able time frame. 

To mitigate these issues, radar system archi-
tecture has been developed that uses multiple re-
ceiver-exciter subsystems operating in parallel in a 
distributed fashion. This results in a system with 
increased dynamic range and  stability, as well as 
the ability to search with clusters of beams to in-
crease the system volume search update rate. 

This article provides an overview of the Digi-
tal Array Radar (DAR) Project, sponsored by the 
Office of Naval Research (ONR) (Code 313) that 
is performing risk reduction for next-generation 
TAMD S-band radars and on a test-bed system 
that is being constructed to validate system cal-
ibration and calibration maintenance. The DAR 
concept is depicted in Figure 1.

The DAR effort concentrates on developing an 
open, modular system architecture that applies to 
the entire radar system, including the development 
and demonstration of subsystem technologies in 
the areas of receiver-exciters, digital beamforming 
and signal processing. A significant attribute of this 
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architecture is the use of an interface control doc-
ument that specifies the messages used among all 
subsystem elements. A second significant attribute 
of the design is that all system and subsystem con-
trol is affected with commands based on time of 
day, resulting in only two interfaces—one for con-
trol messages and one for time—entering each sub-
system. These two elements allow subsystems to be 
modular in design, which in theory, allow subsys-
tems from multiple vendors to be used to create the 
overall system. To date, the following participants 
have collaborated on various elements of the DAR 
system development: 

•	 ONR
•	 Naval Surface Warfare Center, Dahlgren Di-

vision (NSWCDD)
•	 U.S. Naval Research Laboratory (NRL)
•	 General Dynamics Advanced Information 

Sys tems
•	 Lockheed Martin Government Electronic 

Systems
•	 ITT Corporation
•	 REMEC Defense and Space

The DAR program has progressed to the point 
where end-to-end radar is required to effectively 
test the radar subsystems. To this end, a test bed is 
being constructed that will serve as an instrumen-
tation radar with enough functionality to retire 
risk through engineering tests while demonstrat-
ing radar functionality representative of that re-
quired in a tactical system. Figure 2 shows the DAR 
Open-Architecture Block Diagram. Construction 
of this test-bed radar is being accomplished by in-
tegrating all of the elements behind the antenna, 
which have been the focus of the DAR program, 
along with a surrogate array antenna and associat-
ed electronics. The test bed will implement the five 
subsystems marked in blue, while the gray Com-
bat and Navigation System blocks are part of a tac-
tical system and, as such, will not be implemented 
in the prototype. 

Although the focus of the DAR program has 
been on developing the radar subsystems behind 
the antenna, the additional requirement to build 
a prototype radar system necessitated an antenna 
and the associated active-array electronics. In lieu 

Figure 1. DAR Open-Architecture Concept That Enables Multiple Simultaneous Beams and Multifunction Capabilities
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Figure 2. DAR Open-Architecture Block Diagram

of designing a traditional active array with a large 
number of elements, the DAR program is using a 
novel pillbox horn antenna array that offers a com-
bination of high gain, low loss, and simple fabri-
cation.1 This antenna, designed by NRL, has been 
proven with a four-element prototype and is now 
being constructed with a 64-element design that 
will be used in the risk-reduction test-bed radar 
system. The DAR Test-Bed Antenna Array is de-
picted in Figure 3.

In order to avoid the development cost associ-
ated with a conventional active-array, transmit-re-
ceive module, the DAR electronics associated with 
the antenna are built using individual power am-
plifiers to provide higher power signals on trans-
mit and individual low-noise amplifiers to provide 
low-level signal amplification on receive. They are 
mounted on a cold plate for thermal management. 
A prototype can be seen in Figure 4. 

The digital receiver exciters used in the sys-
tem are responsible for conversion of digital data 
to S-band signals on transmittal and for conver-
sion of S-band received signals to digital data on 
reception. The data distribution module accepts 
data from the receiver over an industry standard 

10-gigabit Ethernet interface and performs all of 
the complex mathematical digital beamforming 
computations in real time required to produce an-
tenna beams. The system signal and control pro-
cessing functions are implemented in real time 
with a commercial blade server computer system 
from IBM. Figure 5 shows each of the subsystem 
components that will be used to construct the test-
bed radar system.

All portions of the test-bed radar system, ex-
cept for the antenna, were available for testing 
at the General Dynamics Advanced Informa-
tion Systems facility in late 2008. In order to fa-
cilitate early integration, a microwave-fiber optic 
delay line and Doppler repeater were used, along 
with a modest amount of custom-engineered mi-
crowave hardware to allow early integration and 
testing of most of the subsystem elements in a 
laboratory environment. Figure 6 shows a photo 
of the microwave-fiber optic delay line and Dop-
pler repeater.

Successful integration, calibration, and testing 
of the elements in this fashion will greatly acceler-
ate the transition of the radar to a functioning test 
bed radiating in free space. The test bed is currently 
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Figure 3. DAR Test-Bed Antenna Array: (a) Antenna has been assembled inside 
a steel frame for rigidity, and (b) Outline of horn and parabolic reflector have been 
constructed out of aluminum standoffs.

(a) (b)

Figure 4. Power Amplifiers, Low-Noise Amplifiers, and Supporting 
Microwave Hardware and Electronics Mounted on a Cold Plate
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Figure 5. DAR Test-Bed Subsystems

DREX Data Distribution Module

1 - and 10-Gigabit Ethernet Network SwitchDigital Signal Processor and Radar 
Control Processor (IBM Blade Servers)
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Figure 6. (a) Microwave Hardware and Microwave-Fiber Delay Line; (b) Doppler Repeater

(a)

(b)
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being assembled at NSWCDD’s Search and Track 
Sensor Test Site overlooking the Potomac River. 
The first phase of the DAR test bed will be based on 
a four-element design with rather modest capabil-
ities. Throughout 2009 and continuing into 2010, 
the system will grow to 32 and then 64 channels 
through the addition of a larger antenna, combined 
with additional receiver-exciter units and process-
ing subsystems. Activities during this time will fo-
cus on calibration and calibration maintenance of 
the transmit and receive subsystems, which is crit-
ical to achieving high-quality antenna patterns and 
rejection of system clutter. 

To date, all development on the DAR program 
has been accomplished without any contractor-
specific intellectual property associated with the 
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architecture and subsystem interfaces. The test bed 
that is being built will serve as a tool both to high-
light the subsystem capabilities to enable transition 
into a tactical system, but also as a tool for exper-
imentation in areas that can be used to benefit the 
radar community. Lessons learned from all tests 
will be shared with both government and industry 
so that next-generation systems can be successfully 
designed, built, and ultimately, fielded in the hands 
of warfighters in order to increase the capabilities 
of radars to perform their missions in the face of 
current and emergent threats.

Reference
1. W.R. Pickles and M.G. Parent, Pillbox Antenna with a Dipole Feed, 

U.S. Naval Research Laboratory, Washington, DC.
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Multifunction Electronic Warfare (MFEW) 
Technology Development Program
By Janine Knott

Figure 1. An artist rendering of the Zumwalt-class destroyer DDG 1000, a new class of multimission U.S. 
Navy surface combatant ship designed to operate as part of a joint maritime fleet, assisting Marine strike 
forces ashore, as well as performing littoral, air, and subsurface warfare. (U.S. Navy photo illustration/Re-
leased 080723-N-0000X-001)
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The Multifunction Electronic Warfare/Electronic 
Support (MFEW) Program evolved from the Office of 
Naval Research (ONR) Advanced Multifunction Ra-
dio Frequency (RF) Concept, Future Naval Capabil-
ities. In support of this initiative, a single Advanced 
Development Model (ADM) contract was award-
ed to design electronic support functionality per the 
DDG 1000 Electronic Warfare (EW) specification as 
a modular, open, scalable system to support capa-
bility growth and application across the entire fleet. 
The Electronic Warfare and EOIR Systems Branch 
at the Naval Surface Warfare Center, Dahlgren Divi-
sion (NSWCDD) provided key support as the MFEW 
System Engineering lead to the Naval Research Lab-
oratory and the prime contractor, Northrop Grum-
man Baltimore, in the areas of design, requirements 
assessment, risk assessment, and test and evaluation 
planning. The 2-year ADM project included the de-
tailed design and ADM build and test, followed by 
a transition to Naval Sea Systems Command (NAV-
SEA) in 2008 via the technology transition agreement 
between ONR and NAVSEA.

Program Goal
The goal of the MFEW Program was to devel-

op a MFEW ADM for the DDG-1000 ship class that 
demonstrated key electronic surveillance capabilities, 
including high probability of intercept, precision di-
rection finding, and specific emitter identification. 
The plan was to conduct MFEW ADM testing that 
satisfied technology development phase require-
ments to enable a smooth transition to the system 
development and demonstrations acquisition phase. 
The MFEW ADM was leveraged as an opportunity 
to resolve significant cost, schedule, and performance 
risks early in the acquisition process. This was accom-
plished by using modified Surface Electronic Warfare 
Improvement Program (SEWIP) electronic support 
equipment to ease backfit integration. The ADM de-
sign mitigated critical technical risks, refined require-
ments, and also permitted experimentation and trade 
studies that addressed technical system design and 
development program challenges. Key technical chal-
lenges included co-site interference and multipath in-
terference. The program used a modular, scalable, and 
open architecture capable of supporting addition-
al EW functionality and platform configurations in-
cluding backfit. The flexibility to handle new threats, 
the ability to add capability, and the ability to adapt to 
a ship’s radio frequency interference/electromagnet-
ic interference (RFI/EMI) environment were also in-
cluded in the design. An image of the DDG 1000 is 
shown in Figure 1 (see title  page).
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System Architecture and Design
The MFEW ADM consisted of a single-quadrant 

linear interferometer with a high probability of 
intercept and precision direction-finding cap a-
bil ities, as well as a series of digital receivers and 
ad vanced pulse processing that provides antiship 
cruise missile detection and situational awareness in 
the presence of strong interference and dense emit-
ter environments. As mentioned previously, the 
prin ci pal design objectives of the MFEW program 
were to reduce technical, cost, and schedule risk 
for the development and production of a next-
gener a tion ship’s EW system. To accomplish this, 
the team worked with Navy operators to refine EW 
require ments and to develop the EW concept of 
operations, threat characteristics, and scenarios. 
The RFI/EMI environ ment and ship signature 
requirements of the DDG-1000 class were 
significantly different than in previous ship classes. 
The project was directed to employ Modular 
Open Systems Approach (MOSA) principles to 
provide a total fleet solution and to simplify future 
technology insertions. The design was to also 
provide for growth to a multifunction system, 
potentially including high-gain, high-sens ing 
systems; electronic attack capabilities; frequency 
extension; and electro-optic and infrared (EOIR) 
systems and paths to add communications and 
radar functions. The project leveraged systems 
engineering, software, and hardware developed on 
the SLQ-32, the Advanced Integrated Electronic 
Warfare System (AIEWS); the SEWIP; and the 
EA-6B and EA-18G programs. It also used existing 
EW processing from SEWIP and an overwater, 
direction-finding solution proven in the AIEWS.

The MFEW system was further designed to 
use a wide variety of antenna/aperture types as re-
quired by the ship configuration and functional 
capability and employs a wideband, distributed ra-
dio frequency (RF)-to-intermediate frequency (IF) 
converter with multiple RFI mitigation features. 
Moreover, MFEW uses a common digital receiv-
er/exciter building block that supports acquisition; 
direction finding; modulation on pulse; low proba-
bility of intercept waveforms; built-in-test/calibra-
tion; and electronic attack. Additionally, MFEW 
employs open, industry standards at all single re-
placeable unit (SRU) interfaces. Commercial off-
the-shelf (COTS) hardware and open software are 
used for all pulse, emitter, and related processing.

The schedule for the MFEW project was very 
aggressive. It began with a kickoff in October 
2005, followed very quickly with a system design 
review in December 2005, a preliminary design 
review in March 2006, and a critical design review 

in June 2006. Factory acceptance testing began in 
December 2006 with integration of the system at 
NRL’s Chesapeake Beach Test Bed in late Summer 
2007 and demonstration in December 2007. The 
compact 2-year schedule allowed for a ship dem-
onstration during the Rim of the Pacific Exercise 
(RIMPAC) in the summer of 2008. The final re-
port, dated August 2009, and analysis data is avail-
able from the Naval Research Laboratory Radar 
Division.

In all, the MFEW Program met its goals to 
develop a MFEW ADM for the DDG-1000 ship 
class that demonstrated key electronic surveil-
lance capabilities of high probability of intercept, 
precision direction finding, and specific emitter 
identification. These results will help ensure that 
future Navy ship classes and warfighters will have 
enhanced EW capabilities necessary to identify 
and defeat adversary capabilities.
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Innovation Strategies for Undersea Sensing
By Tom Choinski

Five years ago, the Sensors and Sonar Systems Department of the Naval Undersea 
Warfare Center (NUWC) set off on an organizational experiment. The department’s ex-
periment was the creation of a division consisting of over 60 scientists and engineers 
whose sole purpose was innovation. The organization was named the Emergent and 
Transformational Systems Division, and their mission was to address emerging fleet 
needs by developing and transitioning radically innovative technologies to the fleet. The 
technologies primarily focused on undersea sensing and undersea warfare.

Other divisions in the department and at NUWC also innovate. What made this di-
vision unique was that its innovation couldn’t be incremental or along traditional prod-
uct lines. The innovation had to be radical and game-changing. The focus was to work 
on concepts that could potentially change the calculus of undersea warfare from a sens-
ing perspective. Insofar as the division is still improving and growing its ability to inno-
vate, a lot can be learned from its experiences over the last 5 years.

Innovation is important because advancements of all kinds are taking place at a rap-
id pace due to globalization. Globalization enables everyone to have equal access to tech-
nology on a level playing field. Global leadership will be gained by those organizations 
that can transform their resources rapidly to meet emerging needs and requirements. 
The Navy has emphasized the importance of innovation through several organizations 
such as the Chief of Naval Operation’s Strategic Studies Group (CNO SSG), the Naval 
Warfare Development Command (NWDC), the Office of Naval Research (ONR), and 
the Warfare Centers. The ability to transform resources rapidly has also been identified 
as a key capability for future success by organizations such as the Lawrence Livermore 
National Laboratory and the Central Intelligence Agency (CIA).

Warriors must have a need and the desire to adopt the concepts and technologies 
that are developed. The technologies must also fit within the context of existing doc-
trine, organization, training, materiel, leadership, personnel, and facilities (DOTMLPF) 
for success. In addition, new concepts must support requirements, operational concepts, 
and acquisition planning. 

The Emergent and Transformational Systems Division achieved success in innova-
tion through a strategy that encompassed education, invention, prototyping, at-sea ex-
perimentation, analysis, collaboration, innovation cells, and adoption by the warrior. 
Each of these components of the strategy is subsequently discussed.
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Education
The division’s education started with the Inno-

vation Strategies Course offered through NUWC 
University. The course focused on the innovation 
equation:

Innovation = f(Invention, Commercialization, Diffusion)

People often confuse innovation with ideation 
or creativity. The course took as its premise that 
innovation is a function of invention, militariza-
tion, and the diffusion or the adoption of the idea 
by the warrior. Consequently, a great technologi-
cal idea that is not adopted by the warrior would 
not qualify as an innovation under this definition. 
The course was a 1-day course developed from ex-
tensive research compiled by the author, as well as 
many people at NUWC who provided information 
from related experiences and research on the topic. 
The extensive bibliography for the course—which 
included articles, books, and videos—was donated 
to NUWC’s Technical Library so that everyone at 
NUWC could benefit from this information. Fig-
ure 1 shows examples of new additions to NUWC’s 
library resources on innovation.

Invention
Invention leveraged the talented and expe-

rienced technical staff of the division. Many new 
products were invented, developed, and proto-
typed through support provided by NUWC’s bid 
and proposal program; ONR; Naval Sea Systems 
Command (NAVSEA); and Program Executive 
Office, Naval Mine and Anti-Submarine Warfare 

Command (PEO-IWS5A). These organizations 
also supported work in the prototyping, experi-
mentation, and analysis phases of innovation. Fig-
ures 2 through 5 show one idea conceived and 
developed under NUWC’s bid and proposal pro-
gram. The idea was based on undersea distribut-
ed networked sensing (UDNS) techniques using 
small or microsized unmanned surface vessels 
(USVs) that could be controlled, navigated, and 
tracked through Web-based tools. The micro USVs 
could be used to provide inexpensive, expendable, 
mobile undersea sensors for riverine applications 
or to investigate potential undersea targets at low 
cost. Figure 6 shows another device that provides 
a Web-based buoyant radio frequency (RF) loca-
tion function that could be used to locate assets 
that need to be recovered after undersea experi-
mentation.

Prototyping
Prototyping was critical to the development of 

new technology concepts. Existing systems tended 
to offer the best opportunities for prototypes be-
cause ideas could be developed quicker by modify-
ing those systems. Moreover, modified systems had 

greater potential for transition into 
an acquisition pipeline and would be 
adopted by the warrior faster if the 
existing system was already proven 
and accepted by the fleet. Figure  7 
shows nontraditional undersea war-
fare concept prototypes developed 
from standard mobile target devic-
es called Expendable Mobile Anti-
submarine Warfare Training Targets 
(EMATTs). These prototypes were 
designed, built, and used during at-
sea experiments. Modifying existing 
systems enabled rapid prototyping 
and at-sea experimentation in an ex-
peditious manner.

At-Sea Experimentation
At-sea experimentation by the 

fleet is essential to any technical in-
novation process. Experimentation 
enables the fleet to take new tech-

nology concepts and judge the values and mer-
its of the technologies for themselves. Technology 
concepts that offer potential value to the fleet can 
be shaped and modified into a form that will be 
useful to the fleet in the future. In addition, at-
sea experimentation enables the fleet to develop 
and mature doctrine and operational concepts, 
as well as tactics, techniques, and procedures for 

Figure 1. NUWC Library Resources on Innovation
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Figure 3. UDNS Micro USV Compared to Spartan USV

SPARTAN ADM-1 RHIB with
Prototype MicroUSV G1 and E2

G1

E2

Figure 2. UDNS Micro USV
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Figure 4. Video Image for UDNS Micro USV

Figure 5. COTS Web-Based Control for UDNS Micro USV
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Figure 7. Nontraditional Undersea Warfare Prototypes for At-Sea Experimentation

Figure 6. Web-Based Buoyant RF Locator for Experimentation
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new technology. Through experimentation, tech-
nology and fleet concepts are developed in parallel 
to expedite the innovation process. The engineers 
in the division participated in at-sea experimen-
tation, often during adverse weather conditions, 
to collect the data necessary for assessment. Fig-
ure  8 shows one of the ships involved in exper-
imentation during TASWEX-04. The experiment 
was conducted immediately following a typhoon.

Analysis
Analysis is critical throughout the invention, 

militarization, and diffusion phases of innovation. 
For acoustics, signal strength is one characteris-
tic that is often analyzed for new concepts. Fig-
ure 9 shows the results from a preliminary target 
strength concept for an innovative, acoustic shad-
ow project funded with internal NUWC resources. 
This concept leveraged background noise char-
acteristics to enhance the detection and localiza-
tion of underwater objects such as submarines. 
The analysis shown in Figure 9 demonstrates how 
the aspect dependencies could be assessed for tar-
get strength of a notional submarine. In addition 
to using modeling and simulation tools, the analy-
sis also included operational assessments. Experi-
ence gained and relationships developed between 
scientists and engineers and the fleet from at-sea 
experimentation contributes to successful tactical 
and operational performance assessments of new 
concepts and technologies. Working with the fleet 
to determine the operational value of new technol-
ogies is important for the adoption and acceptance 
of innovative technologies.

Collaboration
Early fleet experimentation with develop-

mental systems facilitates the adoption of innova-

Figure 8. Image of Waves Crashing on Deck of Ship Dur-
ing TASWEX-04 Immediately Following a Typhoon

Figure 9. Target Strength Modeling for Acoustic Shadow



48 Naval  Sea  Systems  Command

Sensors
Technology

tive technologies through collaboration among the 
technology developers, the end users in the fleet, 
the acquisition community, and the engineers of 
the existing systems. It facilitates communication 
and sets the stage for observation by the end user 
(fleet operators, officers, and commanders) con-
cerning the effectiveness, compatibility to tactics 
and fleet systems, reliability, and applicability to 
their operational requirements. At-sea experimen-
tation of new technologies and concepts allows the 
fleet to make the final judgment and comparison of 
the performance of existing systems. Figure 10 il-
lustrates recent examples of early fleet experimen-
tation of undersea systems. The developmental 
systems were used along with existing fleet sys-
tems and as part of a typical integrated antisub-
marine warfare (ASW) prosecution involving an 
ASW commander, a destroyer squadron, and ASW 
aircraft. The fleet was proactively involved in the 
tactical employment of the developmental system 
offering hands-on lessons learned.

Collaboration occurs throughout the innova-
tion process, not just in experimentation. Practi-
cally all of the division’s success stories involved 
collaboration with other organizations; some with-
in NUWC, some within NAVSEA, others with the 
Department of Defense (DoD) (the services), in-
dustry, and international partnerships. The Na-
val Surface Warfare Center (NSWC) Carderock, 
NSWC Dahlgren, the Air Force, and The Techni-
cal Cooperation Program (TTCP) are a few exam-
ples of the collaborations that have been integral 
to the division’s success. NUWC has collaborated 
with NSWC in several technology areas. The di-
vision leveraged RF radar expertise from NSWC 
Dahlgren, as well as tow-body design capabilities, 
test facilities, and marine architect and design ex-
pertise from NSWC Carderock. These collabora-
tive initiatives reduced cost and development time 
while ensuring a higher quality product. Foreign 
collaboration was built through TTCP and through 
partnerships among Australia, Canada, New Zea-
land, Great Britain, and the United States.

Innovation Cells
Innovation cells are another venue where col-

laboration is important. They help to facilitate 
analysis. For example, one innovation cell focused 
on issues associated with at-sea experimentation 
and utilized the research on the diffusion of inno-
vation. The results of the innovation cell shown in 
Table 1 illustrate how the 11 attributes of innova-
tion were assessed. 

A discussion on each of the 11 attributes is 
beyond the scope of this article, but note that the 

effort uncovered observability as the crucial at-
tribute to the undersea experimentation process. 
Each of the 11 attributes of the diffusion of inno-
vation was ranked on a scale from 1 to 7, where 
1 indicated a favorable rating, and 7 indicated a 
poor rating. Reliability, radicalness, observabil-
ity, and economic advantage received poor rat-
ings. Reliability and economic advantage were 
rated poor not because of the performance of the 
system, but because of a lack of communication 
of the performance of the system to the fleet. By 
changing the way we communicated the reliabil-
ity performance and economic advantage of this 
system, we were able to improve these ratings. 
The rating for radicalness could not be addressed 
because of the fundamental nature of this innova-
tive concept.

However, the rating for observability uncov-
ered a fundamental issue with new undersea sens-
ing concepts. Observability is the degree to which 
the results of an innovation are communicated as 
being visible to others. The observability attribute 
offers unique challenges for the undersea sensing 
environment simply because there is very little 
visibility under the sea. Data is collected during 
undersea experiments and often requires months 
of analysis in the laboratory to assess perfor-
mance. This is especially important because the 
participants from the experiment are often long 
dispersed by the time the analysis results are re-
ported out in detail. The innovation cell identified 
ways to improve observability during undersea 
sensing experiments. These improvements in-
cluded:

•	 Planning for Experimentation
 ◆ Empower riders with a priori knowledge of 
scenarios

 ◆ Plan to collect mission-based metrics
 ◆ Disseminate experiment plan to appropriate 
players

 ◆ Develop a communication plan before the ex-
periment

•	 Communication During Experimentation
 ◆ Leverage low-bandwidth chat
 ◆ Improve platform tracking with the ASW Tac-
tical Assessment System (ATAS)

 ◆ Integrate overhead assets; e.g., Global Hawk
 ◆ Use acoustic communications (ACOMMS) for 
in situ submarine communications

 ◆ Use the submarine as the hub for analysis
•	 Analysis After Experimentation

 ◆ Capture warrior observations via the Web
 ◆ Conduct collaborative analyses
 ◆ Disseminate results electronically to solicit 
feedback
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Figure 10. Collaboration Through Experimentation
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Adoption
The diffusion of innovation, including adop-

tion by the warrior, remains as one of the great-
est challenges in the innovation process to date. 
Figure  11 provides a notional depiction of how 
the innovation and militarization pieces of the in-
novation equation have been expedited since the 
Cold War. The advent of commercial off-the-shelf 
(COTS) equipment and programs, like the Acous-
tic Rapid COTS Insertion (ARCI) Program, has 
made great strides in shrinking the invention and 
militarization phases drastically. However, when 
radical—rather than incremental—innovations are 
needed, the diffusion phase may offer the greatest 
opportunity for improvement.

The Emergent and Transformation Systems 
Division has been recognized for its achievements 
and continues to improve upon the strategy that 
success in innovation can be achieved through ed-
ucation, invention, prototyping, at-sea experimen-
tation, analysis, collaboration, innovation cells, and 
adoption by the warrior. The division’s recogni-
tion includes the Warfare Center 2008 Innovation 
Award; the PEO-IWS 2007 Award for Innovation; 

the National Society of Professional Engineer’s Top 
10 Federal Engineer of the Year Award; the Rhode 
Island Federal Employee of the Year Award; and re-
cently, recognition in USA Today’s announcement 
for New Faces in Engineering.

By leveraging existing systems and COTS 
equipment, the invention and militarization phas-
es experience rapid turnaround. Striving to ensure 
that new concepts align within the context of ex-
isting DOTMLPF improves the diffusion phase 
and maintains the focus on requirements, opera-
tional concepts, and integration into acquisition 
planning. Improving the observability of under-
sea warfare experiments also helps to improve the 
diffusion phase of innovation, which more quickly 
arms warfighters with vastly improved capabilities.
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Figure 11. The Diffusion of Innovation Challenge
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Overview
The Dual-Band Radar (DBR) Suite is a U.S. 

Navy program. The suite consists of two radars 
integrated with a common controller and single 
interface to the combat system. The DBR radar 
acts according to combat-system-supplied doc-
trine, which effectively removes the need for an 
operator to run the radar, look at a radar display, 
and make tactical decisions. The radar not only 
provides fast reaction times, but also removes 
much of the potential for operator error in threat 
response.

The radars operate at X-band and S-band, 
and utilize active array technology, a first for the 
U.S. surface Navy. The DBR is scheduled for Ini-
tial Operational Capability (IOC) in 2014 aboard 
DDG 1000. The DBR will also be installed aboard 
USS Gerald R. Ford (CVN 78), the lead ship of the 
CVN  21 program. The DBR program started in 
1999 with a contract award for the AN/SPY-3 Mul-
tifunction Radar (X-band) to Raytheon. Raytheon 
recently installed engineering development mod-
els (EDMs) of both the X-band and the S-band ra-
dars at the DDG 1000 Wallops Island Engineering 
Test Center (WIETC). Testing on AN/SPY-3 and 
the S-band Volume Search Radar (VSR) is cur-
rently underway. This paper summarizes the effort 
of transitioning from engineering design to pro-
duction, discusses the upcoming combat-system 
integration challenges, and highlights the advan-
tages of the integrated DBR system to the Navy.

System Architecture 
and Description

The DBR suite is composed of two radars: the 
AN/SPY-3 Multifunction Radar (an X-band radar) 
and the VSR (an S-band radar) and contains a cen-
tral resource manager for both radars. The DBR is 
connected to the combat system via a single inter-
face. A block diagram of the DBR system is shown 
in Figure 1. The AN/SPY-3 primarily focuses on 
horizon search, low-altitude tracking, and mis-
sile support (illumination, uplink, and downlink), 
while the VSR is primarily responsible for volume 
search and tracking.

The design goals of DBR are to:
•	 Operate in harsh littoral environments, 

which often include potentially high-clutter 
areas, as well as land-based jamming

•	 Provide automated ship self-defense capabil-
ities against air and surface targets, including 
low-flying missiles

•	 Provide robust multimission radar
•	 Provide advanced electronic protection (EP) 

capabilities
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The AN/SPY-3 consists of three active arrays 
and the Receiver/Exciter (REX) cabinets above-
decks and the Signal and Data Processor (SDP) 
subsystem below-decks. The VSR has a similar ar-
chitecture, with the beamforming and narrowband 
down-conversion functionality occurring in two 
additional cabinets per array. A central controller 
(the resource manager) resides in the Data Pro-
cessor (DP). The DBR is the first radar system that 
uses a central controller and two active-array ra-
dars operating at different frequencies.1

The DBR gets its power from the Common Ar-
ray Power System (CAPS), which comprises Power 
Conversion Units (PCUs) and Power Distribution 
Units (PDUs). The DBR is cooled via a closed-loop 
cooling system called the Common Array Cooling 
System (CACS). The power and cooling systems 
are not shown in Figure 1.

The X-band has, in general, favorable low-al-
titude propagation characteristics, which readily 
support the horizon search functionality of the AN/
SPY-3. A large operating bandwidth is required to 
mitigate large propagation variations due to me-
teorological conditions (i.e., evaporative ducting). 
The X-band arrays are smaller and lighter than the 
S-band arrays. This allows the X-band radar to be 
positioned higher, which results in improved per-
formance in low-flyer detection and tracking.2 The 
VSR provides a high-power-aperture product (the 

power-aperture product is a figure of merit of ra-
dar systems, the product of the total average ra-
dar transmitted power and the antenna area), and 
sufficiently small beam widths to support accurate 
target tracking. The VSR’s primary role is to per-
form the volume search function.

The AN/SPY-3 and the VSR are both advanced, 
solid-state, active phased-array radars. Solid-state 
arrays offer several advantages:

•	 Lower transmit and receive losses relative to 
passive arrays

•	 Higher operational availability
•	 Graceful transmit degradation versus a sin-

gle transmitter system2

The REX consists of a digital and an ana-
log portion. The digital portion of the REX pro-
vides system-level timing and control. The analog 
portion contains the exciter and the receiver. The 
exciter is a low-amplitude and phase noise sys-
tem that uses direct frequency synthesis. The ra-
dar’s noise characteristics support the high clutter 
cancellation requirements required in the broad 
range of maritime operating environments that 
DBR will likely encounter. The direct frequen-
cy synthesis allows a wide range of pulse repeti-
tion frequencies, pulse widths, and modulation 
schemes to be created. The receiver has high dy-
namic range to support high clutter levels caused 
by close returns from range-ambiguous Doppler 

Figure 1. DBR Block Diagram



55NAVSEA Warfare Centers Volume 7, Issue No. 2

Dual-Band Radar Development: From 
Engineering Design to Production

waveforms. The receiver has both narrowband and 
wideband channels, as well as multichannel capa-
bilities to support monopulse processing and sid-
elobe blanking. The receiver generates digital data 
and sends the data to the signal processors.

The DBR uses IBM commercial off-the-shelf 
(COTS) supercomputers to provide control and 
signal processing. DBR is the first radar system to 
use COTS systems to perform the signal process-
ing. Using COTS systems reduces development 
costs and increases system reliability and maintain-
ability. Referencing Figure 1, the high-performance 
COTS servers perform signal analysis using radar 
and digital signal-processing techniques, includ-
ing channel equalization, clutter filtering, Doppler 
processing, impulse editing, and implementation 
of a variety of advanced electronic protect algo-
rithms. The IBM supercomputers are installed in 
cabinets that provide shock and vibration isolation. 
The DP contains the resource manager, the track-
er, and the command and control processor, which 
processes commands from the combat system.

The DBR utilizes a multitier, dual-band track-
er, which consists of a local X-band tracker, a local 
S-band tracker, and a central tracker. The central 

tracker merges the local tracker data together and 
directs the individual-band trackers’ updates. The 
X-band tracker is optimized for low latency to sup-
port its mission of providing defense against fast, 
low-flying missiles, while the VSR tracker is op-
timized for throughput due to the large-volume 
search area coverage requirements.

The combat system develops doctrine based 
on the current tactical situation and sends the doc-
trine to the DBR. The combat system also has con-
trol of which modes the radar will perform. Unlike 
previous-generation radars, the DBR does not re-
quire an operator and has no manned display 
consoles. The system uses information about the 
current environment and doctrine from the com-
bat system to make automated decisions, not only 
reducing reaction times, but also reducing the risks 
associated with human error. The only human in-
teraction is for maintenance and repair activities.

The DBR supports the modes of operation as 
shown in Figure 2. The primary modes for AN/
SPY-3 are horizon search/track while scan, surface 
search/navigation, periscope detection and dis-
crimination, and environmental mapping. During 
engagements, AN/SPY-3 also performs precision 

Figure 2. DBR Operating Modes
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tracking, ownship missile tracking, missile com-
munications, and target illumination. The pri-
mary mode of operation for VSR is continuous 
volume search, precision tracking, and environ-
mental mapping. Several modes can be performed 
by either band as directed by the resource manager, 
such as limited volume search, precision tracking, 
or cued acquisition. This allows the radar flexibility 
if one of the bands is taxed due to other modes be-
ing performed, such as when the AN/SPY-3 is per-
forming illuminations.

Previously, the Navy utilized separate radar sys-
tems for air traffic control (ATC), target illumina-
tion, target tracking, surface search and navigation, 
missile tracking, and environmental mapping. The 
DBR suite integrates these functions into one sys-
tem, providing a robust and effective solution for 
the Navy. An integrated system has several advan-
tages over a collection of separate systems—lower 
cost, lower weight, lower ship space required, and 
most importantly, less manning is required.

Engineering Development Model 
(EDM) Integration & Test

The DBR integration and test effort has been 
separated into two parallel efforts. The first effort 
focuses solely on AN/SPY-3, whose development 
started much earlier than VSR. The second effort 
focuses solely on integrating VSR. Both systems 
continue to be integrated and tested separately at 
Wallops Island until late 2009, when both systems 
will be integrated to form the DBR.

AN/SPY-3 Integration and Test
This section discusses the integration and test-

ing at Wallops Island on the Self-Defense Test Ship 
(SDTS), and at the Surface Warfare Engineering 
Facility (SWEF).

Wallops Island Land-Based 
Testing

The AN/SPY-3 Development 
Contract, awarded to Raytheon in 
1999, produced an EDM that was 
installed at Wallops Island, Vir-
ginia, in 2003. This installation is 
shown in Figure 3. At this loca-
tion, the AN/SPY-3 EDM System 
was integrated, and full-power ra-
diation was achieved for the first 
time. Previous subsystem inte-
gration activities were limited to 
single-element radiation inside 
a near-field range. As the system 
matured, the effort transitioned 

from a hardware verification activity to a system 
functionality test program, which specifically fo-
cused on the Air Search and Track functionality. 
The test program adopted an incremental strate-
gy that began with tracking low-cost targets (e.g., 
Learjets) and culminated with testing against tar-
get drones.

Self-Defense Test Ship (SDTS) Testing
After completing the land-based testing in 

2005, the AN/SPY-3 system was shipped to Port 
Hueneme, California, to be installed upon the 
SDTS, the decommissioned USS Paul F. Foster 
(DD  964). Figure 4 shows the SDTS and identi-
fies the location of the AN/SPY-3 radar on the ship. 
The test objectives remained similar, but these tests 
were conducted in an operational environment 
with ship-motion and land-clutter backgrounds. 
The AN/SPY-3 completed its testing program in 
2006 but remained on the SDTS until 2008 to ob-
serve Ship Self-Defense System (SSDS) testing. The 
testing, completed while installed on the SDTS, 
was essential to production decisions and gave in-
sight into the operational environment.

VSR Integration & Test
The VSR development produced an EDM that 

was installed in the SWEF located at Port Hueneme, 
California, in 2007. This installation is shown in 
Figure 5. This test period focused on hardware 
characterization, including measurements of 
Effective Isotropically Radiated Power (EIRP) 
and system stability. (EIRP is a figure of merit 
for antenna systems and is a way to compare the 
radiated power of antennas.) In 2008, the system 
was shipped to Wallops Island, Virginia, to be 
installed in the WIETC, shown in Figure 6.

Figure 3. AN/SPY-3 Wallops Island Installation
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Figure 4. AN/SPY-3 Self-Defense Test Ship Installation

Figure 5. VSR Surface Warfare Engineering Facility Installation

AN/SPY-3
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Platform Integration
The DBR is being integrated into both the Zum-

walt-class destroyer and the Ford-class aircraft car-
rier. Each platform introduces its own set of design 
considerations, which range from prime power type 
to sensor priority differences. The examples listed 
in this section are not intended to be complete; they 
represent only a sampling of the platform design 
considerations for both Zumwalt and Ford.

DDG 1000 Zumwalt-Class Destroyer
The physical arrangement of the sensors in the 

Zumwalt deckhouse is illustrated in Figure 7. To 
accommodate integration into the Zumwalt class, 
the DBR design has been uniquely influenced in 
the areas of prime power type, array structure, 
and VSR radome design. With the introduction of 
the Integrated Power System (IPS) for Zumwalt, 
the 440-VAC EDM design was changed to accom-
modate the ship-power-supplied 4160 VAC. The 
CAPS design is being updated to accommodate 
the voltage change.

CVN 78 Gerald R. Ford-Class Aircraft Carrier
The physical arrangements of the sensors in 

the Ford-class island are illustrated in Figure 8. To 

accommodate integration into Ford class, the DBR 
design has been uniquely influenced in the areas 
of prime power type and sensor priorities. Similar 
to the design changes in Zumwalt, Ford class will 
supply CAPS with 13.8 kVAC. Design updates to 
CAPS are in process to accommodate this change.

In addition to being the primary antiair war-
fare (AAW) sensor for the Ford class, DBR is also 
the primary ATC sensor. To accommodate this 
added functionality, DBR has added a short-range 
search fence to the baseline functionality set that 
runs concurrently with other functionalities, such 
as long-range volume search and track, horizon 
search and track, etc. To date, the combat system 
and ATC mission areas have had dedicated sen-
sors on aircraft carrier platforms. The concept of 
sharing the DBR across mission areas is a new 
concept and requires careful consideration of how 
the system is integrated.

Future Challenges
In order to successfully deliver the DBR to 

the fleet, a number of activities will be accom-
plished over the next several years, including the 
completion of the radar integration and test pro-
gram. Results from testing to date—along with 

Figure 6. Dual-Band Radar Wallops Island Engineering Test Center Installation
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Figure 7. DDG 1000 USS Zumwalt DBR Installation Drawing—AN/SPY-3 is shown in red, and VSR is shown in blue.
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Figure 8. CVN 78 DBR Installation Drawing—AN/SPY-3 is shown in red, and VSR is shown in blue.
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cost reduction, risk mitigation, and production 
activities—have been incorporated into the pro-
duction designs. The DBR has entered the begin-
ning stages of production, and the challenges of 
producing units in sufficient quantity will contin-
ue as this transition from prototype to produc-
tion occurs. Combat-system integration activity 
for both Zumwalt and Ford class is a significant 
future activity. The combat-system integration 
activity will not be limited to connectivity of the 
system but to also collaboratively work with the 
combat system(s) to ensure that the advanced ca-
pability introduced by DBR is fully integrated 
into the combat system.

Conclusions
The DBR is a highly integrated system, provid-

ing the Navy with a powerful volume and surface-
search radar system. The DBR is the first radar to 
use COTS supercomputers to perform signal-pro-
cessing functions, providing a cost-effective, ro-
bust solution. The DBR is also the first dual-band, 
active-array radar suite with a central control-
ler, providing advanced capabilities and flexibili-
ty to the Navy. The DBR acts automatically using 
combat-system-supplied doctrine, and DBR does 
not need a dedicated operator. This system reduc-
es system-level reaction times and removes much 
of the potential for operator error in threat re-
sponse, compared to previously fielded Navy ra-
dar systems. This results in reduced operating costs 
and fewer chances for human error. The DBR is de-
signed with graceful degradation wherever possi-
ble, providing both reduced operating costs and 
a robust system for the Navy. The MFR and VSR 
radars are currently being tested, and integration 
with the combat systems is planned in the future.
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International Treaty Verification: 
Cobra Judy Replacement Program
By Penny Moran and Chris Reasonover 

Figure 1. Cobra Judy Aboard USNS Observation Island

Cobra Judy Phased Array Radar

The Cobra Judy radar system provides long-dwell, foreign ballistic-missile data col-
lection in support of international treaty verification. Cobra Judy, aboard U.S. naval ship 
(USNS) Observation Island (shown in Figure 1), has been in service for many years, with 
the ship now over 56 years old. Consequently, both the system and the ship are in need 
of replacement.
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The Cobra Judy Replacement (CJR) Program 
in cludes the design, development, and acquisition 
of a functional replacement ship and mission 
equip ment (ME) suite for the current Cobra Judy 
and USNS Observation Island. The CJR’s treaty 
verification mission will remain the same as the 
system it replaces, and it will continue to pro vide 
worldwide, high-quality, high-resolution, mul-
tiwavelength radar data. The systems aboard the 
replacement ship will include high-power, in stru-
men tation-class, X-band and S-band phased-array 
ra dars and the necessary ancillary equipment to 
sup port the mission. A close-up of Cobra Judy 
S-band phased array and X-band dish antenna is 
shown in Figure 2. The X-band radar and its an ten-
na dimensions are shown in Figure 3, with the ar-
ray halves being test-fit for the X-band array shown 
in Figure 4.

Both the X-band and S-band radars will employ 
a variety of waveforms and bandwidths to provide 
operational flexibility and high-quality data collec-
tion. The X-band radar will provide very high-res-
olution data on particular objects of interest, while 
the S-band radar will serve as the primary search-
and-acquisition sensor and will be capable of track-
ing and collecting data on a large number of objects 
in a multitarget complex. The S-band antenna di-
mensions are shown in Figure 5, with an overall size 
very similar to the X-band antenna.

A common back end (CBE) will handle all 
controls and signal processing for both X- and S-
band arrays. The CBE includes:

•	 Displays
•	 Processing Software and Equipment
•	 Communication Suite
•	 Weather Equipment

Figure 2. Close-Up of Cobra Judy S-Band Phased Array and X-Band Dish Antenna
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Figure 3. X-Band Antenna

Figure 4. Test-Fit for Upper and Lower Halves of the X-Band Array
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Centralizing the software and processing 
equipment maximizes code reuse between the 
two radars and reduces overall cost for the system. 
Many of the CBE components are designed to be 
common, modular, and open between the two ra-
dars. The CBE will also be equipped with various 
simulation and test modes to support maintenance 
and training. The CBE is depicted in Figure 6.

Raytheon Integrated Defense Systems (Ray-
theon IDS) is developing the X-band radar and 
CBE ME, with Northrop Grumman Electronic 
Systems (as a directed subcontractor) developing 
the S-band antenna, pedestal, and antenna ser-
vo control system. The CJR ME suite will be in-
stalled on a T-AGM 25 platform specially outfitted 
for the mission, as shown in the artist’s concept in 
Figure 7. The ship is being constructed by VT Hal-
ter Marine in Pascagoula, Mississippi. When ship 
construction is complete, it will move to Ingleside, 
Texas, for installation of ME, including the heavy-
lift operations of installing the pedestals and ar-
rays. Like the current USNS Observation Island, 
the new ship—recently named USNS Howard O. 
Lorenzen—will be a white-hull, noncombatant. 
CJR’s initial operational capability (IOC) is set for 
31 December 2012.

Engineers at the Naval Surface Warfare Cen-
ter (NSWC) Dahlgren helped to lead design efforts 
and continue to support development and testing 
by leveraging core technical capabilities in:

•	 Requirements Development and Validation
•	 Systems Engineering
•	 Software Development
•	 Safety and Environmental
•	 Electromagnetic Interference / Electromag-

netic Compatibility (EMI/EMC)
•	 Human-Systems Integration (HSI)
Requirements development included man-

aging a diverse technical team made up of both 
government and contracted engineering-support 
personnel, while requirements validation was re-
alized through in-house modeling and simulation 
(M&S). These and other efforts included both di-
rect program office leadership roles and specialized 
engineering support at the working level.

Recognized for its rigorous radar systems en-
gineer ing, NSWC Dahlgren was appointed as the 
lead or deputy in several of the program offi ce’s 
integrated product teams (IPT) from the pro gram’s 
start. As the X-band IPT lead, NSWC Dahlgren was 
responsible for developing key requirements, mon -
itoring functional requirement allocations, and 
maintaining oversight through design and man-
ufacturing. NSWC Dahlgren also supported the 
S-band IPT as deputy lead and developed many of 
its key requirements. Both IPTs leveraged NSWC 
Dahlgren’s expertise in radio frequency (RF) 
propagation to develop operational performance 
requirements for both radars under a range of 
environmental conditions.

Figure 5. S-Band Antenna
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Figure 7. Artist's Concept for USNS Howard O. Lorenzen

As the CBE IPT lead, NSWC Dahlgren 
led and continues to oversee development 
of the software that will integrate the X- 
and S-band radars. Early in the program, 
NSWC Dahlgren engineers maintained a 
constant presence at Raytheon IDS to par-
ticipate in the software development pro-
cess and to collect metrics for the program 
office. This allowed for early detection, re-
porting, and resolution of software devel-
opment issues. NSWC Dahlgren also led 
the CJR Operations IPT. This role required 
frequent site visits to all subcontractors to 
witness manufacturing and developmen-
tal testing of the ME, which included con-
struction and factory acceptance testing of 
the antenna pedestal, antenna backstruc-
ture, X-band array plates, cooling equip-
ment, and power equipment.

NSWC Dahlgren further served as the 
deputy lead in the Integration and Test 
IPTs and continues to serve as deputy lead 
for integration. As the Test IPT deputy, 
NSWC Dahlgren reviewed test plans and 
procedures, witnessed factory acceptance 
and specification sell-off testing, and in-
terfaced with both the Navy and Air Force 
operational test agencies to write the Test 

Figure 6. Common Back End (CBE)
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and Evaluation Master Plan (TEMP), further co-
ordinating approval through the Navy, Air Force, 
and Office of the Secretary of Defense (OSD). The 
Test IPT deputy also chaired the M&S accredita-
tion board, which imposed a rigorous verification, 
validation, and accreditation (VV&A) process to 
prime contractor-proposed models to be used for 
final requirements sell-off. As the Integration IPT 
deputy, NSWC Dahlgren served as the government 
liaison between the program office and Raythe-
on IDS to coordinate witnessing of developmen-
tal tests in support of requirement sell-off and to 
maintain sell-off evidence for government accep-
tance. NSWC Dahlgren engineers also developed 
the sign-off process for the program office.

NSWC Dahlgren additionally served the CJR 
program office in a number of unique and impor-
tant areas outside of the IPT lead and deputy roles. 
Early in the program, NSWC Dahlgren served as a 
liaison between ME and ship requirements develop-
ment, subsequently participating in the ship source 
selection process as the program office’s represen-
tative and ME expert. NSWC Dahlgren was also a 
major contributor to the milestone B/C documents, 
such as the acquisition plan, acquisition strategy, in-
tegrated logistics support plan, systems engineering 
plan, and the TEMP. In addition, NSWC Dahlgren 
engineers drafted the initial security class guide for 
the program office and participated in the final con-
tract negotiation with Raytheon IDS. 

Other engineering support included the CJR 
Principal For Safety (PFS), environmental com-
pliance analysis, EMI/EMC studies, and HSI re-
views. As PFS, NSWC Dahlgren served as the CJR 
Program liaison to the Weapon System Explosives 
Safety Review Board (WSESRB). Once the PFS role 
was completed, NSWC Dahlgren continued as the 

lead for safety on the program. NSWC Dahlgren 
also performed analyses to confirm CJR’s com-
pliance with international pollution control stan-
dards. One goal of these analyses was to verify the 
ME’s ability to endure the corrosive environment 
produced by a maritime environment and ship 
stack gases. NSWC Dahlgren was also responsible 
for all EMI/EMC topside studies. The EMI/EMC 
study included analysis to minimize co-site inter-
ference between the two radars and the between 
the radars and communications suite, as well as 
the ship’s navigation and safety systems. This 
analysis included investigation and mitigation of 
potential issues with off-board RF emitters. Fur-
thermore, NSWC Dahlgren was, and continues to 
be, the lead for dealing with domestic and inter-
national frequency spectrum management among 
CJR, the operational Navy, and all other potential 
sources of interference.

One of NSWC Dahlgren’s more critical en-
gineering support roles is to serve as the gov-
ernment clearinghouse for all CJR contract 
deliverables and working documents by hosting 
both unclassified and classified websites. These 
websites enable document and data sharing day 
and night across multiple sites, thereby facilitat-
ing the timely turnaround of documents, com-
ments, and analysis products. These websites 
additionally provide a common, controlled docu-
ment repository for all CJR data supporting gov-
ernment and industry.

In replacing the aging Cobra Judy and 
USNS Observation Island, the Navy, NSWC Dahl-
gren, and the Air Force are ensuring that CJR will 
succeed in performing the critical mission of in-
ternational treaty verification over the coming 
decades. 
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The Program Executive Office Integrated War-
fare System above Water Sensor Directorate (PEO 
IWS 2.0) initiated the Common Digital Sensor Ar-
chitecture (CDSA) project to address long-term 
reliability, maintainability, and availability (RMA) 
issues associated with deployed above-water sen-
sors caused by systemic obsolescence. The Naval 
Surface Warfare Center (NSWC) Crane Division 
was tasked by PEO IWS 2.0 to lead the CDSA proj-
ect to assist with the alignment of sensor support 
solutions and the development of the support in-
frastructure to achieve and sustain operational 
effectiveness of sensor systems. Through the suc-
cessful implementation of the CDSA effort, PEO 
IWS 2.0 is providing a means to eliminate sensor-
unique reengineering efforts; provide stability for 
out-year funding requirements; and consolidate 
contracts, engineering, and support efforts.

The CDSA project is divided into three prima-
ry efforts: CDSA Core, Shore-Based Product Data 
Management (PDM), and a CDSA Sensor Inte-
gration Kit. The CDSA functional block diagram, 

contained in Figure 1, illustrates the interaction of 
CDSA functional elements.

The CDSA Core comprises common shipboard 
elements consisting of human-machine interface 
(HMI), maintenance and support functions, an in-
tegrated data environment (IDE), a sensor tacti-
cal host function, and standardized interfaces. The 
CDSA Core provides a common sensor look, touch, 
and feel, while eliminating processes that drive 
knowledge and skill requirements. Additionally, the 
CDSA Core automates the maintenance and supply 
support process; integrates technical and support 
data to eliminate advanced training requirements; 
captures accurate RMA sensor data; and provides a 
common development platform, enabling a reduc-
tion to manpower, personnel, and training costs. A 
common architecture and accurate RMA data en-
able the Navy support community to effectively im-
plement and manage a support strategy to achieve 
and sustain operational effectiveness objectives.

The Shore-Based PDM provides the capability 
to collect, process, and manage all relevant system 

Figure 1. Common Digital Sensor Architecture Functional Block Diagram
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data required to implement an effective sustain-
ment strategy across all designated Above-Water 
Sensors’ life cycles. The PDM also provides the ca-
pability to synchronize and extract data from ship 
to shore through utilization of existing Navy Dis-
tance Support architecture.

The Sensor Integration Kit includes the hard-
ware and software components required to inte-
grate the CDSA Core into the sensor system. The 
integration of CDSA transitions sensor applica-
tions’ execution to general-purpose processors, 
and introduces and expands full system built-in-
test and built-in-measurement designs to achieve 
sensor supportability requirements.

The CDSA design effort establishes a com-
mon modular architecture using Navy Open Ar-
chitecture guidelines, standardized interfaces, and 
common hardware. The alignment of technical 
architectures across sensor systems enables syn-
chronization of efforts across sensor systems. The 
development of portable sensor applications re-
duces the risk of technology refresh and technol-
ogy insertion in the out years. In addition, the 
CDSA design effort reduces system maintenance 
requirements, required shipboard technical skills, 
and workload requirements. Maintenance require-
ments are reduced by expanding the sensor self-
monitoring capability by embedding all required 
technical information into the system and by pro-
viding a design solution that eliminates the re-
quirements for pipeline training, technical training 
equipment, and technical manuals. The ultimate 
goal is to design the CDSA such that an appren-
tice-level technician can maintain the system. This 
would enable the same technician to maintain mul-
tiple sensor systems.

Another objective of the CDSA project is to es-
tablish a common set of support measures of ef-
fectiveness (operational availability, ownership 
cost) and then manage logistics support to these 
measures in an IDE, which is critical to provid-
ing a common life-cycle support strategy. Visibility 
into sensor systems to accurately report and assess 
RMA of the system is critical in meeting fleet re-
quirements and in addressing and sustaining fleet 
needs. Standardization and the accessibility of ac-
curate data is the key enabler. Not only does stan-
dardization and accessibility of sensor data allow 
for a network of integrated sensors, it also provides 
visibility to assess the effectiveness of the support 
solution.

In summary, to PEO IWS 2.0, CDSA provides 
a common core capability supporting improved 
operability and maintainability, as well as provid-
ing accurate RMA data to monitor sensor support 

solutions. This approach provides continuous vis-
ibility into the system to identify where program 
resources should be invested. For the fleet, CDSA 
provides an integrated support solution that sus-
tains operational availability within affordable cost. 
For the technical community, CDSA provides a 
modular software-centric and net-centric system 
to act as a transition platform for technology. For 
the supply support community, CDSA provides 
RMA data to perform supply chain management 
to ensure that support strategy sustains system op-
erational availability at cost.



72 Naval  Sea  Systems  Command

Sensors
Development

International Programs
By Michael Madatic

Entering the 21st century, the U.S. has come to deal with the reorganization of Rus-
sia and the growth of China, as well as smaller rogue states. As part of an active foreign 
policy, the Navy has pursued international cooperative efforts to meet shared maritime 
interests. The Naval Surface Warfare Center (NSWC) Dahlgren has been committed to 
advancing radar projects both within the Department of Defense (DoD) and alongside 
allied nations over the last several years. And like the U.S. Navy, navies of the U.K. and 
Australia are fielding advanced active phased array radars.

U.K./U.S. Advanced Radar Technology Integrated System 
Test Bed (ARTIST)

The U.S. and U.K. are cooperatively conducting research and development of ad-
vanced maritime active phased array radars to support future maritime radars or up-
grades to existing systems. Specifically, the U.S. and U.K. are developing and testing two 
advanced phased array radar demonstrators under the ARTIST program. Technologies 
to be applied include adaptive active digital array, signal-processing, digital beamform-
ing, high-range resolution integration techniques, and radar controls. Testing will begin 
in the spring of 2010 at Wallops Island, Virginia.

The U.K. has invested heavily in the development of digital array architecture (i.e., 
analog-to-digital conversion), as well as digital beamforming techniques through criti-
cal experiments and algorithm development over the past 20 years. These technologies 
included the construction of an active S-band radar demonstrator and corresponding 
radar controls, including the advanced signal-processing and beamforming techniques. 
These developments were initially conducted by the U.K. under the Multifunctional 
Electronically Scanned Adaptive Radar (MESAR) I and II programs. By establishing a 
cooperative program with the U.K., an existing and proven technology can be expanded 
upon by the U.S. Navy for the development of next-generation radars.

U.S./U.K. ARTIST cooperation provides risk reduction and facilitates the potential 
use by the U.S. of advanced digital phased array developments for air and missile de-
fense radars. The ARTIST program also provides risk reduction to the U.K. development 
of the SAMPSON radar. The technologies being developed under the ARTIST program, 
when combined, will provide a vast improvement to today’s sea-based radar systems. A 
depiction of the SAMPSON Radar is shown in Figure 1.

Benefits from these bilateral cooperative efforts are many and include:
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•	 The incorporation of the U.K.’s technological 
resources (industry/laboratories) and cost 
sharing of technology maturation are com-
mon to both nations.

•	 Advanced U.K. digital radar technology per-
mits optimization of U.S.-developed high-
powered phased array radar.

•	 The U.K. contribution will provide enhanced 
and specialized digital adaptive beamform-
ing, thereby reducing the U.S. investment re-
quired to fulfill U.S. Navy requirements.

•	 The output of this cooperative research and 
development effort represents a quantum in-
crease in adaptive nulling, clutter rejection, 
and sidelobe cancellation capability over 
current U.S. analog-based radars.

•	 The program’s resulting critical technologies 
can be matured in the near term and intro-
duced into new radar designs or as an up-
grade backfit to existing radars.

•	 Cooperation accelerates development sched-
ules while providing significant cost avoid-
ance through cross-capture of complementary 
and previously completed nonrecurring engi-
neering.

British Aerospace Systems, Qinetiq, and Roke 
Manor Research are developing the U.K. version of 
the ARTIST test bed. Lockheed Martin is develop-
ing the U.S. version of the ARTIST test bed (see 
Figure  2). Roke Manor (U.K.) is also a key part-
ner contributing to the development of a distribut-
ed receiver (see Figure 3), while BAE is providing 
the narrow-band, medium-band exciter to the U.S. 
ARTIST.

Australia/U.S. Phased Array 
Radar (AU.S.PAR)

In the late 1990s, the Royal Australian Navy 
(RAN) invested in the development of a sol-
id-state radar system for potential application as 

a midlife upgrade to the Australian Navy’s AN-
ZAC-class ships. This Australian radar develop-
ment and demonstration effort, termed CEAFAR, 
was of interest to the U.S. since the resulting radar 
was one of the first fully functioning S-band sol-
id-state radars in the world. The specific radar that 
the Australians developed was an engineering de-
velopment model (EDM) containing two faces of a 
planned six-face system and low-power transmit/
receive (T/R) modules. The Australian EDM sys-
tem was installed on a RAN ship and completed a 
very successful at-sea test program. Since the com-
pletion of the at-sea test demonstration, the RAN 

Figure 1. Sampson Radar

Figure 2. Lockheed Martin ARTIST Test Bed
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approved the midlife upgrade to the ANZAC Class 
that included procurement of 10 CEAFAR systems 
from CEA Technologies, Pty, Ltd. A photo of CEA-
FAR is shown in Figure 4.

In March 2002, under the direction of John 
J. Young, Jr., then Assistant Secretary of the Navy 
for Research, Development, and Acquisition, PEO 
IWS 2.0 (Above-Water Sensors) sent a team of en-
gineers and scientists to Australia to investigate 
the CEAFAR technology and consider the poten-
tial application to future U.S. radar developments. 
The U.S. team verified that the technology was in-
novative and realized that the Australian methods 
for development and manufacturing were very dif-
ferent than those employed by U.S. industries. The 
U.S. Navy quickly concluded that the U.S. could 
gain from cooperation with the Australian CEA-
FAR solid-state radar technology development.

Maritime solid-state radars are generally man-
ufactured on a single faceplate. The single faceplate 
provides a very rigid structure to hold the radiating 
elements, with structure flatness requirements as 
small as 10 mils across the entire aperture. Each face 
of a solid-state radar typically has an off-array pow-
er system, receiving system, and a signal-processing 
system, all controlled with a digital computer.

In the case of CEAFAR, a process to segment 
the aperture was developed, allowing a radar to be 
built from small building blocks (about 12 inches 
by 12 inches) to the full size required. Each build-
ing block is called a tile. The tile includes the re-
ceive system and the signal-processing system. The 
unique Australian tile concept significantly simpli-
fies the manufacturing process of the antenna.

The U.S. and Australian governments ratified 
the Australia–U.S. Phased Array Radar (AU.S.PAR) 
Project Arrangement (PA) in April 2005 to devel-
op a medium-power and a high-power version of 
the tile concept. The high-power version was sub-
sequently cancelled in 2007 due to poor power 
amplifier performance. The U.S. interests in the co-
operative project are focused in five key technolo-
gy areas for the medium-power project:

1. Segmented Aperture—Understand the pro-
cess involved in building a large array from 
small building blocks

2. Calibration Methodology—Examine the 
process used to calibrate a segmented ap-
erture.

3. Pulse-Modulated Power Supply—Develop 
an efficient and inexpensive power supply 
to be used in the tile concept

Figure 3. Roke Manor Receiver
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4. Field-Programmable Gate Arrays (FPGA)-
Based High Throughput Signal Process-
ing—Develop a field-programmable gate 
array base signal-processing system embed-
ded in the tile.

5. Vector Modulator Beam Steering—Devel-
op a beam-steering capability based on vec-
tor modulators that allow steering during 
transmitted pulses.

The medium-power version of the tile concept 
commenced test in June 2006. 

The Australian company, CEA Technologies, 
Pty, Ltd, is responsible for the development of all as-
pects of the AU.S.PAR project. Each of the key tech-
nology efforts identified above is jointly developed 
via cost sharing and is thus usable by both coun-
tries. There is no U.S. industry directly involved in 
the AU.S.PAR project; however, Northrop Grum-
man has invested heavily in CEA Technologies.

International Program 
Transition

A key concern of international programs is the 
ability to transition individual developments into 
radar programs within each country. If a cooper-
ative program produces a new design, develops a 
new algorithm, or improves the state of knowledge 
in a particular technology, it is important that these 
developments migrate to appropriate radar pro-
grams. For research-based projects that are risk-re-
duction efforts, it may well be concluded that the 

technology is not the right technology to be insert-
ed into a subsequent development effort. This is 
also valid output from such projects.

For the ARTIST program, the transition path 
has already had some success in both the U.S. and 
the U.K. The U.K. continues with the required de-
velopment for the SAMPSON radar. To a large 
degree, the digital technologies of the ARTIST pro-
gram are already integrated with the SAMPSON 
radar. Within the U.S., the transition is much more 
subtle. Lockheed Martin is developing the midlife 
upgrade of the SPY-1 system and, as part of this 
design upgrade, the receiver components can be 
traced to the ARTIST program. 

The AU.S.PAR program also has celebrated 
some success. The tile design and manufacturing 
process, as well as the associated calibration tech-
niques, are a product of the CEAFAR program. 
The CEAFAR radar system is destined to be im-
plemented in the midlife upgrade of the ANZAC 
destroyers. The U.S. has not yet transitioned the 
technology gains to date; however, each technolo-
gy is undergoing evaluation for future new radar 
developments.

Clearly, warfighters representing allied coun-
tries benefit tremendously by participating in co-
operative research and development programs. 
These navies benefit not only by having more pow-
erful and more capable radar systems, but inter-
national compatibility and interoperability among 
these systems improves considerably as well.

Figure 4. CEA-FAR Onboard HMAS Arunta
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Rapid Prototyping of Radar Signal Processing
By David Leas

Military sensors employ signal processors to take raw information gathered by the 
sensors to produce data that can be used by warfighters to gain battlespace awareness. 
Signal-processing algorithms are typically mathematically intensive, and thus, are the 
most computationally challenging algorithms seen in military systems. Additionally, the 
quality of battlespace awareness achieved is often directly related to the complexity built 
into the signal processor.

Traditionally, the most demanding sensor signal-processing applications have been 
hosted in hardware-based processing systems. These hardware-based solutions were 
often constructed using application-specific integrated circuits (ASICs) that required 
a very high initial investment cost for nonrecurring engineering. This resulted in de-
signs that were prone to obsolescence due to the limited availability of the compo-
nents over the long life spans of the military system. Recently, the Navy has begun to 
use digital devices known as field-programmable gate arrays (FPGAs) in radar and 
electronic warfare sensor signal-processing applications previously solvable only with 
ASIC-based solutions. Unlike ASICs, FPGAs allow the creation of digital logic that is 
reprogrammable. Hardware using these devices thereby has flexibility similar to soft-
ware, which allows the developer to test and upgrade algorithms without the expense 
and risk associated with fabricating a custom chip each time a change needs to be 
made. The downside of this flexibility, however, is that in addition to the design chal-
lenges inherent in creating hardware, FPGA development adds many of the difficulties 
found in software development.

Typically, FPGA designs have been developed using a hardware description lan-
guage (HDL) such as VHDL (Very High-Speed Integrated Circuit (VHSIC) Hardware 
Description Language). This code needs to be validated for functionality and syntax in 
a way very similar to conventional software. However, unlike software, in order to val-
idate the design, a tool called an HDL simulator needs to be employed. An HDL simu-
lator uses a special piece of HDL code called a test bench to stimulate the system under 
test, which allows the simulated system outputs to be validated. After functional valida-
tion, the code created with this process is then synthesized to a form suitable for imple-
mentation of the design as digital logic in the FPGA.
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As an alternative to conventional VHDL design 
for FPGAs, the vendor Xilinx has created the Sys-
tem Generator for Digital Signal Processing (DSP) 
development tool that allows for creation of FPGA 
designs in the Mathwork’s Simulink environment. 
Simulink is a tool that allows for the graphical cre-
ation of algorithms using block diagrams known 
as blocksets and for the subsequent simulation of 
the designs to ensure proper functionality. Anoth-
er important feature of Simulink is its link with 
Mathwork’s MATLAB environment. MATLAB is 
the most widely used tool to model military and 
commercial signal-processing algorithms and has 
become the de facto standard for DSP design. The 
integration of MATLAB with Simulink allows the 
developer to use code and tools created in MAT-
LAB to stimulate and analyze algorithms devel-
oped in Simulink.

The System Generator tool creates functional 
VHDL code from the Simulink environment using 
a special blockset developed by Xilinx. Being inte-
grated into Simulink, it allows the developer to test 
and examine designs through the integration with 
MATLAB. The developer is able to inject test vec-
tors into the system from the MATLAB workspace 
and export system outputs to the MATLAB work-
space. This ability facilitates a much faster design 

cycle by moving much of the testing that is normal-
ly done with VHDL test benches and simulators to 
validate functionality of VHDL code to testing in 
the Simulink/MATLAB environment. By way of il-
lustration, Figure 1 shows a small System Genera-
tor design of a component known as a digital down 
converter that is used in many radar and electronic 
warfare signal-processing systems.

The System Generator design flow takes advan-
tage of the tight integration of Simulink and MAT-
LAB to realize time savings in the development and 
validation of FPGA algorithms. A baseline soft-
ware simulation in MATLAB of the desired sys-
tem functionality is created that is used to compare 
with the output of the System Generator model. As 
each subsystem is completed in Simulink using the 
System Generator blockset, it can immediately be 
verified against the MATLAB simulation of the sys-
tem by replacing the portion of the simulation code 
representing the subsystem with the Simulink sub-
system itself. The close integration of the System 
Generator and MATLAB allows for this rapid val-
idation. Upon the completion and validation of all 
the subsystems, the full system can be integrated 
and validated against the original simulation.

After the system is finished and verified in 
Simulink, it is then converted into VHDL using 

Figure 1. System Generator Design of a Digital Down Converter
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the System Generator tool. The VHDL created is 
chip-specific to the part specified in the System 
Generator tool. This means that the code generated 
will work only on the specific Xilinx chip; howev-
er, it is highly optimized for that chip. The target-
ed chip can be changed and the code regenerated at 
any time, which helps to avoid obsolescence issues. 
Once the VHDL code is generated, some minor 
work is frequently required to integrate the Sys-
tem Generator portions of the design with the rest 
of the system. The System Generator design flow is 
shown in Figure 2.

The use of the System Generator has resulted 
in significant improvements in the development 
time of several systems and has enabled a much 
faster verification cycle for those systems. One of 
the systems developed using this tool was a sig-
nal processor for a low-power, low-cost frequen-
cy-modulated continuous-wave (FMCW) radar. A 
system block diagram of the radar signal processor 
is shown in Figure 3.

The initial system required approximately 2 
weeks of development time to complete, with an 
ad ditional 2 weeks of development time for the 
sys tem modifications and refinements. The hard-
ware used for the development was a low-cost 

development board from Xilinx shown in Figure 4; 
the output of the signal processor, displayed on an 
os cil loscope, is shown in Figure 5.

The use of the System Generator allowed for 
subsystems to be tested as they were developed by 
integrating them within a MATLAB simulation 
of the signal processor and comparing the results 
to the simulation alone. If the design were imple-
mented using conventional FPGA design tools, it is 
estimated that the design process would have taken 
6 to 8 weeks to achieve initial capability.

The primary benefit of using the System Gen-
erator is the rapid development time. With its 
close integration with MATLAB, much of the ver-
ification of the system can be done more quick-
ly than if done in VHDL. The use of specific 
blocks to implement functions also results in ef-
ficient code optimized by the chip vendor for use 
on their hardware. The use of the System Gen-
erator shortens the development time of FPGA-
based signal-processing algorithms significantly. 
On this project, development time was shortened 
by a factor of three, as compared to traditional de-
sign techniques, thus allowing systems to be more 
rapidly fielded and upgraded to meet the needs of 
the warfighter.

Figure 2. Design Flow Using System Generator
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Figure 3. Block Diagram of FMCW Radar Signal Processor

Figure 4. Hardware Platform Used for the FMCW Radar Signal Processor

Figure 5. Radar Video Output of FMCW Radar Signal Processor
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The AN/SPS-74 Periscope 
Detection Radar System
By Ian Barford, Mark Tadder, and Christopher Gorby

Over the last decade, the Navy’s focus has increasingly shifted from open-ocean op-
erations to littoral warfare. As the performance of the Navy’s traditional antisubmarine 
warfare (ASW) sensors (passive and active sonar systems) degrades in the littoral envi-
ronment, alternative ASW sensors, such as periscope detection radars, are required to 
provide effective ASW capability in these regions. In response to the U.S. Fleet Forces 
Command (USFFC) Integrated Priority Capabilities List (IPCL), a rapid-deployment 
capability periscope detection radar system program was initiated in August 2006. The 
AN/SPS-74 Radar System (see Figure 1) is currently undergoing test and evaluation at 
the Navy’s Acoustic Test and Evaluation Center on Andros Island, Bahamas. It is also be-
ing installed in USS George Washington (CVN 73). This article describes the AN/SPS-74 
periscope detection radar system program and provides an overview of the design fea-
tures that permit the detection, discrimination, and declaration of periscopes in chal-
lenging environmental conditions.

Since the mid-1990s, the Navy has sought to develop a ship-based periscope de-
tection capability. A developmental brassboard system has been periodically deployed 
and extensively tested since 1996 under the Office of Naval Research (ONR) Advanced 
Radar Periscope Detection & Discrimination (ARPDD) program. The ARPDD system 
consists of an AN/APS-137 airborne radar modified to interface with a developmental 
discrimination and post-processing computer system. After rigorous testing, it was de-
termined that the experimental ARPDD system provided acceptable periscope detec-
tion and false-alarm rates. After receiving priority on the USFFC IPCL, an advanced 
technology demonstration (ATD) development effort was initiated by the Navy’s Pro-
gram Executive Office for Integrated Warfare Systems (PEO IWS). The AN/SPS-74(V) 
Rapid Development Capability (RDC) program was initiated in 2006 to develop and 
field an affordable, integrated radar and post-processing system that replicates the per-
formance capability of the ARPDD system by porting ARPDD capability elements to an 
open-architecture (OA)/commercial off-the-shelf (COTS) environment.

The AN/SPS-74(V)1 Radar System, shown in Figure 2, is an X-band, narrow-
beam, high scan rate, high processing capacity, periscope detection and discrimination 
radar that rapidly scans the sea surface over a full 360 degrees in azimuth. The radar’s 
primary function is to provide periscope declarations to the shipboard combat system 
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Figure 1. AN/SPS-74 Radar System

Figure 2. AN/SPS-74(V)1 Radar System
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Figure 3. Periscope Detection and Discrimination Display

with a multifeature discriminator function and 
then provides automatic target alerts to the op-
erator.

The radar digital display provides an ocean sur-
face picture with rapid-classification aids that help 
the AN/SPS-74 radar operator make an informed 
decision regarding classification of detected targets 
as shown in Figure 3. The radar system is required 
to meet the challenging system specifications for 
the detection and classification of submarine peri-
scopes. This system is required to unambiguously 
display any possible submarine periscope detec-
tion data while also displaying very little ocean-
generated clutter return. Detecting and reporting 
false alerts is required to be kept to a minimum in 
all types of sea states.

by detecting and discriminating periscopes in 
sea clutter. The system introduces a new high-
resolution radar consisting of a modern ultra-wide 
bandwidth receiver, a high-reliability transmitter, 
and a 300-rpm scanning antenna. The radar data 
processor features very high throughput data 
processing using COTS processors.

Detection of periscopes is especially chal-
lenging since they are often hidden or obscured 
by ocean waves and because they may be exposed 
only for a short time. On every scan, the radar 
passes information to the high-performance data 
processor for immediate isolation of potential 
periscope targets from clutter. Using proven algo-
rithms from the ARPDD program, the data pro-
cessor processes potential periscope target data 
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Figure 4. AN/SPS-74 Radar Installation at the AUTEC Test Site

PEO-IWS plans to acquire eleven AN/SPS-
74(V) systems, with ten systems slated for instal-
lation in U.S. Navy aircraft carriers and one system 
designated for installation at the Naval Surface 
Warfare Center (NSWC) land-based test site at 
Oceana Naval Air Station, Dam Neck Annex, Vir-
ginia Beach, Virginia. The system is also under 
consideration for future application aboard surface 
combatant ships. In support of the PEO-IWS, radar 
engineers from the NSWC Divisions at Dahlgren, 
Virginia; Port Hueneme, California; and Crane, In-
diana have worked closely with the Naval Research 
Laboratory (NRL), Johns Hopkins University/Ap-
plied Physics Laboratory (JHU/APL), Northrop 
Grumman Corporation, and Three Phoenix Cor-
poration to achieve program objectives.

The AN/SPS-74 radar system is currently un-
dergoing extensive test and evaluation at the Na-
vy’s Atlantic Undersea Test and Evaluation Center 
(AUTEC) on Andros Island in the Bahamas (see 
Figure 4). This location was chosen for its close 
proximity to deep water, which allows for subma-
rines to enter and exit with ease. The antenna is in-
stalled on a platform at a height that is consistent 
with the intended installation location on aircraft 
carriers. Since April 2008, the AN/SPS-74 test team 
has conducted test events in which submarines and 
submarine-like targets have performed scripted 
mission scenarios. Using the data from these test 
events, radar engineers have optimized the system 
discrimination and classification parameters to 
meet the stringent system requirements.
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Figure 1. The AN/SPY-1 Phased Array Radar System
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The AN/SPY-1 phased array radar can 
automatically track multiple targets 
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Shipboard Testing of the SPY-1 RADAR
By Randy Strock
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Computer software testing and evaluation en-
gineers might not have the most glamorous posi-
tions supporting the U.S. Navy, but their work is 
absolutely vital to warfighter and weapons system 
effectiveness.

Test and evaluation (T&E) is the key process 
that takes the computer programs of the Aegis 
Weapon System from the developmental stage to 
a completed, fielded system. The T&E process be-
gins with unit testing of the developed code by the 
developer. It then moves on to element testing of 
the code against the Computer Program Require-
ments Specification (CPRS) and, ultimately, to sys-
tem testing of the computer programs against the 
weapon system specification. While most of this 
testing can be performed in a laboratory setting, it 
eventually must be tested on board the ships where 
it will be used. This is important to the command 
and decision (C&D) and weapons control system 
(WCS) elements, but it is of vital importance to 
the SPY computer program. Only at sea, using real 
shipboard equipment in at-sea environments, can 
the SPY computer program be stressed to its limits. 
A depiction of the AN/SPY 1 Phased Array Radar 
System is shown in Figure 1 (see previous page).

In the 1990s, The Naval Surface Warfare Cen-
ter (NSWC) Dahlgren was responsible for devel-
oping the Aegis Baseline 5.3.8 computer programs. 
Lessons learned from those previous baselines 
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Figure 2. The Guided-Missile Destroyer USS Pinckney (DDG 91)
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proved to software engineers that at-sea testing was 
critically important. Before then, after baseline de-
velopment and testing was thought to be complete, 
the computer programs would go to sea. Once ex-
posed to that environment, however, many more 
problems were found. Some problems were easily 
fixed, while others pointed to more deeply rooted 
design issues. Subsequently, with the Baseline 5.3.8 
program, the Aegis philosophy of “build a little, 
test a little” was taken seriously and adopted by the 
SPY development team. From the beginning, dur-
ing early development, the computer program was 
taken to sea as much as possible to wring out prob-
lems with the computer program code and transi-
tion data to support decisions on the next phase of 
development. NSWC Dahlgren was, and continues 
to be, in a unique position for this kind of work due 
to its close association with both the operational 
Navy and the developmental side of the Navy. The 
result of this at-sea testing approach yielded very 
successful computer programs that are currently 
fielded on 37 Aegis cruisers and destroyers.

In the early 2000s, Aegis Baseline 7 Phase I was 
under development by Lockheed Martin for the 
DDG 91 and follow ships. On these ships, the SPY-
1D(V) radar was introduced. This third-generation 
SPY-1 signal processor brought several signifi-
cant changes to the radar, including a large suite of 
clutter-canceling, moving-target indicator (MTI) 
waveforms. Designed and developed in the 1990s, 
this new radar suite had been extensively tested at 
land sites, including developmental testing (DT) 

and operational testing (OT) at the Combat System 
Engineering Development Site (CSEDS) in Moore-
stown, New Jersey, where Lockheed Martin is lo-
cated. But it wasn’t until 2003 that a ship was built 
with the radar installed.

NSWC Dahlgren engineers had been involved 
in virtually every phase of development and test-
ing of the SPY-1D(V) radar system for the Navy. 
With the advent of the new radar signal processor 
and new computer programs to support it, it was 
strongly believed that at-sea testing was needed as 
soon as possible to ensure that the radar was giv-
ing the Navy the product that it required. NSWC 
Dahlgren engineers led the effort to go aboard 
USS  Pinckney (DDG 91) while it was still in the 
Pascagoula Mississippi, shipyard in the summer 
and fall of 2003. They had prepared for at-sea test-
ing as soon as the ship was put to sea. This effort 
led to the Navy executing an extended Alpha Tri-
al, which contained over 34 hours of testing specifi-
cally for the SPY-1D(V) radar to test functions that 
were either impossible to test at land-based sites, or 
where the land-based data was insufficient. NSWC 
Dahlgren engineers were part of the team that de-
veloped the test procedures, performed the testing 
on the ship, and analyzed the data afterward. The 
results of this effort were very successful, in that 
many problems were found with the computer pro-
gram that had been overlooked during land-based 
testing. These problems were then corrected in later 
builds of the computer program. Figure 2 shows the 
guided missile destroyer USS Pinckney (DDG 91).
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Figure 3. The Guided-Missile Destroyer USS Halsey (DDG 97)

The at-sea testing approach aboard USS Pinck-
ney continued through the remainder of its 
shipbuilder trials and through its transit from Pas-
cagoula to its home port in San Diego, California, 
in 2004. Many hours of specific 
testing were completed by the test 
team, as well as collecting and an-
alyzing data from day-to-day op-
erations. Problems continued to 
be found during this period and 
were fed back to Lockheed Mar-
tin to correct in later builds. By the 
summer of 2004, the team began to 
feel that the radar was going to be 
ready for its formal DT/OT testing 
in September.

As the developmental and op-
erational test date approached, it 
became clear that the date was go-
ing to slip into 2005. USS  Halsey 
(DDG 97) was targeted for testing 
in September of 2005, but budgets 
were tightening, and DT became 
one of the victims. Consequent-
ly, instead of a separate test event 
with its own test aircraft and mis-
siles, DT was ordered to piggyback 
on the existing Combined Combat 
Systems Ship’s Qualification Trials 
(CSSQTs) for the DDG 91 through 
DDG 95. NSWC Dahlgren was in-
strumental to the team that pro-
duced the development test plan 
and influenced the CSSQT testing 
to collect the data that was needed 
to test all the SPY-1D(V) functions 
called for in the Test and Evalua-
tion Master Plan (TEMP). Over 
the next year, as testing progressed 
through the CSSQTs of the five 
ships, as before, more problems 
were found and fixed in the Base-
line 7.1 computer program. By the 
time that USS  Halsey completed 
the OT, the SPY-1 radar was ready. 
For the first time in the history of 
Aegis, the SPY radar was deemed 
“operationally effective.” The guid-
ed-missile destroyer USS Halsey is 
shown in Figure 3.

During early- to mid-year 
2000s, SPY computer program de-
velopment shifted to an open ar-
chitecture (OA) approach. This in-
volved a complete rewrite of the 

computer program. Some design elements were 
brought forward from the preceding baselines, in-
cluding 5.3.8 and 7.1, but the underlying struc-
ture of the program was rebuilt from the ground 
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up. Testing at this time changed completely from 
the 1990s’ approach. On the military UYK com-
puters, the code was developed and compiled on a 
VAX computer and then had to be loaded onto the 
UYK computer in a special laboratory to be tested. 
The process was tedious and time-consuming, and 
laboratory time was limited. With the OA comput-
er program, personal computers (PCs) had come 
along far enough that the SPY computer program 
could be written, compiled, and tested on a sin-
gle desktop PC. Thus, the same computer program 
that was compiled and run on tactical computers 
on board ship could also be compiled and run on 
a PC. Using a PC, the program interfaced with the 
Testable Computing Environment (TCE) devel-
oped by Technology Services Corporation (TSC). 
This capability enabled developers to code and test 
computer programs 24 hours a day at their desks. 
This capability dramatically increased productivity 
and turnaround time, and decreased overall com-
puter program error rates. However, desktop test-
ing could never substitute for testing performed in 
the at-sea environment.

The earliest version of the SPY OA comput-
er program that reached the stage where it could 
be tested on shipboard equipment was a version 
intended to be used with the SPY-1D(V) radar. 
NSWC Dahlgren was instrumental in getting this 
computer program to sea. Support included:

•	 Working with the ships to find test oppor-
tunities

•	 Developing the test equipment that went 
aboard the ships to interface with the ship-
board computers

•	 Developing test procedures
•	 Participating in the onboard test events
•	 Analyzing the data during and after the 

events
As usual, the at-sea testing proved critical in 

the development of the SPY OA computer pro-
gram. Many problems were found and corrected in 
the computer program thanks to the at-sea testing 
that was performed. Unfortunately, the SPY-1D(V) 

version of the SPY OA computer program was not 
put into service. However, since it was architected 
to be a superset computer program for all SPY-1 
variants, it was taken as the basis for the Advanced 
Capability Build 2008 (ACB08) Cruiser Guided 
Modernization (CGM) computer program aboard 
Baseline 2 SPY-1A radar-equipped ships.

The ACB08 computer program was first made 
available to USS Bunker Hill (CG 52) in the fall 
of 2008. Once again, the SPY-1 engineering com-
munity took the initiative to get aboard the ship 
as soon as possible and collect data with the new 
com puter program. Early testing in November 
and December 2008 focused on the simple basics 
of radar operation: search and track of targets 
of opportunity. Beginning in February 2009 and 
con tinuing through March 2009, more structured 
test ing was accomplished. NSWC Dahlgren en-
gi neers were involved in the test planning for 
these events and supported the testing aboard the 
CG 52 for a total of 5 weeks during this period. 
Recorded data was received at Dahlgren aft er 
each test event and was analyzed in the weeks 
afterward. As learned many times before, at-
sea data proved invaluable in providing an en-
vironment that simply cannot be replicated in a 
lab oratory setting. Many additional computer 
pro gram problems were discovered and corrected 
in later builds of the program as a result of this 
test ing and analysis. USS Bunker Hill (CG 52) is 
shown in Figure 4.

Going into CSSQT of USS Bunker Hill 
(CG  52) and USS  Stockdale (DDG 106) in June 
of 2009, at-sea testing of the SPY-1 radar contin-
ued. The CG  52 has the latest ACB08 computer 
program build, and the DDG 106 will be running 
with the Baseline 7.1R computer program. While 
weapon system problems are never desired, it is 
always better to discover them beforehand than to 
have ships deploy and go to war with them. Ship-
board testing and evaluation of computer pro-
grams, therefore, really is vital to warfighter and 
weapons system effectiveness.

Sensors
Testing
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Figure 4. USS Bunker Hill (CG 52)

Shipboard Testing of the SPY-1 RADAR
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Integrated Electronic Warfare Test Facility
By Mark W. Karrick and Ronald D. Wood

The Integrated Electronic Warfare Test Facility opened in 2003 
to enhance the Combat System Integration effort at the Naval Sur-
face Warfare Center (NSWC) Dahlgren. The facility was built 
around the existing AN/SLQ-32(V) Electronic Warfare Repro-
grammable Libraries (EWRL) mission, which provides mission up-
dates to fleet electronic warfare databases and oversees the cyclic 
threat-database update process. The facility is used to lead the Na-
vy’s effort to upgrade aging shipboard electronic warfare systems 
and ensure that this critical warfighting data is integrated into the 
combat system while continuing to support the core EWRL mission. 
The Naval Surface Warfare Center, Dahlgren Division (NSWCDD) 
partnered with the Electronic Warfare Systems Project Office (PEO 
IWS-2E) and industry to meet the Navy’s electronic warfare objec-
tives through the Surface Electronic Warfare Improvement Pro-
gram (SEWIP). SEWIP provides upgrades and new capabilities to 
the current AN/SLQ-32(V) electronic countermeasures system. A 
number of Integrated Electronic Warfare Test Facility projects are 
discussed as follows.

The Integrated Electronic Warfare 
Test Facility

The EWRL is involved in the development of electronic surveil-
lance (ES) and electronic attack (EA) threat databases and active re-
sponses. The facility has a robust radar simulation capability in the 
Combat Electromagnetic Environment (CEESIM) and VARIgen 
simulators, which provide both live radio frequency (RF) and digi-
tal radar simulation inject (see Figures 1 and 2). Precise radar sim-
ulation is vital for accurate ES system identification and EA system 
response. The facility offers a unique site and equipment configura-
tion. The core AN/SLQ-32(V) is divided in half, with the port side 
of the system inside the laboratory and the starboard side on an ex-
ternal tower. This allows for isolated testing on the port side and for 
detection of emitters of opportunity and live overwater and overland 
ES/EA testing from the starboard-side equipment.
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Figure 1. Integrated Electronic Warfare Test Facility AN/SLQ-
32(V)5 Electronic Surveillance and Electronic Attack Antenna 
Tower

Figure 2. Radar Simulation and Generation Van

91NAVSEA Warfare Centers Volume 7, Issue No. 2
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Surface Electronic Warfare 
Improvement Program (SEWIP)

SEWIP is a spiral development program for up-
grading and providing new capabilities to the cur-
rent AN/SLQ-32(V) electronic countermeasures 
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system (see Figure 3). To date, the program has pro-
vided an upgraded open-architecture processor, a 
display console, and the addition of a specific emit-
ter identification (SEI) capability. Future enhance-
ments will involve adding a high-gain/high-sense 
receiver that will significantly improve the sensi-
tivity of the SEWIP system. NSWCDD is the lead 
for threat database software testing for the SEWIP 
Program. The facility has the only shore-based con-
nection between the SEWIP system and SIPRnet; 
NSWCDD used this unique singular link to devel-
opment the U.S. Navy’s AN/SLQ-32(V) Mission 
Planning website.

Common Display System/Common 
Processor System (CDS/CPS)

The CDS/CPS is the replacement for the 
fleet-standard Q70 display console. NSWCDD is 
researching the migration of the SEWIP Q70 soft-
ware to the CDS/CPS platform for PEO IWS-2E as 

part of the Aegis Modernization Program. A proto-
type is shown in Figure 4.

Future considerations for this facility include 
connectivity to the Ship Self-Defense System 
(SSDS) at Wallops Island, Virginia. This would 
facilitate direct SSDS and AN/SLQ-32(V) threat 
database testing. Additional combat system in-
tegration with the Sea Air Integrated Laboratory 
(SAIL) at Patuxent Naval Air Station, Maryland, 
will provide integration with the AN/ALQ-
142(V) and AN/ALQ-210(V) systems aboard the 
Light Airborne Multipurpose System (LAMPS) 
helicopter (see Figure 5). Integrating with SAIL 
will allow threat database analysts to upload ES 
system libraries to LAMPS platforms in real time. 
SSDS and SAIL integration will provide a more 
realistic and combat-system-representative test-
ing environment to help keep the U.S. Navy on 
the forefront of electronic warfare and combat 
system integration.

Figure 3. AN/SLQ-32(V)5 Legacy and SEWIP Configuration
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Figure 4. Prototype of the CDS/CPS Console

Figure 5. SH-60 LAMPS MK III Seahawk
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Dual-Band Radar Program: Government 
and Industry Teamwork Wins the Day
By Brian Hill and David Scalia

Extraordinary events occur in the realm of test and evaluation. Sometimes the 
success of these efforts extends beyond tangible results and provides a 
glimpse of successful Naval Sea Systems Command (NAVSEA) Warfare 
Center government-contractor partnerships. The successful integration 
of the AN/SPY-3 Multifunction Radar (MFR) and the Volume Search 
Radar (VSR) Engineering Development models at the Naval Surface 
Warfare Center, Port Hueneme Division (NSWC PHD), while only one 
part of the overall test program for these radars, exemplifies how govern-
ment and industry can partner together to achieve success despite seem-
ingly insurmountable challenges.

The MFR and VSR constitute the Dual-Band Radar Program, a sys-
tem of the DDG 1000 Program that operates in a full-service contract 
environment. It is within this environment that government and indus-
try have nurtured a significant cultural change to combine, manage, and 
execute tasking. This effort led to a partnership among the Navy, prime 
contractors, and various support contractors that further led to increased 
responsiveness and adaptability to meet program executive office (PEO) 
requirements and contractual obligations. The end results have been a 
series of events successfully conducted and completed on schedule and 
within budget.

The government competitively awarded Raytheon Integrated De-
fense Systems a contract to produce the MFR Engineering Develop-
ment Model in 1999, which underwent land-based testing at the Surface 
Combat Systems Center, Wallops Island, Virginia, through the end of 
2005. The program of record was to conduct at-sea testing on a yet-to-

be-determined platform. Northrop Grumman Ship Systems (NGSS), as lead integra-
tor, selected the 563-ft, 9,200 ton, Self-Defense Test Ship (SDTS), ex-USS Paul F. Foster 
(DD 964) to serve as the at-sea platform. What followed was a 9-month, close-work-
ing partnership among Raytheon, NGSS, and NSWC PHD (our national team) to de-
sign the MFR installation for the SDTS (see Figure 1). Northrop Grumman utilized the 
local industrial base and NSWC PHD personnel via a Work For Private Parties agree-
ment to make efficient use of the allocated budget.
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The SDTS, being a decommissioned Navy de-
stroyer, was designed for operating complex Navy 
combat systems. The MFR, designed for use aboard 
DDG 1000, made various engineering challenges 
immediately apparent in order to adapt the system 
for the SDTS. For example:

•	 The SDTS had no physical location to hold 
the 25,500-lb array enclosure at the prop-
er height, so a tower was designed and con-
structed pierside (see Figures 2 through 4). 
This necessitated other studies to be per-
formed, including weight and moment anal-
yses.

•	 The SDTS had sufficient power for the MFR 
installation; however, distribution became 
an issue. The load had to be balanced from 
multiple load centers while accounting for 
the ramp rate and other power factors.

•	 The SDTS chilled water system had to be 
modified and augmented to allow sufficient 
cooling of the MFR.

Other challenges included various security re-
quirements, resource sharing with other systems 
installed aboard the SDTS, and corrosion concerns 
related to operating a temporary installation in a 
corrosive saltwater environment.

These challenges were in addition to the nor-
mal approvals that surround installing and oper-
ating a system, such as frequency approvals, site 
approvals, adherence to National Environmental 
Protection Act requirements, and for this particu-
lar effort, coordination with the California Coastal 
Commission. The national team was able to com-
plete the entire installation without mishap with-
in the time and budget allocated. The result was 
the successful completion of the MFR at-sea test 
(DTB2-410) in the scheduled four underway peri-
ods via a collaborative Raytheon and government 
test team. At the conclusion of the at-sea testing, 
the MFR was scheduled for installation in a newly 
constructed building, the Wallops Island Engineer-
ing Test Center (WIETC), where it would be inte-
grated with the VSR. Construction delays moved 
the building completion date, which required the 
MFR to remain installed on the SDTS. This al-
lowed the MFR test team to continue testing, lever-
aging off of other programs and their test events.

Figure 1. AN/SPY-3 Multifunction Radar (MFR) Installed on SDTS

Figure 2. MFR Tower Being Installed on SDTS
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An engineering challenge arose when the le-
verage test events required the SDTS be operated 
without personnel on board. The SDTS has been 
modified to allow full remote control of the entire 
ship, including all permanently installed combat 
systems; so for the primary systems, this require-
ment was already met. The MFR, however, was 
never intended to be remotely controlled. Once 
again a partnership between Raytheon and NSWC 
PHD engineered a solution, modifying portions 

of the hardware and software to allow 
the MFR to be remotely controlled while 
meeting all safety and security require-
ments. Challenges again arose with re-
spect to ensuring that interference from 
the MFR would not cause unintended 
consequences for the primary system un-
dergoing test. Raytheon and the MFR test 
team had to work closely with the sub-
ject matter experts for each of the vari-
ous systems to test and validate that there 
were no issues. Ultimately, MFR partici-
pated in an additional 2 years of testing 
aboard the SDTS. This feat was possible 
only due to national team collaboration 
across government and industry.

Volume Search Radar (VSR)
The VSR’s path to NSWC PHD 

brought a new set of engineering chal-
lenges for the government and industry 
team. Raytheon was awarded a contract 
to develop and build the VSR array with 
Lockheed Martin Maritime Systems and 
Sensors. The plan of record was that after 
completion of the VSR array near-field 
testing at the Lockheed Martin facility 
in Moorestown, New Jersey—which was 
scheduled for completion at the end of 
May 2007—the VSR was to be installed 
in the newly constructed WIETC. Once 
installed, the VSR would undergo initial 
high-power testing and technical per-
formance measurement (TPM) verifi-
cations prior to the start of integration 
with MFR. These initial tests were re-
quired by NAVSEA Program Executive 
Office Ships (PMS 500) and Program Ex-
ecutive Office Integrated Warfare Sys-
tems (PEO IWS 2.0) (responsible for ship 
construction and radars, respectively) to 
make a decision on whether or not to 
proceed with VSR production. Howev-
er, the delays that prevented the removal 
of the MFR from the SDTS also affect-

ed the VSR, and it became apparent to both pro-
gram offices that this testing was in jeopardy of not 
meeting the schedule. To maintain the program-
of-record schedule, a study was commissioned in 
August 2006 to determine the feasibility of per-
forming the initial testing at an alternate test site 
until WIETC construction was completed.

The Radar Suite Acquisition Team sub-
sequently determined that the Surface War-
fare Engineering Facility (SWEF)—a five-story, 

Figure 3. MFR Antenna Shelter Being Mounted on Tower Onboard SDTS

Figure 4. MFR Signal-Processing Enclosure Being Installed on SDTS
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50,000-sq ft, oceanfront, land-based test site, lo-
cated at NSWC PHD—met the criteria for per-
forming the initial testing. Faced with exacting 
time, funding, and resource constraints, the gov-
ernment and industry team convened to boldly 
orchestrate an unparalleled set of actions that ac-
complished the installation goal within a 4-month 
time frame. The effort enabled the VSR to conduct 
5 months of extensive far-field integration and 
TPM verification that included high-power radio 
frequency (RF), system alignment, antenna pat-
terns, and accuracy measurements.

As with the MFR installation and test effort, 
the government and industry team partnership 
in cluded NAVSEA and Raytheon, with the addi-
tion of Lockheed Martin, as well as local south-
ern Cali fornia industrial support. Concerning 
the major chal lenges for this project, some efforts 
remained in the government’s purview—namely, 
environmental and site approvals (working with 
the California Coastal Commission), along with 
a concentrated contracting authority effort to 

modify various contract vehicles to enable what 
was an essentially unplanned event.

The engineering challenge involved re moving 
an existing AN/SPY-1A radar suite and reconfigur-
ing the building infrastructure to sup port the VSR 
(see Figures 5 through 8). Since all existing instal-
lation drawings were designed for a WIETC instal-
lation, considerable effort was required concerning 
design and technical speci fi cations before instal-
lation drawings could be produced. Additionally, 
due to the intended tem po rary nature of the proj-
ect, a concentrated eff ort was made to keep cost as 
low as possible by util izing equipment and plans 
already on hand and by hold ing infrastructure 
changes to the SWEF to a minimum.

The overall endeavor had several unique chal-
lenges that were overcome or mitigated by exempla-
ry engineering practices. One recurring challenge 
was that many of the contributing events had nev-
er been attempted before with the VSR. These chal-
lenges included:

•	 The VSR’s installation specifications had to 
be adjusted because they were derived from 
the final ship design, where the radar needed 
to be installed into a composite superstruc-
ture with the array and load-bearing struc-
ture, unlike the SWEF installation.

•	 The VSR system had never been installed 
and connected end-to-end, let alone lifted 
and placed into a full mounting surface or 
attached to the exterior of a building.

•	 Installation required lifting the array with a 
nonexistent lift fixture that would support 14 
tons and allow the array to be tilted back to 
a 20-deg angle.

There was an exact requirement for the flatness 
of the array face after installation across the 16-ft 
array face. The plan was to use adjustable shims 
for each mounting hole. This provided the capacity 
to alleviate some of the flatness margin to counter 
what turned out to be an out-of-tolerance founda-
tion due mostly to lesser criteria when the building 
was constructed and the SPY-1A array installed. A 
series of machined aluminum leveling plates were 
designed that allowed the foundation to maintain 
the flatness required.

VSR had the same requirements for envi-
ronmental and site approval as the MFR; howev-
er, due to the location of the SWEF—within 100 
yards of a public beach—and due to the com-
pressed schedule, a more concerted effort was re-
quired. Community leaders were engaged and 
briefed, as were key representatives from all affil-
iated groups to ensure that all community con-
cerns were addressed up-front.Figure 5. SPY-1A Array Being Uninstalled from the SWEF
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Figure 6. The Original Octagonal SPY-IA Opening Was Made Rectangular to Accommodate the VSR

Figure 7. VSR Being Installed at the SWEF



99NAVSEA Warfare Centers Volume 7, Issue No. 2

Dual-Band Radar Program: Government 
and Industry Teamwork Wins the Day

The most difficult challenge to overcome was 
one that provided the most important lesson—that 
even a tight schedule should not trump best engi-
neering practices. The initial design of the second-
ary cooling loop consisted of stainless-steel piping 
of various diameters and specified using flange 
joints in the construction to reduce the complexi-
ty and construction timeline. This proved to be an 
error in the design. Excessive flexing of the cool-
ing system due to the high rate of flow and pres-
sure required to cool all of the equipment led to 
continual leaks at all flange mating surfaces de-
spite various efforts to correct this defect. Faced 
with this issue, the team’s engineering decision 
sacrificed 3 weeks of the project schedule by re-
placing all flanges with butt welds. Schedule im-
pact was ultimately mitigated by resequencing 
other start-up test events (i.e., lighting off and test-
ing the IBM mainframe computers). Consequent-
ly, the team was able to alleviate the impact to the 
overall schedule, and as a result of the partnership, 

Figure 8. SWEF with the VSR Installed

Raytheon was able to conduct over 5 months of 
high-power testing and confirm that key perfor-
mance parameters were being met.

Win-Win-Win Situation
The culmination of an incredible amount of 

coordination across the government and industry 
is a testament to the dedicated professionalism of 
all those involved. The success of the Dual-Band 
Radar Engineering Development Models Proj-
ect at NSWC PHD demonstrated the team’s abil-
ity to put cultural differences aside and focus on 
the common goal of advancing the programs along 
their acquisition paths in support of the DDG 1000 
Program. The result—government and industry 
teamwork wins the day, and Navy warfighters gain 
enhanced radar capabilities.

Acknowledgments
Steve Alkov and Lawana Godwin (CACI, Inc.) 

contributed to this article.



100 Naval  Sea  Systems  Command

Sensors
Modernization

AN/SPY-1B/D Radar Design Changes 
Supporting Aegis Ballistic Missile Defense
By Bernard Ulfers and George LeFurjah

100 Naval  Sea  Systems  Command

Sensors
Modernization



101NAVSEA Warfare Centers Volume 7, Issue No. 2

AN/SPY-1B/D Radar Design Changes 
Supporting Aegis Ballistic Missile Defense

The Aegis Combat System is an integrated sys-
tem supporting warfare on several fronts—air, sur-
face, subsurface, and strike—and the Naval Surface 
Warfare Center, Dahlgren Division (NSWCDD) 
has been intimately involved in the development, 
test, certification, and fielding of almost every new 
baseline of the Aegis Weapon System (AWS) since 
the 1970s. This involvement continues as the AWS 
evolves into a critical element of the Ballistic Mis-
sile Defense System (BMDS). The Antiair Warfare 
(AAW) components of the AWS are the AN/SPY-
1B-/D radar system, the Command and Decision 
System, and the Weapons Control System.

Ballistic Missile Defense System 
(BMDS)

The BMDS is a system of systems employing 
a layered defense architecture. It consists of sever-
al systems (or elements) at each layer, allowing for 
multiple engagement opportunities against ballis-
tic missiles (BMs) before they reach their intended 
targets. BMs follow three flight phases: boost (pre-
burnout), midcourse (exoatmospheric), and ter-
minal (post-reentry). Currently, interceptors and 
associated sensor systems have been deployed to 
engage BMs in their midcourse and terminal flight 
phases. For instance, the Ground-Based Mid-
course Defense element is deployed in Alaska and 
California to defend against Intercontinental Bal-
listic Missiles (ICBM) and long-range BMs during 
their midcourse phase flight. The AWS sea-based 
midcourse element is deployed to defend against 
short- and medium-range BMs during their mid-
course flight phase. Detection, tracking, and dis-
crimination of lethal objects by the associated 
sensors allow the interceptors to utilize hit-to-kill 
technology against the threat while in the exoat-
mosphere. The terminal phase is the last opportu-
nity to engage the threat. Two elements providing 
this terminal capability are the Theater High-Alti-
tude Area Defense (THAAD) and the U.S. Army 
Patriot Advanced Capability (PAD-3) systems. Fig-
ure 1 depicts BM flight phases.

Aegis Ballistic Missile Defense (ABMD) was 
initially fielded as the 3.6.1 AWS baseline to provide 
autonomous (search, track, engage, and kill) BM 
defense against short- and medium-range threats 
and, to provide surveillance support (search, track, 
and hand-off) to other elements for a mix of short-, 
medium-, and some long-range threats. The next 
upgrade to be deployed, the ABMD 4.0.1 baseline, 
enhances capability against short- and medium-
range threats, from unitary to complex separat-
ing. In addition to surveillance support to other 
elements, ABMD 4.0.1 is also capable of launching 
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Figure 1. Ballistic Missile Flight Phases

interceptors using external, or remote, BM tracks 
(launch on remote).

The next ABMD Weapon System (ABMD 5.0) 
will transition the AAW and ballistic missile de-
fense (BMD) functionality from the older con-
trol computers to new commercial off-the-shelf 
(COTS)-based computers allowing for a single 
computing system to perform BMD and AAW 
missions jointly. ABMD 5.0 also brings into play 
the newly developed Multimission Signal Proces-
sor, which combines the receiver and signal pro-
cessing functions supporting AAW and BMD 
waveforms together within one set of cabinets.

The AWS was not originally designed with BMs 
in mind. Designed during the Cold War, it was in-
tended to provide protection from cruise missiles 
and aircraft for groups of combat vessels in blue-
water environments. The system’s primary sensor, 
the AN/SPY-1A radar, provided long-range search 

and track coverage. As threats evolved and the in-
ternational scene changed, the AWS evolved as 
well. In the 1980s, AN/SPY-1B/D radar improve-
ments included higher duty-cycle transmitters, an-
tennas with better sidelobes, increased subclutter 
visibility, and better environmental controls. This 
was primarily to counter electronic attack threats 
and reduce background clutter. In the 1990s, the 
AN/SPY-1D(V) radar provided substantially more 
subclutter visibility, increasing detection and track 
performance against low-flying cruise missiles hid-
den in sea clutter and near high-clutter littoral en-
vironments. Changes were also made to counter 
more sophisticated electronic attack threats. Since 
2000, as part of the BMDS, ABMD capabilities have 
expanded to include defense against BM threats. 
The ABMD Baseline 4.0.1 SPY-1 radar introduc-
es new waveforms, signal processing, tracking, and 
radio-frequency discrimination functionality.

Sensors
Modernization
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Figure 2. AN/SPY-1B/D Radar System Augmented with the BMD Signal Processor

As BM threats become more advanced, the 
AWS adapts. Complex, separating threats typical-
ly break up into numerous objects. Some of these 
threats may deploy countermeasures. To properly 
discriminate lethal objects from nonlethal objects 
associated with the BM launch event, kinetic data 
obtained from object tracks—as well as data from 
infrared (IR) images and radio frequency (RF) im-
ages—are used. To reduce radar loading, the ABMD 
4.0.1 employs single-beam, multi-object tracking. 
This increases the number of objects that can be 
tracked simultaneously using only one radar beam 
(or dwell). ABMD 4.0.1 also adds a new set of radar 
waveforms, along with advanced digital signal pro-
cessing. This allows the radar to synthetically com-
bine many pulses in order to construct a synthetic 
wideband RF image with higher range and higher 
Doppler resolution than was possible with the pre-
vious baseline.

At the heart of the AWS is the AN/SPY-1B/D 
radar. The radar consists of transmitter, anten-
na, receiver, signal processor/waveform genera-
tor (WFG), and computer control components. In 
ABMD 4.0.1, these components are augment-
ed with an adjunct signal processor known as the 
BMD Signal Processor (BSP) (see Figure 2). The 
BSP comprises a new WFG, receiver, digital signal 
processor (DSP), and control computer. These new 
components are integrated into the existing com-
ponents to provide bursts of the new radar puls-
es, along with special processing suited for tracking 
and discriminating BM objects.

Design and development challenges include 
the careful scheduling and timing of successive ra-
dar beams using the new waveform bursts, along 
with the legacy waveform pulses. Land clutter and 
electromagnetic interference (EMI) found in the 
operational environment continue to pose design 
challenges as well. Another challenge facing ABMD 
4.0.1 is determining the period of time that radar 
system calibration will hold.

Aegis BMD Program 
Office Support

During the design and development of the ad-
junct BSP, the ABMD Program Office established 
a Joint Navy/Lockheed-Martin Radar Integrated 
Product Team (IPT) comprising organizations in-
cluding:

•	 Naval Research Laboratory
•	 NSWC Port Hueneme Division
•	 John Hopkins University Applied Physics 

Laboratory
•	 Technology Services Corporation
•	 Massachusetts Institute of Technology (MIT) 

Lincoln Laboratory
•	 System Engineering Group
The IPT was intended to cooperatively and 

jointly explore design solutions, such as the mit-
igation of EMI effects, mitigation of land-clutter 
effects, optimization of sidelobe blanking algo-
rithms, and assessment of different RF features as 
discriminants. NSWCDD provided Navy oversight 
and expertise in co-leading the IPT. NSWCDD 
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also provided support to the ABMD Program Of-
fice, managing reviews of specifications as part of 
the design review process. Today, NSWCDD con-
tinues to exercise a leadership role in the joint 
Radar IPT for ABMD 4.0.1 and the follow-on base-
line, ABMD 5.0.

NSWC Radar Clutter Modeling
Engineers at NSWCDD are involved in the 

ABMD 4.0.1 Program radar development process 
from generation of radar requirements to design 
to verification to certification. Clutter model-
ing results produced by the in-house, site-specif-
ic radar clutter model—the Littoral Clutter Model 
(LCM)—were instrumental in driving system re-
quirements for clutter mapping, detection, and 
mitigation algorithms, as well as sidelobe blank-
ing algorithms. NSWCDD engineers also provided 
significant technical support in the detailed design 
and verification of these algorithms.

The LCM is a site-specific simulation of the 
backscatter from both land and sea for a ship-
based radar in a littoral environment, in the pres-
ence of ducting. The inputs to the model include:

•	 Geographic location of the sensor
•	 Maximum range and angular width of the 

azimuth sector over which the radar is to 
transmit

•	 Radar parameters, such as frequency, anten-
na height, beamwidth, and elevation angles

In order to evaluate the effect of atmosphere 
and the sea surface on both propagation and clut-
ter, estimates of the atmospheric refractivity over 
the region and the sea state are also used as inputs. 
The principal output from the model is simulated 
clutter power along each azimuth in the propaga-
tion sector, which may be plotted as the Plan Posi-
tion Indicator (PPI) display of a clutter map.

To simulate the diffraction and shadowing of 
a clutter patch over variable-height, site-specific 
terrain, a parabolic wave equation model is exe-
cuted with terrain contours from Digital Terrain 
Elevation Data (DTED) files provided by National 
Geospatial-Intelligence Agency (NGA). The Unit-
ed States Geological Survey (USGS) provides a 
global land-cover database, Advanced Very High 
Resolution Radiometer (AVHRR), with 24 terrain 
type classifications, along with a latitude and lon-
gitude worldwide reference. The terrain types are 
correlated with the DTED data to associate appro-
priate electrical properties and surface roughness 

values with each patch of terrain. With the terrain 
heights, electrical properties, surface roughness, 
and atmospheric refractivity as inputs, the PWE 
Model is able to compute a propagation factor for 
each clutter patch along each propagation path. In 
order to model backscatter from patches of terrain 
or ocean surface, the Navy-Standard Georgia In-
stitute of Technology (GIT) sea-clutter model is 
employed. For land clutter, the Low-Angle Radar 
Empirical Land Clutter Model designed by J. Bar-
rie Billingsley at MIT Lincoln Laboratory is em-
ployed.

NSWC Radar Calibration 
Test Support

Verification of radar system calibration at the 
land-based test site in Moorestown, New Jersey, 
presented system engineers and the ABMD pro-
gram office with unique challenges. Calibration 
of the new BSP waveform bursts through the ra-
dar equipment must be performed periodically by 
capturing radar returns from a balloon-borne ma-
chined calibration sphere away from sea or land 
clutter. These returns are then tuned to optimize 
image-processing performance. To completely 
capture the responses of the whole radar system is 
a time-consuming process. It is, therefore, in the 
best interests of the operational Navy for the de-
signers to reduce the number of these sphere track 
events to once per 6-month period. Verifying that 
such a calibration event produces good perfor-
mance consistently over a long period of time re-
quires a repeatable test with good controls on the 
test environment. A solution was proposed by 
NSWCDD engineers to provide and man a teth-
ered aerostat system equipped with a radar sphere 
target attached to the tether near the land-based 
test facility, the Combat System Engineering Devel-
opment Center (CSEDS) in Moorestown, New Jer-
sey. NSWCDD engineers from the Potomac River 
Test Range Branch have supported similar tests for 
many years and are currently supporting this effort 
over a 9-month test period. Figure 3 shows photo-
graphs of an Aerostat Test.

As the AN/SPY-1B/D radar evolves to meet 
ABMD requirements, engineers at the Naval Sur-
face Warfare Center (NSWC) Dahlgren will con-
tinue to support the evolution of the ABMD 
Program. As a result, our Navy and our nation will 
continually remain well postured to defend against 
BM threats.
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Figure 3. Aerostat Test, Rancocas State 
Park, New Jersey, 2 December 2008



106 Naval  Sea  Systems  Command

Sensors
Modernization

The AN/SPS-48G Radar System 
Sustainability Upgrade
By Daniel Quigley, Lance Walters, Caitlin McInnes, and Christopher Gorby

The AN/SPS-48 radar system provides three-dimensional air surveillance for U.S. 
Navy aircraft carriers, amphibious assault ships, and amphibious dock landing ships. Its 
mission is to provide air defense surveillance, support air traffic control, supply accurate 
target coordinate data for weapon queuing, and support combat air patrol aircraft op-
erations during peacetime and in war. The current version of the AN/SPS-48 radar, the 
AN/SPS-48E, has been in service in the U.S. Navy since 1987 and is expected to remain 
in service beyond 2030. In order to ensure that the readiness and rapid-response capa-
bilities of the U.S. Navy remain intact, the SPS-48G Radar Obsolescence Availability Re-
covery (ROAR) program was initiated. The ROAR program is responding to a need for 
improvement of declining reliability, maintainability, and supportability issues. This ar-
ticle describes how these issues are addressed via an open architecture (OA)-based sys-
tem redesign that leverages new technology and by the addition of a new embedded 
training and system-support methodology.

Introduction
For over a decade, the AN/SPS-48E radar has experienced a decline in reliability, 

maintainability, and supportability, which has resulted in diminished operational avail-
ability and an increase in life-cycle support costs. Despite attempts to alter this contin-
uous decline with various modifications, the AN/SPS-48E radar continues to operate 
below acceptable levels. The ROAR program was initiated to reverse this trend and re-
spond to the need for a system redesign that introduces

•	 A sustainable OA processor
•	 More reliable and current technologies
•	 Improved diagnostics
•	 A performance-based product support strategy

Open Architecture Design Approach
The primary objective of the U.S. Navy OA initiative is to design and build af-

fordable naval warfare systems that support current performance requirements, re-
duce future potential performance upgrade costs, and achieve portability, modularity, 
and interoperability throughout their life cycle. To comply with this initiative, the 



107NAVSEA Warfare Centers Volume 7, Issue No. 2

The AN/SPS-48G Radar System 
Sustainability Upgrade

AN/SPS-48G(V)1 has been designed to meet the 
U.S. Navy-defined Open Architecture Computing 
Environment (OACE) Category 3. This designa-
tion requires a fully OACE-compliant application 
implementation and infrastructure, including 
use of a Portable Operating System Interface for 
Unix (POSIX)-compliant operating system and 
Object Management Group (OMG) Data Distri-
bution Service (DDS) publish/subscribe middle-
ware. With the implementation of this standard, a 
baseline for interoperability among systems with 
minimal integration effort has been established as 
illustrated in Figure 1.

Redesign With Current 
Technology

To address the current and emergent obsoles-
cence issues within the AN/SPS-48E Radar system, 
and in recognition of system reliability, maintain-
ability, and cost drivers, the AN/SPS-48G pro-
gram effort follows a practical design approach 
with several major modifications. The first major 

item is the introduction of a new solid-state, single-
stage amplifier to replace the unreliable and costly  
AN/SPS-48E microwave tube-based First- and 
Second-Stage Amplifier. This new unit consists of 
180 solid-state, radio-frequency amplifiers (RFA) 
installed in an architecture that provides redun-
dancy and allows for graceful degradation. This 
solid-state design was prototyped and tested in the 
late 1990s and provides a highly reliable and sta-
ble output for further amplification in subsequent 
stages of the transmitter. This new solid-state, sin-
gle-stage amplifier will substantially increase sys-
tem availability while significantly reducing 
transmitter maintenance time.

The second major modification is the new Re-
ceiver/Processor unit, which completely replaces 
three units from the SPS-48E System (the Receiv-
er, Processor, and Auxiliary Detection Processor 
units). This replacement results in an 87% reduc-
tion in unique lowest replaceable units (LRUs), re-
duces the number of RF cables from over 200 to 
just 33, and eliminates thousands of backplane 

Figure 1. AN/SPS-48E Radar Obsolescence, Cost, and Maintainability Problem Areas
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wires, resulting in a marked improvement in sys-
tem reliability and availability.

Through the use of redundant commercial off-
the-shelf (COTS) single-board computers host-
ed in an VMEBus VITA 41.3 architecture, the 
OA processor design will ensure the sustainment 
of the COTS-processor computing environment 
through a cost-effective tech-refresh program (see 
Figure 2). Maintainability and supportability im-
provements result from an improved maintenance 
system centered on a more comprehensive and in-
tuitive Built-In Test (BIT) function that is fully in-
tegrated with embedded technical data, job aids, 
and training.

Performance-Based Product 
Support Strategy

Although the AN/SPS-48G(V)1 system is 
designed to fulfill the AN/SPS-48E top-level 
performance requirements, the philosophy of sup-
portability is substantially different. For this system 
to be in service beyond 2030, the program applies 
new, innovative concepts into the design by devel-
oping a product support strategy that synchronizes 
traditional support elements into a performance-
based environment. Responding to policy guid-
ance OPNAVINST 1500.76, the AN/SPS-48G(V)1 
radar design reduces the number of organization-
al-level maintenance tasks and the time required to 

Figure 2. AN/SPS-48G(V)1 Radar System Hardware Modifications
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perform these tasks by 62%. The AN/SPS-48G(V)1 
employs a new Maintenance System that improves 
maintenance accuracy, reduces the time and cost 
to repair, and reduces the knowledge and skill level 
requirements to effectively perform maintenance.

The Maintenance System consists of an ex-
panded BIT function that includes:

•	 An embedded Diagnostician package
•	 An embedded Technical Integrated Digital 

Environment (TIDE)
•	 A Radar Display and Control Function 

(RDCF)
The improved fault-isolation accuracy of BIT, 

coupled with reduced system complexity, makes 
it possible to employ a performance-based main-
tenance strategy. The key paradigm shift to note 
is that the maintenance methodology focuses the 
shipboard technician on what, when, and how to 
perform system maintenance, not on understand-
ing volumes of technical information in order to 
maintain the system. The integrated maintenance 
system triad of BIT, TIDE, and RDCF creates, pri-
oritizes, and schedules maintenance sessions to 
perform all corrective and preventive maintenance 
actions. All of the procedural and technical infor-
mation necessary for the technician to perform 
the maintenance action is intuitively presented 
at the RDCF when the technician activates a ses-
sion. Using the established Distance Support net-
work, expert technicians ashore will assist with 
fault isolation when BIT cannot isolate the fault to 

one LRU or when the task is beyond the immedi-
ate knowledge and skill level of the onboard tech-
nician. The maintenance system components are 
depicted in Figure 3.

This new maintenance strategy also results in a 
significant reduction in the training requirements 
for the system. A Job Task Analysis was performed 
and identified the system-specific knowledge and 
skill gaps that are not satisfied by the existing ap-
prentice training pipeline and embedded Mainte-
nance System. To compensate for these knowledge 
and skill gaps, training for the SPS-48G technician 
includes 3 weeks of hands-on familiarization train-
ing to be taught at the Center for Surface Combat 
Systems facility at Dam Neck, Virginia.

Conclusion
Responding to the need for improvements in 

reliability, maintainability, and supportability, the 
ROAR program is a unique radar system that offers 
an OA-based system upgrade that decouples hard-
ware and software to allow for affordable future 
technology growth. The simplified design has suc-
cessfully implemented a methodology that reduces 
the number of maintenance-significant items and 
organizational-level maintenance tasks, as well as 
the knowledge, skills, and time required for ship-
board maintenance. These changes will drive the 
system to achieve and sustain an increased opera-
tional availability, while at the same time lowering 
its life-cycle costs.

Figure 3. AN/SPS-48G(V)1 Maintenance System Components

NIAPS: Navy Information Application Product Suite 
IDE: Integrated Digital Environment (IDE)
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Technical Authority and the Future of Radar
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Radar systems have been critical to the Surface 
Navy since the initial introduction of the CXAM 
radar installed on the battleship California; the air-
craft carrier Yorktown; and the heavy cruisers Pen-
sacola, Northampton, Chester, and Chicago in 1940. 
Since that initial introduction, radars have been 
expected to improve their functionality and per-
formance.  Performance has increased from basic 
detection of ships and aircraft for self-protection 
and gun fire control to the present requirements to 
detect and track maneuvering, sea-skimming mis-
siles, as well as the discrimination of lethal objects 
from ballistic missiles.  Radars have also evolved 
from stand-alone systems with raw video displays 
to being fully integrated in the fire-control loop and 
the force-level network of sensors able to provide 
situational awareness over hundreds of miles.  With 
this increased complexity comes the need for more 
rigorous systems engineering and coordination to 
ensure that the “system of systems” is properly inte-
grated, interoperable, and meets the functional and 
performance requirements.  

Defense Acquisition System 
Department of Defense (DoD)

DoD Instruction 5000.2 provides the policies 
and principles that guide all acquisition programs 
and defines a Systems Engineering Technical Re-
view (SETR) structure to balance performance and 
cost while managing risk.  Along with this basic 
systems engineering structure, the Systems Com-
mands (SYSCOM) have been entrusted with exe-
cution of the “Technical Authority,” which is the 
authority, responsibility, and accountability to es-
tablish, monitor, and approve technical standards, 
tools, and processes.  The goal is to employ consis-
tent, disciplined collaborative engineering process-
es that provide safe, reliable, effective, integrated, 
timely, and affordable systems.

Technical Authority Warrant
Virtual SYSCOM Engineering and Techni-

cal Authority Policy, VS-JI-22A, defines the engi-
neering and technical authority policy and actions 
needed to support program managers (PMs) and 
the fleet in providing best-value engineering and 
technical products.  The instruction defines the 
Technical Authority roles and responsibilities of 
the SYSCOM Commanders, the Deputy Warrant-
ing Officers, and the Technical Warrant Holders 
(TWHs).  VS-JI-22A lists the following responsi-
bilities of TWHs, organized by the seven compe-
tencies critical to being entrusted and empowered 
as a TWH.  
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1. Setting Technical Standards—Establish tech-
nical policy, standards, tools, requirements, 
and processes, including certification require-
ments.

2. Technical Area Expertise—Provide techni-
cal advice to the fleet, depot chief engineers, 
and other DoD customers.  Maintain technical 
expertise and interface with the Science and 
Technology (S&T) community.

3. Ensuring Safe and Reliable Operations—En-
sure that safety and reliability are properly ad-
dressed in technical documentation.  Ensure 
that products are in conformance with techni-
cal policy, standards and requirements.  Where 
they are not, identify options and ensure that 
risks are technically acceptable.

4. Systems Engineering Expertise—Ensure en-
gineering and technical products meet Navy 
needs and requirements, including interop-
erability.  Identify and evaluate technical al-
ternatives, determine which are technically 
acceptable, and perform risk and value assess-
ments. 

5. Judgment in Making Technical Decisions—
Provide leadership and accountability for 
all engineering and technical decision-mak-
ing.  Promote and facilitate communications 
to ensure that appropriate personnel and or-
ganizations are aware of, and are involved in, 
technical issues and technical decisions.

6. Stewardship of Engineering Capabilities—En-
sure that an appropriate engineering and tech-
nical authority support network is established 
for the warranted technical area and provide 
leadership for the support network.

7. Accountability and Technical Integrity— Ex-
ercise integrity and discipline to ensure the 
soundness of technical decisions.  Keep orga-
nizational Chain of Command informed of is-
sues and decisions.

NAVSEA has a long history with Hull, Ma-
chinery, and Electrical (HM&E)-related TWHs.  
However, VS-JI-22A defines six types of TWHs,  
including: Platform Design Managers, Chief Sys-
tems Engineers, Cost Engineering Managers, 
Technical Process Owners, Depot Chief Engineers, 
and Technical Area Experts (TAE).  Within the 
general category of TAE, there are several different 
competencies, including marine engineering, hu-
man systems, test and evaluation, and warfare sys-
tems.  SEA05 has designated a number TWHs to 
support the various warfare system elements, in-
cluding: guns, missiles, electronic warfare, electro-
optics, and radar.  

The scope of the Radar TWH includes the 
RDT&E, acquisition, and in-service support for 
all Surface Navy radars.  To fulfill these roles and 
responsibilities, the TWH must work with the 
various radar system PMs in all phases of radar 
development.  This is accomplished by maintain-
ing open lines of communications, participating in 
the various SETRs, and generally maintaining an 
awareness of the various radar-system design and 
support issues.  It is important to understand that 
TWHs in no way change the responsibilities of the 
Program Executive Offices (PEOs), Major PMs, 
or individual PMs.  The TWH is intended to be a 
partner and independent source of expertise and 
review to help provide the best and most cost-ef-
fective products to the warfighter.

Radar TWH Activities
It is a very active time for the Surface Navy  ra-

dar community, with systems in all stages of ac-
quisition.  The Radar TWH is not only involved in 
the development of radar systems, but also in the 
integration of those systems into combat systems 
and ships.  Primary TWH involvement occurs at 
the SETRs; however, when properly integrated, 
there are numerous other opportunities for the ra-
dar TWH and PMs to collaborate.  The following 
list will provide some insight into the scope and 
breadth of the Radar TWH role and support that 
has been provided: 

General Radar Analysis and Concept Definition
•	 Review of the radar requirements and con-

cepts for CG(X) and Future Surface Com-
batant

•	 Review of the Integrated Air and Missile De-
fense Layered Defense Study

•	 Assessment and monitoring of solid-state, 
high-power amplifiers and vacuum tube ra-
dio frequency (RF) source development

•	 Support for continued management of the 
Surface Navy Radar Roadmap

New Radar System Development
•	 Review and comment on the Air and Missile 

Defense Radar (AMDR) Capability Descrip-
tion Document

•	 Participate in contractual source selection 
•	 Serve as panel member on numerous reviews 

for Dual-Band Radar (DBR) and SPY-1 Mul-
timission Signal Processor

•	 Review and evaluate risk-mitigation activ-
ities associated with the DBR High-Power 
Module and radome development
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Combat System and Ship Integration
•	 Review of DDG 1000 Combat System simu-

lation strategy
•	 Assess and recommend for DBR integra-

tion with Battle Force Tactical Trainer for 
CVN 78

•	 Review of the improved sensor integration 
architecture and algorithms for the Amphib-
ious Improvement Program

•	 Review and recommend for TRS-3D radar 
performance analysis for the littoral combat 
ship (LCS)

Deployed System Support
•	 Investigation and analysis of root cause for 

Aegis SPY-1 radar adaptation data issues
•	 Investigation and study of operational radar 

and commercial system interference

Future Radar System Focus Areas
We are approaching the point where technol-

ogy is available to design a radar system that can 
satisfy almost any foreseeable performance re-
quirement: detection of missiles as they come over 
the horizon; detection, resolution, and identifica-
tion of threats at hundreds of miles; and accurately 
tracking and correlating maneuvering threats from 
multiple sensors to create a complete situational 
awareness over the entire theater.  However, that 
does not mean that S&T and systems engineering 
are not required.  There are still many critical prob-
lems that must be addressed that require broad 
community attention and coordination. 

One of the primary concerns for future sys-
tems is procurement cost.  Future radar systems 
are projected to cost hundreds of millions of dol-
lars to develop and an equivalent amount to pro-
cure one deployable system.  While these costs 
may be justified for major combatants, the Navy 
needs lower cost radar systems that can be af-
fordably developed, integrated, and installed on 
smaller ships.  Focus must be maintained on this 
objective as we develop the future AMDR so that 
both hardware and software components can be 
used to quickly and economically develop and 
build less-capable variants.

Another important aspect of reducing future 
costs is driven by system efficiency.  Historical-
ly radar systems have had to deal with significant 
transmit, receive, and processing losses.  To com-
pensate for these losses, radar designers increased 
transmit power or antenna size.  Modern phased-
array radar systems have gotten rid of most of these 
losses but now suffer from low-efficiency, high-

power modules.  The low module efficiency does 
not directly impact system performance; howev-
er, it does drive the size of the radar power sup-
plies and cooling systems and, therefore, impacts 
radar system weight, which—for very high-perfor-
mance radars—can become a significant driver for 
the overall ship’s power generation system.

Legacy and RF Systems
The above focus areas were concerned with 

new radar systems, but legacy systems also require 
S&T investment.  Many of the radar systems cur-
rently in the fleet will still be operational for more 
than 20 years.  Many of the components in these 
systems are already obsolete and will not be sup-
portable in the future.  There must be a coordinat-
ed effort to look across these radar systems, and 
develop replacement systems and support process-
es that are affordable and supportable for the pro-
jected operational life. 

Another focus area is applicable to all RF sys-
tems, not just radars.  The Navy has been a lead-
er in dealing with electromagnetic interference 
(EMI) and electromagnetic compatibility (EMC) 
given the close proximity of large numbers of RF 
systems.  In the past, the primary tool was simple 
spectrum coordination and management. Howev-
er, with most new major radar systems being de-
veloped at either 3 or 10 GHz, it will be difficult to 
solve EMI/EMC issues using this technique.  With 
the exponential growth in demand and reliance on 
wireless telecommunications, the RF spectrum is 
becoming increasingly crowded, especially in de-
veloping areas of the world.  This is compound-
ed for the Navy since a significant portion of the 
world’s population live in coastal areas.  Thus, there 
is an increasing demand and opportunity for S&T 
investment in spectral noise reduction, innovative 
spectrum sharing, and management techniques.

Summary
The future for radar systems presents many 

challenges.  These challenges go beyond the tra-
ditional pursuit of increased functionality and 
performance, and require rigorous systems engi-
neering and technology investments focused on 
solutions that benefit more than a singular radar 
system. The Technical Authority and the Radar 
TWHs play a pivotal role by providing an indepen-
dent review of individual system developments; es-
tablishing and coordinating standards, tools, and 
processes; and helping identify critical focus areas 
that will help develop, field, and support the radar 
systems that the Surface Navy needs.
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