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ABSTRACT

The analysis component of the National Centers for Environmental Prediction (NCEP) operational “early”
80-km eta model, as implemented in July 1993, is described. This optimum interpolation (OI) analysis is fully
multivariate for wind and geopotential height (univariate for specific humidity) and is performed directly on
the eta model’s vertical coordinate. Although the eta OI analysis and model performance has been generally
favorable when compared to the Limited-Area Fine Mesh Model (LFM) and the Nested Grid Model (NGM),
deficiencies in the eta OI analysis fields have been observed, especially near the surface.

A series of improvements to the eta Ol analysis is described. A refinement to the eta model orography, which
created a more realistic depiction of the model terrain, is also discussed along with the impact of these changes
on analysis and model performance. These changes were implemented in the early eta system in September
1994.

The operational configuration of the new mesoscale (29 km) eta model system is introduced, consisting of a
mesoscale eta-based data assimilation system (EDAS) and the mesoscale forecast. An example of an analysis
produced by the mesoscale EDAS is presented for comparison with the operational 80-km eta Ol analysis. A

brief description of more recent changes to the early eta system are also described.

-

1. Introduction

The primary effort in regional and mesoscale mod-
eling at the National Centers for Environmental Pre-
diction (NCEP) is focused on the development of the
eta model. The initial work at the NCEP concentrated
on extensive testing of the eta model at 80-km hori-
zontal resolution to refine model physics. The culmi-
nation of this effort was the implementation of a syn-
optic-scale version of the eta model with 80-km hori-
zontal resolution and 38 vertical layers in June 1993,
replacing the Limited Area Fine-mesh Model (LFM)
in providing early forecast guidance over North Amer-
ica (Black et al. 1993). The so-called “early” eta model
run uses initial conditions obtained from a regional
optimum interpolation (ROI) analysis done on the eta
vertical coordinate, using a 6-h forecast of the NCEP
global spectral model from the Global Data Assimi-
lation System (GDAS: Kanamitsu et al. 1991) as a first
guess, with boundary conditions obtained from the
previous aviation run of the NCEP global spectral
model.

This paper describes the ROI analysis package as
used in the operational early eta system from June
1993-June 1995. A brief description of the eta model
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is given in section 2 and the original analysis system
implemented in June 1993 will be described in section
3. Results from the original system are shown in section
4, and changes prompted by these findings imple-
mented in September 1994 will be discussed in section
5. A discussion of an intermittent eta-based data as-
similation system follows in section 6. A brief descrip-
tion of more recent changes to the early eta system
implemented in September 1995 is given in section 7.

2. Eta model description

. The eta coordinate as defined by Mesinger (1984)
is a generalization of the terrain-following sigma co-
ordinate. Although both sigma and eta coordinates are
pressure-based and normalized from O to 1, eta is nor-
malized with respect to sea level pressure instead of
the surface pressure normalization used in the sigma
framework. The resultant eta surfaces tend to be quasi-
horizontal, thus eliminating errors in the pressure gra-
dient force computation over steeply sloped terrain in
sigma coordinates (Mesinger and Black 1992). A con-
sequence of the eta model vertical structure is that the
model orography is configured in the shape of discrete
steps. As seen in Fig. 1, the top of each step coincides
exactly with a model interface. The step mountains are
computed based on the “silhouette” orography method
(Mesinger and Collins 1987) so that their heights are
maximized based upon the input 10-min surface ele-
vation data (Joseph 1980).
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FiG. 1. Idealized vertical cross section of the eta model’s step
mountains. Here “T” indicates a mass variable within each grid box,
while “U” represents both horizontal wind components. The circled
“U” on the sides of the steps indicate points at which the horizontal
wind components are set to zero at all times. Term p; is the surface
pressure.

The horizontal domain of the operational 80-km eta
model grid is shown in Fig. 2. The eta model employs
a semistaggered Arakawa e-grid (Arakawa and Lamb
1977) in which wind points are adjacent to mass points,
as depicted in Fig. 1. The eta model grid is configured
in a rotated latitude-longitude framework. This co-
ordinate system is created by rotating the earth’s entire
geographic latitude-longitude grid so that the intersec-
tion of the equator and the prime meridian is placed
over the center of the forecast area. Each grid box con-
sists of a mass point surrounded by four velocity points,
all of which lie along parallels of rotated latitude-lon-
gitude.

Table 1 summarizes model numerics and physics
for the operational 80-km configuration. Specific details
on eta model dynamics and physical parameterizations
can be found in Black (1988, 1994), Janjic (1990,
1994), Mesinger et al. (1988), and Gerrity et al.
(1994).

3. Regional eta OI analysis-—June 1993 version

The method used to provide initial conditions to the
early eta run is a generalization of the ROI analysis
(DiMego 1988) used in the original configuration of
the Regional Analysis and Forecast System (RAFS:
Hoke et al. 1989). Initially, a first guess at 0000 or
1200 UTC is provided by a 6-h forecast from the
GDAS. The 6-h forecast spectral coefficients (currently
T126 resolution, 28 sigma layers) are transformed onto
a latitude-longitude grid whose domain covers the 80-
km eta model grid depicted in Fig. 2. This grid contains
295 X 120 grid points with a horizontal resolution of
0.75° latitude-longitude. Such resolution is much
greater than the observational density over oceanic and
polar regions. Thus, to reduce computing costs, the
ROI analysis is performed on a thinned grid, for which
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80 KM ETA DOMAIN (82 X 141)

)

FI1G. 2. The horizontal area and grid points
of the operational 80-km eta model grid.

the resolution remains 0.75° over the contiguous
United States but is increased to about 2.0° elsewhere.
To minimize surface pressure errors and inconsisten-
cies between the global spectral model terrain (which
is also derived from the 10-min surface elevation data
used by the eta model) and the step mountains, the
orography on the analysis grid is precomputed using
the discretization procedure described in section 2a.
After the spectral to grid transformation, the GDAS
forecast is vertically interpolated to the eta model layers.

The procedure for processing observations for inges-
tion into the early eta ROI analysis is identical to the
process described by DiMego (1988) for the RAFS,
except that the time window for data acceptance for
the early eta analysis is 45 min earlier (2100-0115 UTC
for the 0000 UTC analysis, 0900-1315 UTC for the

TABLE 1. 80-km eta model numerics—physics.

Numerics

e 80-km horizontal resolution, 38 vertical layers, pressure at
model top = 50 mb

o Fundamental model time step = 200 s

o Semistaggered Arakawa e-grid

» Silhouette orography in step mountain form

o Split-explicit time differencing scheme

Physics

e Modified Betts—Miller (1986) convective adjustment scheme for
deep and shallow convection

o Mellor-Yamada (1974, 1982) level 2.5 model for free
atmosphere vertical turbulent exchange; Mellor-Yamada level
2.0 model near ground

o GFDL radiation scheme: Lacis and Hanson (1974) (short wave);
Fels and Schwarztkopf (1975) (long wave)

® Viscous sublayer over water (Liu et al. 1979; Mangarella et al.
1973)
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FiG. 3. Grid to rawinsonde root-mean-square errors for the 00-,
24-, and 48-h early eta and RAFS forecasts of geopotential height
for the period 1-20 January 1994,

1200 UTC analysis) than that for the RAFS. The im-
pact of the earlier cutoff time on the observation counts
(not shown) is small, manifested by less rawinsonde
data above 100 mb and 10%-20% less aircraft data,
primarily outside the United States. All available mul-
tilevel (rawinsondes, wind profilers, etc.) and surface
observations are used. After all data preprocessing is
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completed, rawinsonde height and temperature data
are subjected to “‘complex” hydrostatic quality control
(Collins and Gandin 1992; Gandin et al. 1993).

After the GDAS first guess is transformed from
spectral to grid space, it is interpolated to each obser-
vation location. This interpolation is quadratic in In p
for heights and linear in In p for wind and specific
humidity. The observed increments are then computed
(observation minus first guess); this quantity represents
the observed correction to the first guess. The observed
increments are then passed to an optimum interpola-
tion-based data quality control (OIQC) algorithm
‘(Woollen 1991). The OIQC acts to remove obviously
erroneous observations that are the result of instru-
mental, human, or communications errors and to re-
move unrepresentative reports that may be meteoro-
logically correct but depict scales that are not resolvable
by the analysis—forecast system.

Following the OIQC algorithm, the ROI analysis of
the observed increments is performed on the analysis
grid. This analysis is basically the system described by
DiMego (1988), except that the analysis is performed
on the eta vertical coordinate. The analysis is multi-
variate in geopotential height and wind and univariate
in specific humidity. A preliminary univariate 1000-
mb height analysis is performed, from which temper-
ature profiles from polar-orbiting satellites are pro-
cessed into profiles of geopotential thickness. The
geostrophic coupling of height and wind increments is
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FIG. 4. Equxtable threat skill scores for precipitation forecasts (all periods) of the early eta model and Nested Grid Model (RAFS)
for (a) September 1993-February 1994 and (b) March-August 1994.
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FIG. 5. Same as Fig. 4 but for bias scores.

relaxed in the lower layers to account for ageostrophic
frictional effects near the surface. Up to 30 geopotential
height and/or wind observed increments within a three
dimensional volume around an analysis grid point are
chosen to compute the correction to the first guess, of
which up to 20 are obtained from multilevel data and
the remaining amount allocated to single-level obser-
vations. Thus, the analyzed value of z, u, or v is the
sum of the first guess and a summation of the weighted
corrections to the first guess based on the observed in-
crements. The ROI analysis produces consistent height
corrections at the top and bottom of each layer by forc-
ing the data selection at the top and bottom to be the
same (DiMego et al. 1992). This procedure acts to
reduce noise in the temperature field derived from the
ROI analysis.

For the univariate moisture analysis, up to 10 specific
humidity increments within the grid volume are cho-
sen. Anisotropic weighting of the moisture increments
is done, dependent on the wind speed, wind direction,
and vertical stability. After all analysis corrections are
computed, the analysis fields on the thinned grid are
interpolated back to the full analysis grid and then
added to the first guess.

4. Performance of the early eta system

a. Early eta versus LFM

Black et al. (1993) provided a brief description of
the eta model and its analysis along with results from

a battery of objective verification scores, a summary
of which follows. Forecast performance of the early
eta system and the LFM for March 1993 (using the
RAFS analysis for verification) was evaluated using
the following objective scores: correlation coefficient,
S1 score, 12-h tendency correlation and tendency S1
(defined in the appendix ) for the parameters of lifted
index, relative humidity, height, temperature, wind
speed, and vorticity. In an overwhelming majority of
cases, the early eta scored higher than the LFM. Fore-
cast versus rawinsonde verifications were computed
for a 35-day period in Spring 1993. For verification
against rawinsondes, the forecast fields are interpo-
lated bilinearly to the rawinsonde locations, using
model fields and observations on mandatory pressure
levels. Bias statistics, while generally favoring the early
eta over the LFM, also indicated the following: 1000-
mb early eta specific humidity forecasts were too high
(0.5 gkg™!) and temperatures were too low (1.5°-
2.0°C); low-level wind speeds were too strong; mid-
level heights were too low—a result of temperatures
being too low in the lower troposphere. Jet stream
winds were too weak, as usual, but only one-half as
much as in the LFM. Standard deviation results for
specific humidity, height, temperature, and wind were
universally favorable to the early eta system. Root-
mean-square (rms) errors at 48-h for the same vari-
ables in the early eta were at the same level as the
12-h errors in the LFM—a full day and a half advan-
tage at all levels.
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FiG. 6. Observed surface temperatures (°C)
at 1200 UTC 9 February 1994.

Verification of 24-h precipitation amounts showed
a clear advantage for the early eta model over the LFM
during the warm season. Cold season (March 1993)
performance favored the LFM only in the rain-no-
rain category—since extremely high biases at the larger
amounts were present in the LFM statistics. Overall,
the early eta precipitation forecasts have little or no
bias in either warm or cold seasons.

b. Early eta versus RAFS

Another measure of eta model performance is the
comparison with the Nested Grid Model (NGM),
which is the forecast model component of the RAFS.
Whereas the early eta was universally superior to the
LFM in all categories of comparison to the rawinsonde
data, it is not always the clear winner versus the RAFS.
Verification of RAFS and early eta geopotential height
forecasts against rawinsonde data for 1-20 January
1994 (Fig. 3) reveal that the rms errors of the RAFS
analysis was about 20% lower than the early eta analysis
throughout most of the troposphere. By 24 hours, the
carly eta forecast rms errors were smaller than the
RAFS errors, a trend that continued through 48 hours.
Since the RAFS analysis is the result of a 12-h data
assimilation using the NGM with 3-h analysis updates,
it takes full advantage of the asynoptic observations
over North America, including aircraft and wind pro-
filer data. The first guess for the early eta system is
obtained from a 6-h forecast of the coarser horizontal
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resolution (T126, approximately 105 km) NCEP global
spectral model, produced by the 6-h intermittent
GDAS. Thus, the RAFS analysis has some distinct ad-
vantages over the early eta analysis. Since the early eta
rms height errors were lower than the RAFS scores by
24-h, it is clear that the eta model was able to overcome
this initial disadvantage. Such findings have served as
an impetus for NMC to develop an eta-based regional
data assimilation system, which will be discussed in
section 6.

A comparison of the Equitable Threat Score [ETS:
called skill-corrected Critical Success Index in Schaefer
(1990); defined in the appendix ] of 24-h accumulated
precipitation for all forecast periods of the early eta
and the RAFS for September 1993 to February 1994
and March to August 1994 is presented in Fig, 4. As
with the early eta-LFM comparison ( Black et al. 1993,
not shown), the early eta is superior to the RAFS at
all thresholds. The bias scores for the same two periods
(Fig. 5) reveal that the RAFS has a steady reduction
in bias score with increasing threshold amount. The
early eta bias scores for both seasons remained nearer
to 1.0 than the RAFS scores at thresholds <1.00 in.
These results are consistent with those reported by
Mesinger et al. (1995), who state that the use of the
eta vertical coordinate and the discretization of the
model orography contributes to the ability of the eta
model to be more skillful in precipitation forecasting

FIG. 7. Post-processed 2-m (shelter) temperature from the early
eta analysis valid 1200 UTC 9 February 1994. Contour interval
= 3°C. Location of Dulles Airport, Sterling, Virginia (IAD), is noted
with a “+”.



DECEMBER 1995 NCEP

42N

NOTES 815

41N

40N 4

38N 1

38N 1

37N

36N 1

35N T~

34N 4

33N 1

32N

83W 82W B8IW  80W 79w  T7BW  T7W

76W  75W 74w 73W 728 71w 70W  69W

F1G. 8. Location of observations (denoted by the “0”) used in the early eta lowest model layer
height analysis valid 1200 UTC 9 February 1994.

than the NGM, which uses a sigma coordinate system.
To prove this point, Mesinger et al. tested the eta model
in “sigma” mode, in which the model was run with a
terrain-following sigma coordinate. The sigma eta
forecasts produced lower ETS than the early eta, al-
though better ETS than the NGM and the NCEP global
spectral model. These results suggest that both the use
of step mountains and the eta model physics led to
better precipitation forecasts.

¢. Analysis example: 1200 UTC 9 February 1994

Forecasters in the NCEP’s Meteorological Opera-
tions Division, in addition to their assigned duties, fre-
quently provide feedback to NCEP Development Di-
vision staff on analysis and model performance.
Through this feedback, problems with the early eta
analysis were discovered, an example of which is the
1200 UTC 9 February 1994 case. The observed surface
temperatures (Fig. 6) depict a typical cold season pat-
tern over the mid-Atlantic states, with cold air dammed
up east of the Appalachian mountains over Maryland,
eastern Virginia, and Pennsylvania. Warmer air is ob-
served over southwestern Virginia, West Virginia, and
southwest Pennsylvania. The post-processed 2-m
(shelter) temperature from the early eta analysis (Fig.
7) fails to capture the cool pool of air over cen-
tral Maryland and Virginia, with analyzed errors
up to 10°C.

Further investigation of this case highlighted several
deficiencies in the analysis package originally imple-
mented with the early eta system, especially in the use
of surface observations. Figure 8 shows the stations
chosen by the early eta ROI selection algorithm for the
lowest model-layer height analysis at the grid point
closest to Dulles Airport, Sterling, Virginia (IAD),
which reported a surface temperature of —1°C (Fig.
6). Instead of using IAD and adjacent observations,
the selection algorithm in the ROI analysis chose sta-
tions primarily in the warmer air to the south and east
of IAD. Two obvious problems with the surface analysis
and model terrain became apparent.

1) To avoid problems with the update of surface
pressure in the ROI analysis, surface observations lo-
cated below the model terrain were excluded from the
analysis when it was first implemented. These problems
were later fixed, but the surface data switch in the anal-
ysis was not changed.

2) The silhouette orography algorithm does not
produce terrain that accurately reflects the topography
gradient near local maxima. For example, the model
grid point closest to IAD, with an elevation of 85 m,
was located on the fifth step above sea level, with model
elevation of about 270 m. The grid point closest to
Washington National Airport (DCA), at 5 m above
sea level, was located at the fourth step above sea level,
a model elevation of 180 m.
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ETA TOPOGRAPHY (OLD, CINT=250) ETA TOPOGRAPHY (OLD, CINT=100)

\\
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FIG. 9. Surface height (m) from the original 80-km eta model orography (OLD) over (a) the western United States (contour interval = 250
m), and (b) the eastern United States (contour interval = 100 m). Surface height difference between the original silhouette orography and
the new silhouette-mean orography (OLD-NEW) over (c) the western United States (contour interval = 50 m), and (d) eastern United
States (contour interval = 25 m). :
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FIG. 10. Same as Fig. 8 but for the ETAY analysis valid 1200
UTC 9 February 1994.

Based on these findings, a series of changes to the
eta model orography formulation and to the eta ROI
analysis were done. This system, designated internally_
as ETAY, was tested in parallel to the operational early
eta system from March~August 1994, Details on these
changes and their impact on analysis and model per-
formance are discussed below.

5. Changes to the early eta system—September
1994

a. Orography change

To partially alleviate the terrain problem discussed
above, the silhouette mountains were replaced with
“silhouette-mean” mountains (Mesinger 1994, per-
sonal communication ). This method still employs the

TABLE 2. Coeflicients that define the width of the horizontal and
vertical correlation functions for mass and wind.

Early eta ETAY

Level k(1076 km™2) k, k(1076 km™2) ky
1 4.065 9 7.3912 12

2 4.065 9 6.775* 12

3 3.695 9 5.5432 12

4 3.325 9 4.927* 12

5 3.080 9 4.680° 12
6-36 2.956 9 4435 12
37 2.463 9 2.956 12
38 1.970 9 1.970 12

® Applied to the analysis levels 1-5 above ground over entire grid.

silhouette methodology, but at land points where the
observed topography is concave (e.g., a valley) the sil-
houette elevation is replaced by the average elevation.
The impact of this change is to enhance the model
surface height gradient in regions adjacent to local

FiG. 11. Same as Fig. 7 but for the ETAY analysis valid 1200
UTC 9 February 1994.
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F1G. 12. Differences of the early eta and ETAY verification scores at the indicated pressure levels. At each pressure level: the differences
are plotted for 00-, 12-, 24-, 36-, and 48-h forecasts (left to right within each score); for S1 score correlation coefficient, tendency S1 score,
and tendency correlation coefficient (left to right within each variable); for height, temperature, vorticity, and wind speed. Positive numbers

indicate a better score for the ETAY versus the early eta system.

maxima, as shown in the original model terrain (OLD)
and terrain difference field (OLD-NEW) for the east-
ern and western United States in Fig. 9. The greatest
impact is seen in the western United States adjacent
to terrain maxima (Sierra Nevada range, Colorado,
Wasatch range near Salt Lake City), with elevations
lowered by as much as 350 m. Smaller but still signif-
icant changes in model elevation are seen in the eastern
United States, with the model terrain in northern Vir-
ginia near IAD lowered by 25-75 m.

b. Analysis changes

In addition to the new model terrain specification,
a series of changes to the eta ROI analysis algorithm
were made, as summarized below. '

1) The OI analysis is now performed directly on the
eta model grid, thus eliminating the latitude-longitude
analysis grid and interpolation errors between the two
grids.

2) Observations that have a surface pressure up to
25 mb greater than the surface pressure of the model
terrain are included in the analysis.

3) To better couple the surface observations with
the lowest model layer, a 10-mb thick “mini-profile”
is constructed from the surface observation, where the
surface virtual temperature increment is used to pro-
duce a thickness increment.

4) The coeflicients that define the width of the hor-
izontal (k) and vertical (k,) forecast error correlation
functions for mass, wind, and moisture were increased,
with the largest increase in the lowest model layers
[Table 2; compare to Table 1 in DiMego (1988)]. The
impact of this change in the OI algorithm is to give
more weight to observations in closer proximity to the
analysis grid point than was done previously. In the
original early eta Ol algorithm, the values of k; in Table
2 were not adjusted for the location of the surface, an
error that was changed in the ETAY system. In the
original formulation, if the surface was located on
analysis level 4, the OI algorithm would use k;, = 3.325
X 1078 km™2. In the ETAY system, the OI algorithm
will use the value intended for the lowest analysis level,
ky=1.391 X 10~¢ km™2. The analysis on level 5 would
now employ the value intended for the second layer
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FiG. 12. (Continued)

above ground, k;, = 6.775 X 107% km™2, instead of k;,
= 3,080 X 107¢ km™2, and so on up to the fifth level
above ground, after which the numbers in Table 2 are
used directly.

5) The geostrophic coupling of wind increments
with height increments was increased in ail but the
four bottom model layers. This change retains the fric-
tional effects in the lowest layers but increases the in-
fluence of wind increments on the geopotential height
analysis (and visa versa) in the middle and upper tro-
posphere. The adjustment applied in item 4 above was
also applied to the coefficients that control geostrophic
coupling of the increments.

¢. Impact—1200 UTC 9 February 1994 case

The impact of these changes are apparent in the sta-
tions selected for the lowest model layer height analysis
near IAD (Fig. 10) using the new terrain and analysis
package. Unlike the early eta analysis (Fig. 8), the
ETAY analysis used both the DCA and IAD obser-
vations. Those stations located at a considerable dis-
tance from IAD were given less weight than in the early
eta analysis. The post-processed 2-m temperature from

the 1200 UTC 9 February 1994 ETAY analysis (Fig.
11) is about 1°-2°C cooler than the early eta analysis
over northern Virginia, although the cool pool over
central Maryland is not depicted in the ETAY analysis.
With 38 vertical layers, the eta ROI analysis should
have sufficient vertical resolution to resolve shallow
features, such as cold-air damming events. However,
the lower-resolution first guess from the GDAS (T126,
28 layers) may not have been able to capture the feature
in enough detail. Given the minor improvement in
analyzed shelter temperature seen in the ETAY anal-
ysis, it appears that the changes tested in the ETAY
system, while positive, are insufficient to capture the
details of the low-level temperature field in this case.

d. Objective verification—May 1994

The verification score differences between the early
eta and the ETAY for height, temperature, wind speed,
and vorticity are shown in Fig. 12, with the RAFS
analysis used for verification. These scores are identical
to those computed for the early eta-LFM comparison
(Black et al. 1993) discussed in section 4a. A positive
difference indicates a higher score or correlation coef-
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Equitable Threat — All Periods
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FIG. 14. Equitable threat skill scores for precipitation forecasts (all
periods) from the early eta and ETAY systems for 4-18 May 1994,

ficient for the ETAY. Figure 12 demonstrates that the
ETAY scores are better then the early eta scores in the
vast majority of comparisons.

The analysis and 24-h forecast early eta-ETAY ver-
sus rawinsonde rms error scores for height, tempera-
ture, and vector wind are presented in Fig. 13. Only
rawinsondes over the contiguous United States were
used. The analysis height data shows that the combined
analysis-terrain changes in the ETAY runs resulted in
reduced rms errors at all levels below 100 mb, while
the analysis vector wind and temperature scores from
the ETAY are better in the lower and midtroposphere
but slightly higher than the early eta in the upper tro-
posphere. In general, the analysis patterns in the fit to
the rawinsondes was carried over into the 24-h fore-
casts, although the rms error differences between the
ETAY and early eta were reduced. Since the primary
source of high density upper-level wind information is
from aircraft data, it appears that the strengthened
geostrophic coupling of the wind and height increments
in the ETAY test had the anticipated effect of improv-
ing the wind analysis and favorably affecting the geo-
potential height analysis. The trend toward lower rms
errors in the ETAY analysis also extended below 850
mb, indicating the positive effects of the treatment of
the surface in the ETAY analysis. The reasons for the
slight worsening of the ETAY analysis fit to the rawin-
sonde temperature and wind data in the middle and
upper troposphere are not clear, but it is possible that
the geostrophic coupling of height-wind increments is
in need of further adjusting in the ROI algorithm.
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Nonetheless, the improvement in the fit of the 24-h
forecasts to the rawinsonde data in the ETAY system
shows that the analysis—terrain changes were beneficial.

The precipitation ETS for 4-18 May 1994 (Fig. 14)
reveals that the ETAY was incrementally better than
the early eta for all forecast periods and thresholds ex-
cept at the rain-no-rain threshold, where the early eta
was slightly better. The bias statistics for the same pe-
riod (Fig. 15) show a marginal decrease in the ETAY
bias score versus the early eta forecast, especially at
thresholds above 0.5 inches.

6. The Eta Data Assimilation System

Although the changes to the early eta system as de-
scribed in section 5 produced incremental improve-
ment in analysis and model performance, the early eta
versus RAFS grid to observation verification compar-
ison shown in Fig. 3 suggests that the use of a regional
data assimilation system is important to produce anal-
yses which more closely fit the observations. If the re-
gional system has more frequent analysis updates (<3
h), it will be able to assimilate high frequency obser-
vations (such as wind profilers) in a more timely man-
ner than a global model-based system like the GDAS,
which uses a 6-h analysis update cycle.

The NCEP has developed the Eta Data Assimilation
System (EDAS), which is analogous to the intermittent
Regional Data Assimilation System (RDAS: DiMego
et al. 1992) used to initialize the NGM. The chart
shown in Fig. 16 compares the analysis cycle in the
original early eta system and one using the EDAS. The

Bias sum of all forecasts

BIAS SCORE

00 B I I IR N L1

0.01 0.10 0.25 0.50 0.75 1.00 1.50 2.00
15831 9425 5193 2408 1244 643 191 66

)
TOTAL 0BS PTS ETA 80 KM GRID

FIG. 15. Same as Fig. 14 but for bias scores.
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FIG. 16. Schematic comparison of the static Ol analysis used in the original early eta system
and the intermittent eta data assimilation system.

EDAS consists of a series of 3-h analysis—forecast cycles,
initiated using a 6-h forecast from the GDAS. The 3-
h analysis updates are repeated until an analysis is ob-
tained from which a 48-h eta model forecast can be
started. As in the RDAS, the 3-h analysis updates allow
for the use of high frequency observations such as air-
craft data in a more timely manner than the GDAS.
The use of the a regional or mesoscale model during
the assimilation will produce a more consistent first
guess and helps in improving skill in forecasting pre-
cipitation (Rogers et al. 1995).

1200 UTC 9 February 1994 case

The ability of the EDAS to improve eta model initial
conditions is evident from the two analyses valid at
1200 UTC 9 February 1994, depicted in Fig. 17. These
EDAS analyses, performed at 80 and 29 km, respec-
tively, were produced using the 12-h data assimilation
cycle depicted in Fig. 16. The 2-m temperature from
the 80-km EDAS analysis is a considerable improve-
ment over both the early eta (Fig. 7) and ETAY anal-
yses (Fig. 11). Instead of the west—east-oriented tem-
perature field in the static analyses, the 80-km EDAS
was able to capture the cooler air over central Mary-
land, northern Virginia, and eastern Pennsylvania. The
80-km EDAS failed to reproduce the southern exten-
sion of the cooler air into southeastern Virginia. The
analysis produced by a 29-km EDAS extended the
cooler air farther south along the Virginia coast but
produced temperatures 4°-6°C too low over the
Washington, D.C. area.

Since the 29-km EDAS described above used the
same analysis parameters as the 80-km EDAS, it

seemed prudent to attempt an experiment with the 29-
km EDAS in which the analysis parameters were tuned
to account for the higher-resolution analysis. In this
test, the horizontal correlation factors in the ROI al-
gorithm were increased by a factor of two above the
80-km values used in the ETAY and 80-km EDAS
analyses. The analysis employing this change (Fig. 18)
increased the temperatures near IAD to —3°C, still too
low but an improvement over the control 29-km EDAS
and much closer to the observed pattern than the early
eta and ETAY analyses. While this sharpening of the
correlations was a one-time test not supported by any
longer-term statistical evidence, it does show that the
eta OI analysis can be tuned to produce improved me-
soscale analyses.

7. Summary

The OI analysis package used to create initial con-
ditions for the NCEP operational “early” eta model
has been described. Although the quantitative statistics
show that the eta model is superior to the LFM (Black
et al. 1993) and produces better precipitation forecasts
than the NGM, deficiencies were found in the analysis
component of the operational eta system, especially in
the treatment of surface observations and in the model
orography algorithm. Changes to alleviate these prob-
lems led to a better definition of the model orography
and a more realistic treatment of surface data. These
changes generally produced small positive impact on
model performance during parallel testing, with the
greatest impact observed in the analysis of low-level
parameters. Based on these findings, these changes were
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a) 80 KM EDAS
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b) 29 KMEDAS

FiG. 17. Same as Fig. 7 but from (a) the 80-km EDAS analysis and (b) the 29-km EDAS
analysis valid 1200 UTC 9 February 1994.

implemented into the operational early eta model at
1200 UTC 7 September 1994,

The NCEP is now undertaking accelerated devel-
opment of a mesoscale version of the eta model (Black
1994), concurrently with the development of a me-
soscale eta-based intermittent data-assimilation system.
The mesoscale eta model incorporates recent enhance-

FI1G. 18. Same as Fig. 17 but from the 29-km EDAS analysis with
enhanced horizontal correlation factors for wind, height, and specific
humidity.

ments of the model physics, such as the use of an ex-
plicit cloud prediction scheme (Zhao and Black 1994).
The purpose of this work is to produce operational
mesoscale forecasts over the contiguous United States,
initially twice a day and perhaps increased to four times
a day by late 1995 or 1996. Toward that end, the NCEP
has performed twice-daily experimental forecasts of the
mesoscale eta model at 29-km grid over the contiguous
United States with 50 vertical levels since April 1995.
Initial conditions for this run are obtained from a 3-h
“mini” EDAS initiated at 0000-1200 UTC from a
GDAS first guess. The 3-h forecast from 0000-1200
UTC is used as background for the 0300-1500 UTC
eta OI analysis, data for which will be obtained pri-
marily from surface, wind profiler, and aircraft reports.
After the 0300~1500 UTC analysis is completed, a 33-
h mesoscale eta forecast is performed. After the eval-
uation of the performance of the mesoscale eta model
performed during the spring of 1995, the mesoscale eta
model and data assimilation system was operationally
implemented at the NCEP in August 1995. The NCEP
note describing the operational mesoscale eta system
in detail will be published in the near future in this
journal. .
In addition to the mesoscale eta system, the NCE

has incorporated all the analysis—-model enhancements
developed for the mesoscale version into the early eta
system. This upgrade allows the NCEP to improve early
eta guidance for operational forecasters and simplifies
eta model maintenance. Since the NCEP is committed
to providing mesoscale forecasts for Alaska (which is
outside of the 29-km eta model domain), an increase
in resolution has accompanied the upgrade of the ver-
sion of the model used in the early eta system. This
upgrade, ' operationally implemented in September
1995, consists of three major components:
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1) an increase in horizontal resolution from 80 to
48 km (number of vertical levels will remain set to
38);

2) all improvements to the eta model physical
package (e.g., the cloud prediction scheme) developed
for the mesoscale eta model are used;

3) a 12-h EDAS cycle with 3-h analysis updates at
48-km resolution replaces the static OI analysis used
to provide initial conditions to the early eta model.

A description of each upgrade component, along
with the impact of the full upgrade package on early
eta performance (Rogers et al. 1995) will be the subject
of an upcoming NCEP note in this journal.
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APPENDIX
Definition of Objective Verification Scores

a. Precipitation: Equitable threat score and bias
score

The equitable threat score (ETS) and bias score are
defined as

) H-~-CH . . _F

S~ rvo-m-cn P70

where F is the number of forecast points above a
threshold, O is the number of observed points above
a threshold, H is the number of hits above a threshold,
and CH is the expected number of hits in a random
forecast of F points for O observed points, which is
equal to

(A1)

FXO0
NUM’
where NUM is the number of points in the verification

domain. Whereas the simple threat score is thé quotient
of the intersection of the observed and forecast areas

CH = (A2)

FORECASTING " VOLUME 10

of precipitation (“hits”) divided by the union of these
areas, the equations for ETS replaces the number of
hits in the original formulation with the number of hits
above the expected number when forecasting at ran-
dom. The ETS has a similar range and interpretation
as the simple threat score (ETS = 1 for a perfect fore-
cast).

b. Grid to station verification scores

The S1 score (Teweles and Wobus 1954) verifies
forecast gradients of a field against the observed gra-
dients of the field. Here S1 is expressed as :

|ERR |
|GRAD/|’

where |ERR | is the sum of the magnitudes of the fore-
cast error in the gradient component in each direction
and |GRAD)] is the sum of the magnitudes of either
the forecast or observed gradient component, which-
ever is larger. Although normally expressed in percent
(%), we choose to express S1 as

__[ERR|
|GRAD|’

Term S1 will then have a similar range (1.0-0.0) and
interpretation (1.0 = perfect forecast) as a correlation
coefficient. v

The field correlation coeflicient is the correlation of
the forecast with the verifying analyses. The tendency
correlation coefficient correlates the 12-h forecast
change with the observed change. The tendency S1
score verifies gradients in the 12-h change field. For
these four scores a perfect forecast would achieve a
score of 1; therefore, a bigger score is better.

S1 =100 (A3)

S1 = (A4)
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