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Abstract

We present a detailed analysis of K-shell emission from laser-produced rapidly-

expanding aluminum plasmas.  This work forms part of a series of experiments

performed at the Vulcan laser facility of the Rutherford Appleton Laboratory, UK. 1-D

planar expansion was obtained by over-illuminating Al-microdot targets supported on CH

plastic foils.  The small size of the Al-plasma ensured high spatial and frequency

resolution of the spectra, obtained with a single crystal spectrometer, two vertical

dispersion variant double crystal spectrometers, and a vertical dispersion variant Johann

Spectrometer.  The hydrody2namic properties of the plasma were measured
independently by spatially and temporally resolved Thomson scattering, utilizing a 4ω
probe beam. This enabled sub- and super- critical densities to be probed relative to the 1ω
heater beams.  The deduced plasma hydrodynamic conditions are compared with those

generated from the 1-D hydro-code Medusa, and the significant differences found in the

electron temperature discussed.  Synthetic spectra generated from the detailed term

collisional radiative non-LTE atomic physics code Fly are compared with the

experimental spectra for the measured hydrodynamic parameters, and for those taken

from Medusa. Excellent agreement is only found for both the H- and He-like Al series

when careful account is taken of the temporal evolution of the electron temperature.

______________________________________________________________________________________

1. Introduction

The work presented here forms part of an ongoing project aimed at studying the effects of

velocity gradients on the ionization balance, and spectral emission from, laser produced

plasmas.  Previous work has shown the necessity of taking into account the velocity

gradient when calculating the spectral emission from optically thick lines[1-4].  More

recent work has concentrated on laser produced aluminum plasmas, and specifically on
the line shape of the Ly-α transition[5-8] from hydrogenic ions.  For a static hydrogenic

Al-plasma the doublet nature of the n=2 energy level is reflected in a doublet line shape,

with a 2-1 intensity ratio between the emission from the 2p3/2 and 2p1/2 to the 1s1/2 ground

state transitions.  The effect of the velocity gradient on this transition was studied in

detail in cylindrical geometry by Patel et al[8].  They observed a single emitted line

rather than a doublet, when observing along the plasma expansion direction.  They used
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1-D hydrocode simulations and a relatively simple radiation transfer routine to model the
Ly-α emission.  Good agreement was found between the experiment and simulations,

enabling the pertinent physical effects to be highlighted.  The emission profile of the

2p3/2-1s1/2 transition, when emitted from the slowly moving plasma region close to the

target surface, was Doppler shifted into resonance with the absorption profile of the

2p3/2-1s1/2 transition further out in the plasma where the plasma velocity was much higher.

Simulations also showed that the single line recorded was therefore emitted primarily by

the supposedly weaker 2p3/2-1s1/2 transition.  This highlights the importance of a large

velocity gradient, as opposed to simply a large velocity, as it is the different motions of

the plasma at different positions that create these spectral overlaps.

There has been interest in this work from the astrophysical community as several

astrophysical phenomena have large velocity gradients present, such as supernovae and

accretion disks.  Whilst the laser-plasma experiments are on a vastly different scale, the

pertinent physics in the radiation transport problem within these different regimes is

essentially the same.  These laboratory experiments therefore represent an opportunity to

provide a simple benchmark, for the radiation transfer simulations used to model these

large-scale astrophysical phenomena.  The laboratory plasma hydrodynamic conditions

can be independently measured, providing all the necessary information to isolate the

radiation transfer problem in the calculation.  It should be noted that the laboratory

experiment also provides a situation that is vastly simplified from that of the

astrophysical one.  The laser produced Al-plasma creates a spectral overlap of the two
sub levels of the Ly-α transition, whereas thousands of overlapping lines could be present

in the case of a supernova.  This benchmark would therefore be in no way complete but

would represent a very important first step in testing the basic ability of these codes.

In order to model the spectral emission from such a rapidly expanding plasma, it has been

usual to rely on simulations to provide the necessary spatially and temporally varying

plasma hydrodynamic and atomic kinetic conditions.  One of the goals of this project is to

move away from the reliance on hydrodynamic simulations and to measure these

parameters experimentally, and by methods that are independent from the X-ray

spectroscopy.  This should not only enhance the credibility of any subsequent radiative

transfer calculation, but also provide useful information on the level of accuracy of the

1-D hydrodynamic simulations, and when they can, or cannot, be relied upon.

To this end a range of diagnostic techniques have been employed to measure as many

parameters of the plasma as possible. These include Thomson scattering, K-shell

spectroscopy, pinhole imaging, and shadowgraphy.  To enhance the power of these



techniques in accurately diagnosing the plasma conditions the experimental geometry

was designed to create, as near as possible, a one dimensionally expanding Al-plasma.

This also has the advantage of improving the ability of hydrodynamic simulations to

accurately predict the plasma conditions.

2. Experimental arrangement

The experiments were carried out using the VULCAN laser at the Central Laser Facility

of the Rutherford Appleton Laboratory, U.K.  Thin foil targets were illuminated with six

beams of the Vulcan laser giving ~900J of IR energy in a 1ns (FWHM) trapezoidal pulse.

Each laser beam was smoothed using a Random Phase Plate (RPP), giving a uniform

energy density 500 µm diameter focal spot at the target surface.  All six focal spots were

then overlaid producing an intensity at the target of 3.5x1014 Wcm-2.  The targets

consisted of an aluminum microdot, 200 µm x 200 µm square and 1 µm thick, coated

onto a 6 µm plastic (paralyene n, C8H8) foil held between two jaws 3 mm apart, as shown

in figure1.  This target and laser arrangement ensured a 1-dimensional Al-plasma

expansion; the Al-plasma was confined by the plastic plasma on all sides created by the

over-illumination of the Al microdot.

The hydrodynamic properties of the plasma were measured by monitoring the Thomson

scattering[9,10] of a further beam from the Vulcan laser.  This beam was frequency

quadrupled to 263 nm, and focused using a 1 m focal length lens into the plasma at 90º to

the plasma expansion direction.  The distance from the target surface was then varied to

allow different temporally evolving density regions to be accessed.  This beam line
provided up to 50J at the 4ω frequency and had a 2 ns pulse length.  The longer pulse

length enabled the plasma to be probed not only during the 1 ns heater pulse duration, but
also for the following 1 ns as the plasma expanded and cooled.  The scattered 4ω
radiation was collected along the plasma expansion direction using an f/10 lens and

measured using a 1 m spectrometer, incorporating a 3600 l/mm grating, coupled to an

Imacon 500 streak camera.  The Thomson ion feature could then be resolved at all times

of the probe beam allowing the temporal evolution of the electron temperature, the

electron density, and the plasma expansion velocity to be determined.

A further 2ω, 2 ns, probe beam was used to create shadowgram images of the expanding

plasma.  This beam was collimated to have a 1 cm diameter, and passed through the

target perpendicular to both the expanding plasma and to the Thomson probe beam.  The

plasma was magnified (x5) using an f/5 lens onto a Kentech gated optical imager (GOI),



which took 100 ps snap shots images at 0.5, 1.0 and 1.5 ns after the start of the heater

pulses on each shot.  The expansion of the plasma could then be seen directly from the

growth of the shadow in the three consecutive images.  This also provided further

information concerning the electron density for the Thomson data, which otherwise

would have been solely inferred from absolute intensity measurements of the ion feature

(note the Thomson electron feature was not recorded in these experiments).

K-shell emission from the Al-plasma was recorded using a single crystal spectrometer

(SCS), two vertical dispersion variant, double crystal spectrometers (DCV)[11] and a

vertical dispersion variant Johann crystal spectrometer (VJS)[12].  The SCS incorporated

a KAP (potassium hydrogen phthalate) crystal cleaved on the 100 plain, the DCV’s each

contained two ADP (ammonium dihydrogen phosphate - 101) crystals and the VJS a

cylindrically curved quartz (100) crystal.  The DCV’s were mounted on a 26 cm diameter

ring: the microdot target was positioned in the center of this ring to better than 50 µm.

This allowed the spectrometers to be positioned at various angles with respect to the

plasma expansion direction to measure the angular effects on the spectral line profile of
the Ly-α line.  The effect of the velocity gradient in the plasma on the line profile could

then be studied, since for each angle of emission the radiation travels through a

hydrodynamically different set of plasma conditions.  The VJS was positioned at 90º to
the expanding plasma, and spatially and spectrally resolved the Ly-α, Ly-β and higher n

transitions on a series of shots.  The higher luminosity of the VJS over the DCV’s

allowed weaker emission to be measured from further out from the target surface.

However the VJS was only used on some shots, as it was not possible to run the Thomson

probe beam at the same time due to geometrical constraints. Further studies of these line

profiles, from both the DCV’s and the VJS have not yet taken place, and thus this part of

the project will not be discussed further here, but will be presented in a future

publication.

The SCS provided a broader spectral coverage than the DCV's, between 6.8 and 5.4 Å.

This range includes six primary K-shell spectral lines from hydrogenic and helium-like
aluminum; these are Ly-β, Ly-γ, Ly-δ, He-β, He-γ, and He-δ.  The spectrometer was

positioned in the plane of the target and utilized a 15 µm slit so as to spatially resolve the

expanding plasma with a magnification of 3.  The Thomson probe beam prevented

looking side on to the microdot targets with the SCS, so the spectrometer was positioned

at an angle of 45º with respect to the orientation of the microdot, see figure 1.  The

spectra were recorded on a 16 bit Andor CCD camera.  Figure 2 shows a typical spectra

as recorded by the 16 bit CCD.  All six primary lines are easily resolved, and the spectral



line intensities were reproducible on a shot to shot basis to the 5% level.  The spectral

width of the lines recorded with the SCS was due entirely to source broadening.

3. Comparison of measured hydrodynamic conditions with 1-D simulations

Before turning our attention to the emission spectra it is of interest to compare the

measured and simulated hydrodynamic conditions.  In the experiment we have tried to

create a 1-D Al-plasma expansion.  This was to enable 1-D hydrodynamic simulations to

be used with some degree of confidence to predict the plasma conditions.  If the plasma

was not 1-D then modeling using a 1-D hydrocode would be inappropriate, and

discrepancies between the measured and simulated conditions expected.  Figure 3 a) and

b) show the plasma expansion from an Al microdot mounted on a CH foil target.  Figure

3a) shows a time integrated pinhole image at 90º to the expanding Al emission, no

emission is seen from the CH plasma.  The image is taken at 45º in the vertical plain so

the microdot is seen from the corner giving a dot full width of 280 µm.  Here the Al

expansion can clearly be seen to be linear, as there is no lateral expansion of the Al for
distances ≤ 250 µm from the target surface.  Figure 3b) shows a 2ω (527 nm), 100ps

gated shadowmetric image taken at 0.5 ns after the start of the heater pulse, again at 90º

to the expanding plasma.  The dimensions of the original Al microdot, laser focal spot

and CH foil are marked in the diagram.  Here the total plasma emission can be seen to be
hemispherical.  The bright spot in the center can be attributed to self-emission at the 2ω
frequency from the Al-plasma.  This bright region again shows the linear expansion of

the Al-plasma, with no emission seen from the CH regions.

Figure 3a) shows that the desired 1-D expansion of the Al-plasma has been achieved at

least for those regions corresponding to strong x-ray emission.  This allows us to assume

that a cross-section through the Al-plasma, perpendicular to the expansion direction,

would reveal a constant density and temperature across it at any given time.  We would

therefore expect the use of a 1-D hydrodynamic simulation to be applicable, in trying to

reproduce the plasma conditions to a reasonable degree of accuracy.  However, looking at

figure 3b) it is clear that this 1-D Al-plasma sits within a 3-D hemispherically expanding

CH plasma.  The effects of this will not be taken into account in the 1-D planar

simulations.

Figure 4a) shows both the measured and simulated electron temperature at the end of the

heater pulse as a function of distance from the target for the Al-plasma.   A 1-D planar

geometry hydrodynamic simulation using the code Medusa[13,14] (solid line) is



compared with that measured from Thomson scattering in the experiment.  The detailed

analysis of the Thomson scattering measurements are not presented here, but the

methodology employed can be found in the paper by Hawreliak et al. [ibid].  Up to 100

µm from the target surface fairly good agreement can be seen, however, at larger

distances there are considerable differences, with Medusa predicting a temperature

profile far in excess of that actually measured.  One possible explanation for this might be

thought to be a deviation from a linear expansion of the plasma, where lateral expansion

would cause extra cooling in the experiment.  Though as seen in figures 3a) and 3b) there

is good reason to believe this is not so, at least for the Al-plasma.

We have, however, seen in figure 3b) that the expansion of the plasma as a whole is

indeed laterally expanding.  A further possibility therefore presents itself: while no lateral

expansion of the Al-plasma exists, the CH plasma is cooled rapidly by this expansion

process, and so the Al-plasma cools by lateral heat transport.  It must be noted, however,

that another possible explanation could simply be a missing physical process in the

electron temperature calculations by Medusa.   In order to approximate the effect of

cooling by lateral heat transport the Medusa hydrocode was run in a spherically

symmetrical geometry.  This still provides a 1-D result, but the effects of lateral

spreading are taken into account, the results of these simulations are also shown in figure

4a).  Three different diameter spheres have been used, 5 mm, 500 µm and 320 µm.  The

large diameter sphere shows, as one might expect, that at large diameters the simulations

in spherical geometry approach the planar geometry results.  The other two spheres

correspond to the situations where the diameter (500 µm), or the half circumference (320

µm) of the sphere equals the diameter of the experimental laser spot.  In the case of the

320 µm diameter sphere the temperature is indeed reduced sufficiently to match the

experimentally measured values.  Although this simulation is at best a crude

approximation of the hydrodynamics, further results from this particular case will be

included for comparison in the following analysis.

We can use the shadowgram images to give an indication of the reliability of the

simulations, in either geometry, to predict the electron density.  To calculate the electron

density surface corresponding to the edge of the dark region in figure 3b) is non-trivial, as

the beam refraction by the plasma is a function not only of the density but the density

gradient as well.  Therefore without knowing the density gradient explicitly it is

impossible to calculate the corresponding density from the images independently.

However it is possible to determine if the densities and density gradients from the

Medusa simulations are self-consistent with the plasma images recorded by the GOI.  The

beam refraction by the plasma is given by



Where θ is the refraction angle (radians), xs is the length of the plasma, δε/δxp is the

gradient of the dielectric constant perpendicular to the probe beam, ne is the electron

density and nc is the critical density for the probe laser wavelength.  Given the f/5

collection of the probe laser any rays deflected by greater then 5.7º will not be collected,

hence creating the shadow region on the GOI.  Using the density gradients from the

Medusa planar geometry simulation, the electron density required to reproduce the edge

of the shadow region at this distance from the target surface would be 1.7 (±0.2) x1020

cm-3.  The simulations predict a density of 1.4 x1020 cm-3 for this distance from the target

surface, which is in fairly good agreement.  Similar agreement is also found for the GOI

images taken at later times, showing that the planar simulations are at least self consistent

with the shadowgram images.  However, using any of the spherical geometry simulations

produces a very poor match to the beam refraction seen in the GOI image.  A much

higher density than predicted by Medusa, for the given density gradients, would be

needed to produce the beam refraction measured.  Indeed, the smaller the sphere the

worse the match becomes, hence these simulations are not self-consistent with the

shadowgram data.  This strongly supports the case that the experiment produced a 1-D

Al-plasma expansion, and that the Medusa 1-D planar geometry simulations can

accurately reproduce the temporal evolution of the electron density.

Figure 5 shows the temperatures and densities at 50 and 300µm from both planar and

spherically symmetric simulations (320 µm sphere) and the Thomson scattering

measurements as a function of time.  The electron density for the spherical and planar

geometry simulations can be seen to differ by only a small factor at early times close to

the target surface, but by an order of magnitude by the end of the probe pulse.  At 300 µm

from the target surface the difference in the simulated electron densities can be seen to be

large at all times.   We would expect the planar geometry density simulations to be more

accurate than the spherically symmetric simulations, as the plasma images in figure 3

show no signs that the Al-plasma has expanded laterally.  This is strongly supported by

the planar simulation densities, and density gradients, being self-consistent with the beam

refraction seen in the shadowgram images.  It is clear that the planar geometry

simulations predict an electron temperature far in excess of that measured.  The
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spherically symmetric simulations do produce much better agreement for the electron

temperature, but from the images and density information we know no lateral expansion

has occurred to validate such a simulation for the Al-plasma.  However, the simulation in

spherical geometry would be more applicable to the surrounding CH plasma, which from

the shadowgram images can be seen to have expanded considerably laterally, and become

hemispherical in nature.  It is therefore not unreasonable to expect the temperature of the

surrounding CH plasma to have affected that of the Al-plasma, causing the electron

temperature to be much lower than that simulated in planar geometry.

4. K-shell spectra

In this section we will turn our attention to the experimental Al K-shell spectra, and the

ability to synthetically reproduce these spectra with the detailed term non-LTE atomic

physics code Fly[15].  In order for Fly to generate spectra a series of input parameters are

required, these include the atomic number Z, electron temperature, electron density,

plasma size (for opacity), the ratio between the ion and electron temperatures and the

source broadening function.  The ion temperature is set to be half the electron

temperature, this is found to be a good approximation from the hydrodynamic

simulations for the times when there is significant K-shell emission.  Z, the plasma size

and the source broadening function (from the Al dot size) are known or can be measured,

so the only variables available to alter the synthetic spectra are the electron temperature

and density.  The electron temperatures used are those measured from Thomson

scattering, and the electron densities are those from the 1-D planar geometry Medusa

simulations.  We study two positions within the plasma in detail, 50 µm and 300µm from

the original target surface.  50 µm is chosen as it represents the peak in the emission from

the Lyman series emission lines.  300 µm is the furthest position from the target surface,

where we have confidence that the Al-plasma expansion is 1-D, and at which we have

Thomson scattering measurements.  Figure 6 shows the experimentally generated spectra

compared with those of Fly for 50 µm (a) and 300 µm (b) from the original target

surface.  Excellent agreement can be seen for the entire K-shell spectra in both cases.  It

should be noted that none of the lines of interest are optically thin and the inclusion of the

correct plasma size in Fly is vital for reproducing the experimentally generated spectra.

To study the effect of opacity a series of different width targets where used, the analysis

of the spectra recorded is under way.  The results of this analysis will be presented in a

future publication.



It is of interest to comment upon the use of different hydrodynamic parameters as inputs

for Fly, and on their effect on the spectra generated.  Using the 1-D planar geometry

temperatures to reproduce the 50µm spectra produces slight discrepancies in both the

Lyman and helium series.  These can be attributed to two factors in the temperature

profile. Firstly the decrease in temperature after the heater beams turn off is too slow:

correcting for this alone produces a near perfect match for the Lyman series emission

line.  Furthermore, the temperature falls too low late in the pulse: correcting for this

matches the helium series.  If the spherically symmetric geometry simulation had been

used the better match for the fall off in temperature would have better matched the

Lyman series, but the lower late time temperatures enhance the difference in the helium

spectra. Using the densities from the spherically symmetric simulation produces a fairly

good match to the Lyman series spectra, indicating a low dependence on the density at

least to a change of less than a factor of 2.  However, the intensity of all the lines in the

helium emission series is underestimated compared to the lines in the Lyman series.

At a distance of 300µm the planar geometry Medusa temperatures are shown to be far too

high by the Thomson results, and the corresponding Fly spectra indeed shows the Lyman

series dominating over the helium series by more than an order of magnitude.  If the

densities from the spherical geometry simulation are used, then the relative intensity of
the Lyman to helium series emission lines is maintained but the Ly-β and He-β lines are

enhanced excessively relative to the rest of the emission lines in each series.  This is

unsurprising as the reduction in density leads directly to a lower opacity which has a

greater affect on the optically thicker Beta lines.

5. Summary and Conclusions

In conclusion we have experimentally generated a planar 1-D, rapidly expanding,

Al-plasma.  1-D planar hydrodynamic simulations are shown to predict the electron

density profiles of this expansion, but to grossly overestimate the electron temperature.

Further, more sophisticated multidimensional simulations would be needed to establish

whether this discrepancy is due to the physics within the hydrocode or the presence of the

hemispherically expanding CH plasma surrounding the Al.  Thomson scattering provides

accurate electron temperature measurements from the experiments, allowing temperature

and density history profiles to be used in spectral synthesis code Fly. Using the

experimentally measured hydrodynamic conditions Fly can reproduce the experimentally

generated K-shell Al spectra to a high degree of accuracy.  Using the electron

temperature profiles predicted by the planar hydrodynamic simulations, or indeed any



other hydrodynamic profiles, leads Fly to produce synthetic emission spectra inconsistent

with the data.  We now, therefore, have confidence in the ability to further use the results

from this experimental campaign as a test bed for radiation transfer simulations.

Further work on the hydrodynamic conditions and spectral synthesis is also still

underway.  We will attempt to confirm the 1-D hydrocode density predictions using the

absolute intensities of the Thomson scattering Ion feature, the line shapes measured from

the VJS spectrometer, and also from further analysis of the shadowmetric measurements.

Whilst all indications are that the 1-D hydrocode is producing the correct results for the

evolution of the density profile, we believe it is essential to corroborate this before

continuing on with the radiation transfer calculations.  Also, a series of different width Al

microdots have been used to study the effect of opacity on the K-shell spectra.  The

analysis of all of these targets and the density measurements are being prepared and will

be presented for a forthcoming publication.
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Figure captions

Figure 1: A schematic diagram of the target in both face on and side views. A 1mm wide,

6µm thick, CH foil is held between two jaws 3mm apart.  Centered on the CH foil is an

Al microdot, this dot is illuminated by 6 arms of the Vulcan laser in a 500µm diameter

focal spot.

Figure 2: The spatially resolved Al K-shell spectra as recorded by the KAP single crystal

spectrometer.  The hydrogenic and helium-like emission lines can clearly be identified.

Figure 3: A x-ray pinhole (a) and an optical (2ω) 100ps gated shadowgram image (b)

both taken at 90º to the plasma expansion direction.  Figure b also shows the original



widths of the CH foil, the laser focal spot and the Al microdot.  The white area at the top

of the image represents the region blocked by the target mount.

Figure 4: Electron temperature (a) and electron density (b) profiles at the end of the

heater pulses as a function of distance from the original target surface.  The lines

represent different 1-D Medusa simulations, planar geometry (solid), and spherically

symmetric with various diameter spheres 5mm (large dashes), 500µm (small dashes) and

320µm (dots).  Also shown are the experimentally measured electron temperatures from

Thomson scattering (squares).

Figure 5: Electron temperature and electron density time histories at 50µm (a) and

300µm (b) from the original target surface.  Medusa simulated temperatures (solid lines)

and densities (dotted lines) are shown from 1-D planar geometry (triangles) and from a

1-D spherically symmetric geometry using a 320µm diameter sphere (circles).  Also

shown are the experimentally measured electron temperatures from Thomson scattering

(squares).

Figure 6: A comparison between the experimentally measured, spatially resolved, Al

k-shell spectra at 50µm (a) and 300µm (b) from the target surface.  Also shown are

synthetic time dependent spectra generated from Fly (dotted lines).  Input electron

temperatures for Fly are taken from the Thomson scattering measurements, and the

densities from the planar geometry Medusa simulations.
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Figure 5
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Figure 6
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