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Abstract

The Wang–Sheeley–Arge (WSA) method is used to predict the solar wind speed (and certain other parameters) near

the Earth’s orbit based upon solar surface measurements. This approach gives a predicted solar wind time series with a

lead time of three to four days. Such forecasted solar wind conditions can then be convolved with linear and nonlinear

filters in order to provide a predicted set of geomagnetic indices or various particle flux estimates. In order to illustrate

the method in a concrete way, we present here a demonstration of an end-to-end empirical forecast of relativistic

electrons in the outer Van Allen radiation belt. Past work has shown that radiation belt electron fluxes are highly

dependent on the speed of the solar wind striking the magnetosphere. We develop filters that predict electron fluxes

using the WSA estimates of solar wind speed at L1, which allows for 3–4 days lead times. We compare the prediction

efficiency (PE) provided by these filters with filters developed to use 3–4 day old values of the solar wind velocity

measured at L1 and 3–4 day old values of the measured electron fluxes themselves. It is found that the WSA method

provides PEs of the electron flux that are slightly lower than that provided by using old L1 or the autocorrelated

electron flux data.

r 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

A key goal of the Center for Integrated Space

Weather Modeling (CISM) is to provide linked end-to-

end models of the connected Sun–Earth system. It is
e front matter r 2004 Elsevier Ltd. All rights reserve
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envisioned that the ultimate product of the CISM effort

will be a single, physics-based (i.e., ‘‘forward’’) model

which will describe with requisite accuracy the origin

and evolution of solar wind elements, the propagation of

these solar wind elements from the Sun out to the

Earth’s environs, and the subsequent interaction of the

solar wind with the coupled magnetosphere–ionospher-

e–atmosphere system. It is presently expected that the

backbone of this coupled model will be based on

magnetohydrodynamic (MHD) numerical codes (e.g.,
d.
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Luhmann and Solomon, this issue; Wiltberger et al., this

issue). Considerable work must yet be done to assure

that such forward models can provide a complete,

accurate and robust description of the Sun–Earth system

under all conditions.

Given the challenges of producing an efficient,

effective end-to-end physics-based model at the present

time, the CISM team has chosen to utilize empirical,

semi-empirical, and inverse models to provide a present-

day, state-of-the-art forecast model (FM) of the

Sun–Earth system. As shown by the lower part of the

flow diagram in Fig. 1, it is possible to use previously-

developed empirical methods to observe the Sun, specify

the solar boundary conditions, follow the subsequent

solar wind propagation to 1 astronomical unit (AU),

and thereby forecast key solar wind parameters such as

mass density (r), speed ðV Þ, and magnetic field strength

ðBÞ. With such parameters forecasted in the immediate

vicinity of Earth’s dayside magnetopause, it is further

possible to predict a variety of useful quantities such as

geomagnetic indices (e.g., Ap, Kp, or Dst), magnetic

field fluctuations at mid- and high-latitudes, global

magnetospheric field configurations (using the Tsyga-

nesko models), and the relativistic electron fluxes in the

Earth’s radiation belts.

As illustrated in Fig. 1 (top part of figure), it has been

much more common in the past to use measurements

from a solar wind monitor at the upstream Lagrangian

point (L1) to drive empirical forecast models (see, for

example, Tsurutani and Baker, 1979). However, using

L1 data typically allows for only a 30–60min lead time

for forecasting. The CISM team has chosen to explore

the possibility of pushing the methods back as far as

possible in time in order to give three- to four-day lead

times.

A further point to note with respect to Fig. 1 is quite

important: The empirical end-to-end models being

developed and tested today by CISM have enduring

utility. The current performance of such models will be

the baseline against which the physics-based (PB)

models are compared now and in the future. It is

envisaged that the numerical models, at least initially,

will not perform as well as the highly tuned, quite
Fig. 1. Linked empirical models being developed within the CISM f

indices as shown to the right.
specialized empirical models (EMs), or the ‘‘inverse’’

models that were developed in locations that have a long

record of historical data available (Weigel et al., 2003;

Vassiliadis et al., 2002). However, as time goes on, it is

expected that the PB models will improve and—it is

hoped—will in many cases outperform the existing

models. A key aspect of the National Space Weather

Program (NSWP, 1995) is to provide metrics to judge

model performance and improvement. The EM baseline

will provide a comparator against which PB models and

the composite FM can be judged now and over the

course of the CISM program (see Spence et al., 2004).

This paper will describe our initial Sun-to-Earth

model development and performance characteristics.

In order to illustrate the ideas with specificity, we will

present our results for the forecasting of radiation belt

electron fluxes. Given the key space weather significance

of such electrons (e.g., Baker, 1998; Li et al., 2003), it

seems appropriate to use this aspect of the space

environment to illustrate our approach. We will

demonstrate here that present-day end-to-end prediction

efficiencies are not yet very high. Thus, much work

needs to be done even for linked empirical models to

achieve the kind of model accuracy desired by the

NSWP (1995).
2. Data and models for the Sun-to-Earth chain

Taking Fig. 1 as a guide, an end-to-end model

requires information about the solar surface and corona

which provides the ‘initial’ conditions for the model. The

Wang–Sheeley method (e.g., Wang et al., 2002 and

references therein) uses source surface maps of the solar

magnetic field from the Mount Wilson Observatory

magnetograms. This method then allows an inference of

the solar wind speed and some aspects of the inter-

planetary magnetic field (IMF) which may be kinema-

tically projected outward to 1AU. The Wang–Sheeley

approach has been modified and improved by Arge and

Pizzo (2000). This so-called Wang–Sheeley–Arge (WSA)

method is also being used to help drive and constrain

CISM interplanetary MHD codes (Arge and Odstrcil,
ramework in order to provide forecasts of key parameters and
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this issue) with realistic initial conditions and a

geomagnetic activity model.

The WSA model provides the results needed for the

‘‘Solar Boundary Measurement’’ and the ‘‘SW Propaga-

tion’’ boxes in Fig. 1. The output of the model is

principally the predicted value of solar wind speed, VSW,

at the Earth. The forecasted value of VSW has a lead

time of 3–4 days, which corresponds to typical

sun–Earth propagation times. The predicted value of

VSW can then be used as a ‘‘driver’’ for downstream

models (as shown by the boxes on the right-hand side of

Fig. 1). In this paper we will illustrate the method by

specifying and forecasting energetic electrons in the

outer radiation belt. As shown in Fig. 2, the observa-

tions of magnetic field on the Sun ðBsunðtot � 4ÞÞ for

time t prior to the current time t, with the kinematic

propagation operator ðf Þ that represents the WSA

method, gives a time series

VSWðtÞ ¼ f ðBsunðtot � 4Þ;RÞ ð1Þ

for any radial location R. Note that the actual arrival

time varies, so VSWðtÞ is typically computed based on

solar observations 3–5 days in the past.

Past work has shown that knowledge of the solar

wind speed upstream of the Earth can be used to

predict—in a linear or nonlinear filter sense—the

subsequent fluxes of energetic electrons in the radiation

belts (see Baker et al., 1990; Vassiliadis et al., 2002;

Rigler et al., 2004). In Fig. 2 we illustrate the magneto-

sphere and the trapped radiation belts in the inner part

of the system. As shown by the color-coded data plot of

electron fluxes for various L-shells versus time

(1999–2000), SAMPEX provides a broad, continuous

measurement of the outer Van Allen belt electron
Fig. 2. Several of the key elements of the linked Sun-to-

magnetosphere models and observations being developed for

CISM including the solar magnetograms which provide the

basis for VSWðtÞ estimates using the WSA model. The VSW

values are convolved with magnetospheric filters to predict L-

dependent radiation belt electron fluxes as discussed in the text.
population (see, e.g., Baker, 1998; Li et al., 2003).

Observations from SAMPEX, various operational

geostationary orbit spacecraft, or other satellite data

can be compared with the forecasted fluxes derived from

a prediction filter that uses previous measurements or

predictions of VSW as suggested in Fig. 2:

JeðtÞ ¼ FðVSWðtot � 4Þ;LÞ: ð2Þ

This equation states that the predicted daily-average flux

of electrons, Je, at a particular L-value in the magneto-

sphere at time, t, is determined through the filter

operator, F, which utilizes the VSW values derived from

actual measurements or by using the WSA method.

In this work we use the 1995 WSA prediction of VSW.

That year was chosen because there were many high-

speed streams, which are the solar wind structures that

the WSA model best predicts. However, the interval was

not ideal for the WSA model because there were

approximately 10 days where solar observatory data

were not available. Also, in 1995 the heliospheric current

sheet was flat, which makes stream structures more

difficult to predict (Arge and Odstrcil, 2004). Fig. 3a

shows these data compared with daily-averaged L1 data.

On the time scale in the figure it is clear that the overall

structure is captured rather well. However, as shown in

Fig. 3b, significant errors in the arrival time of the high-

speed solar wind exist. Evaluation of the full year of

data shows that the timing error is randomly distributed

with a mean of zero and standard deviation of

approximately 2 days.
3. Prediction models: 30–60 minute lead time

In this section, we develop linear filter models that

predict log ðJe) based on VSW at L1. In all cases the

averaging time scale is one day. The linear filter method

applied to Je prediction using VSW as an input was first

considered by Baker et al. (1990). This inverse modeling

method is based on the supposition that at least part of

the dynamics of Je is derivable from a linear ordinary

differential equation (ODE) with VSW as the driver. If

this is the case, then the effective ODE can be derived

from a historical data set of VSW and Je. This data-

derived (or inverse) model contains information about

the system dynamics, and it can be probed to determine

physical properties of the system. One of these proper-

ties is the impulse response function (IRF). The IRF

tells us how the system would respond if a unit impulse

were given as the input (see Baker et al., 1990 and

references therein).

As shown in Fig. 4(a), at L ¼ 6:6, the derived model

predicts that a 1-day pulse of VSW would result in a

sharp dropout of jeð� log JeÞ and then a rise over 2 days

and finally a decay over 4 days. The IRF for 1pLp10

was computed by Vassiliadis et al. (2002) and is shown
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Fig. 3. (a) (top). Comparison of the WSA model prediction of

VSW at L1 (averaged to 1-day) with daily-averaged L1

measurements of VSW. In 1995, the data-model correlation

was 0.36 and the prediction efficiency was 0.13. (b) (bottom).

Zoom-in of selected days in 1995. The WSA model clearly

captures the large-scale trend, but errors in the arrival time are

on the order of �2 days.

Fig. 4. (a) Impulse response function at L ¼ 6:6; h0; h1; . . . are
the coefficients of the impulse response function

jeðtÞ ¼ h0V ðt � 1Þ þ h1V ðt � 2Þ þ � � �. (b) Impulse response

function (ht) of jeð� log JeÞ for 1pLp10 (from Vassiliadis et

al., 2002). P0 and P1 are the locations of local maxima in the

impulse response function.
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in Fig. 4b; the effective dynamical system, as represented

by the IRF, has a strong dependence on L. This set of

results, for all relevant L-shells, would allow one to

forecast the electron flux throughout the entire radiation

belt region by convolving the filter values with an input

solar wind time series.
4. Prediction models: 41 day lead time

In this section we extend the methods described in the

previous section so that the filters now predict je based

on old measurements of VSW at L1, VSW predictions

made by the WSA method, and old measurements of je.

We seek to determine how effective each of these inputs

is in predicting je.
The first experiment is shown schematically in

Fig. 5(a). A linear filter model is computed for each of

three separate inputs. The output of each filter is a

prediction of je based only on preceding values of the

superscripted quantity. A different filter is computed for

lead times between 0 and 4 days. For the 0-day lead

time, we determine the individual set of parameters, a, w,

m that give the highest data-model correlation, with

T ¼ 30.

jL1e ðtÞ ¼ a1VL1ðt � 1Þ þ a2VL1ðt � 2Þ

þ � � � þ aT VL1ðt � TÞ;

jWSA
e ðtÞ ¼ w1VWSAðtÞ þ w2VWSAðt � 1Þ

þ � � � þ wT VWSAðt � TÞ;

jMEAS
e ðtÞ ¼ m1jeðt � 1Þ þ m2jeðt � 2Þ

þ � � � þ mT jeðt � TÞ: ð3Þ

The flux data set is from the SAMPEX Proton Electron

Telescope from 1995–2001 (see Baker, 1998 and



ARTICLE IN PRESS

Fig. 5. (a) Each measurement (or prediction) is used to derive a linear filter that predicts je; (b) All measurements and predictions are

used as inputs to a single linear filter that predicts je.

Table 1

Prediction efficiencies of the individual linear filter models (as in

Fig. 6a) are shown along with the PE obtained from the

combined method (Fig. 6b). The lead time of WSA is fixed at

3–4 days

Using alone PEs at L ¼ 6:6 (day)

0 1 2 3 4

WSA — — — 0.05 0.05

L1 0.29 0.29 0.24 0.17 0.13

MEAS 0.53 0.22 0.12 0.09 0.07

Combined 0.58 0.36 0.27 0.20 0.17

D.N. Baker et al. / Journal of Atmospheric and Solar-Terrestrial Physics 66 (2004) 1491–1497 1495
references therein). The daily-averaged solar wind

velocity data are from the OMNI database of the

National Space Science Data Center during the same

time interval. The results of this are summarized in the

middle three rows of Table 1.

The best 0-day lead time PE (defined as 1.0 minus the

ratio of the mean square error of the prediction to the

variance of je) is obtained from the filter that uses

previous measurements of je (this is called an auto-

regressive filter). Next, in importance, are previous

measurements of VSW made at L1. The WSA model

always provides only 3–4 day lead times, so it has no

entry in this or other short lead-time columns. The 1-day

prediction efficiencies were determined by setting a1 and

m1 in (Eq. (3)) to zero, and then re-computing the

parameters (a2 . . . at) and (m2 . . .mt) to maximize the

data-model correlation. This procedure is repeated for

the 2-, 3-, and 4-day columns. As the lead time increases,

both methods exhibit poorer performance, with the

jMEAS
e PEs falling off much more quickly than the jL1e
PEs. This residual prediction efficiency is due to the 2–3

day delay in the peak of the je response to VSW; at the

peak of je, what is most important is the amplitude of

VSW 2–3 days prior, as shown in the impulse response

function of Fig. 4(a).

In the 4-day column we see that the jMEAS
e and jL1e

filters have a better prediction efficiency than the jWSA
e

filter. However, the difference is small, indicating that as

the WSA PE of VSW rises above its current value of 0.13

we are likely to see it provide predictions that are

superior to what is possible using 3–4 day old measure-

ments of je and VSW at L1.
In the final experiment, we take the VSW prediction of

the WSA model, old values of VSW, and old values of Je

and combine them into a single filter that predicts JeðtÞ.

The results of this are shown in the last row of Table 1.

For the 0-day column, the PE of the combined model is

only slightly higher than that obtained from the JMEAS
e

model. This indicates that JMEAS
e has the highest relative

information content for specifying Je at a 0-day lead

time. In the last column, the PE from JL1
e is only slightly

less than that of the combined model, indicating that

4-day delayed measurements at L1 have the highest

relative information content.

The analysis performed in this section is useful for

obtaining an intuitive understanding of the relative

importance of measured or predicted quantities that

have either a causal connection or correlation with a

quantity to be predicted. From this analysis it is clear
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that old measurements of VSW and je both have

information useful in predicting je; this indicates that

data assimilation methods may improve the predict-

ability of je. The method outlined in Fig. 5(b) has

similarities with data assimilation in that many measure-

ment sources contribute to the final prediction and their

influence is weighted. However, the term data assimila-

tion is usually reserved for filters that have a specific

mathematical form, such as the Kalman filter (Jazwins-

ki, 1970).
Fig. 6. The coupled forward models (left) and the coupled

inverse models (right) being developed within CISM. These two

approaches support and inform one another leading to

continuous improvement. These models converge in order to

form the CISM Forecast Model (FM) which builds upon

elements of both the forward and inverse methods.
5. Summary

We have shown that positive prediction efficiency can

be obtained by driving a model of the daily-averaged

E42 MeV electron fluxes in the radiation belts with a

prediction of the solar wind speed. This end-to-end

coupling allows for 3–4 day lead time prediction. The

relative importance of other measurements at 3–4 day

lags was considered by developing filter models that

used such measurements as inputs. It was found that 3–4

day old measurements of the solar wind velocity at L1

were able to provide prediction efficiencies in the

prediction of MeV electron fluxes that were slightly

higher than the PE provided using prediction of VSW at

the Earth. However, we foresee improvements in the

WSA method that will probably substantially improve

our 3–4 day forecasting ability.

Among the improvements foreseen would be changes

in how individual data sets at the solar source surface

are used. Currently, different solar magnetogram data

sources are used individually; data from an individual

solar observatory are used as boundary conditions to

compute an equilibrium solution via the Wang–Sheeley

method. A more complete analysis will involve tests to

determine how predictions based on different data

sources can be combined to yield improved predictions.

A second possibility is to test interpolation schemes for

their ability to give improved forecasts in between the

forecast update times (approximately 8 hours, corre-

sponding to the time between solar observation

updates). A third possibility will be to use a data

assimilation method to keep the WSA forecast ‘‘on

track’’. A first approach of this sort will involve using L1

solar wind measurements to continually adjust and

correct the solar wind forecasts via a feedback method.

We have only considered prediction of energetic

electron fluxes in this paper. Statistically, je is driven

primarily by the solar wind velocity (see Baker, 1998) in

the sense that inverse models that use variables other

than VSW as an input to predict je are only slightly better

than models that use only VSW as an input. Many other

parameters and indices are of interest for such long lead

time. Currently the best-predicted Sun–Earth quantity is

the solar wind velocity. For this reason, processes that
have a high degree of predictability using only VSW will

be the best predicted in the near future by the method

shown here.

The analysis presented here forms some of the

baseline testing of models that will be a part of the

first-generation CISM forecast model. Fig. 6 demon-

strates the relationship between the CISM forward

models (e.g., MHD), the CISM inverse (e.g., filters

or data-derived models, empirical, or semi-empirical

models) and the CISM forecast model. The performance

of the first-generation forecast model will be used as a

benchmark. The CISM forward models that are able to

predict a quantity of forecasting interest, or are able to

exceed the performance of an existing model in the

forecast chain, will be integrated into the forecast model.

It is anticipated that the forward and inverse models will

work in a competitive and complementary way in

forming the forecast model. That is, in some cases a

model that uses one of these two approaches will replace

another. In other cases one of the approaches will fill in

a gap where the other is deficient.
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