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Localizing Mobile Video 
into Aerial Data
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Registration Approach
• Match top-down view of 3D model to aerial 

building / open space map
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Challenges / research opportunities:
• Semi-automatic extraction of 3D geometry made difficult by user error and ambiguities in 

specification process (e.g., occlusions)
• Elastic template match that can account for inaccuracies in user specified model
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ICSI’s                   Results

G. Friedland, J. Choi, A. Janin: "Multimodal Location Estimation on Flickr 
Videos," submitted to ACM Multimedia 2011.
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Figure 4: The resulting accuracy of the algorithm
as described in Section 4.

then plot the GPS coordinates of the training videos con-
taining the tags “Campanile”, “Berkeley”, and “California”
and select the centroid of the tag with the smallest spacial
extent (in this case, “Campanile”).

For the visual processing step, the input is the median
frame of the test video and the 1 to 3 coordinates of the
previous stop. We resize the frame to 256 × 256 pixels and
extract GIST [17] features and color histogram. The GIST
descriptor is based on a 5×5 spatial resolution with each bin
containing responses to 6 orientation and 4 scales. The color
histograms were created based on the CIELAB transformed
pixels for the frame, like in [9]. The histogram has 4 bins for
L, and 14 bins for A and B, respectively. We then also adopt
the matching methodology from [9]. We used Euclidean dis-
tance to compare GIST descriptors and chi-square distance
for color histograms. Weighted linear combination of dis-
tances was used as the final distance between the training
and test frames. The scaling of the weights was learned by
using a small sample of the training set and normalizing the
individual distance distributions so that each the standard
deviation of each of them would be similar. We use 1-nearest
neighbor matching between the test frame and the all the
images in a 100 km radius around the 1 to 3 coordinates
from the tag-processing step. We pick the match with the
smallest distance and output its coordinates as a final result.

This multimodal algorithm is less complex than previous
algorithms (see Section 3), yet produces more accurate re-
sults on less training data. The following section analyses
the accuracy of the algorithm and discusses experiments to
support individual design decisions.

6. RESULTS AND ANALYSIS
The evaluation of our results is performed by applying

the same rules and using the same metric as in the MediaE-
val 2010 evaluation. In MediaEval 2010, participants were
to built systems to automatically guess the location of the
video, i.e., assign geo-coordinates (latitude and longitude)
to videos using one or more of: video metadata (tags, ti-
tles), visual content, audio content, social information. Even
though training data was provided (see Section 4), any “use
of open resources, such as gazetteers, or geo-tagged arti-
cles in Wikipedia was encouraged” [16]. It was not allowed,
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Figure 5: The resulting accuracy when comparing
tags-only, visual-only, and multimodal location esti-
mation as discussed in Section 6.1.

however, to match the videos back to the Flickr database in
order to retrieve the original metadata record as this would
have rendered the task trivial. The goal of the task was to
come as close as possible to the geo-coordinates of the videos
as provided by users or their GPS devices. The systems were
evaluated by calculating the geographical distance from the
actual geo-location of the video (assigned by a Flickr user,
creator of the video) to the predicted geo-location (assigned
by the system). While it was important to minimize the dis-
tances over all test videos, runs were compared by finding
how many videos were placed within a threshold distance
of 1 km, 5 km, 10 km, 50 km and 100 km. For analyzing the
algorithm in greater detail, here we also show distances of
below 100m and below 10m. The lowest distance category
is about the accuracy of a typical GPS localization system
in a camera or smartphone.

First we discuss the results as generated by the algorithm
described in Section 5. The results are visualized in Figure 4.
The results shown are superior in accuracy than any system
presented in MediaEval 2010. Also, although we added ad-
ditional data to the MediaEval training set, which was legal
as of the rules explained above, we added less data than
other systems in the evaluation, e.g. [24]. Compared to any
other system, including our own, the system presented here
is the least complex.

6.1 About the Visual Modality
Probably one of the most obvious analysis goals is the

impact of the visual modality. As a comparison, the image-
matching based location estimation algorithm in [9] started
reporting accuracy at the granularity of 200 km. As can
be seen in Figure 5, this is about consistent with our re-
sults: Using the location of the 1-best nearest neighbor in
the entire database compared to the test frame results in
a minimum accuracy of 10 km. In contrast to that, tag-
based localization reaches accuracies of below 10m. For the
tags-only localization we modified the alogorithm from Sec-
tion 5 to output only the 1-best geo-coordinates centroid of
the matching tag with lowest spatial variance and skip the
visual matching step. While the tags-only variant of the al-
gorithm performs already pretty well, using visual matching

Sunday, May 8, 2011



Audio helps too!
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Figure 2: The DET curve of the results described in
Section 5.

to the level for the EER, and simply tallying the number of
trials that are correctly identified (i.e. true trial scores that
fall above the scoring threshold, and impostor trial scores
that fall below the threshold). 67.7% (193 out of 285) of
the true trial scores are correctly classified; 67.7% (3279 out
of 4845) of the impostor trial scores are correctly classified.
To demonstrate the consistency of this result, we created 100
random splits amongst the 5,130 trial scores, with roughly
2,500 trial scores (roughly 128 true trial scores) per split, and
computed the EER on each of the 100 splits. The average
of the EERs is 32.4%, with a standard deviation of 1.16%.
The fact that the EER average is close to the original EER
(32.4% vs. 32.3%), along with the low standard deviation,
shows the consistency of our EER result across all trials.

Results for other experiments demonstrate up to a 28.7%
relative EER improvement (31.0% EER vs. 22.1% EER) if
the training and test sets have common users. This demon-
strates that implicit effects, such as channel artifacts from
the recording device, contribute significantly to the accu-
racy. When removing San Francisco and London (the cities
with roughly half the videos), we obtain a 37.8% EER, and
with randomizing the training city labels, we obtain a 46.4%
EER (the result obtained by random chance). Note that
while the result when San Francisco and London are removed
(37.8% EER) is worse than the corresponding result where
the cities are included (31.0% EER), the result is still signif-
icantly better than the random chance result (46.4% EER).
One possible reason why including San Francisco and Lon-
don significantly improves results is the availability of more
training data for its city models. This shows that overall
results would likely improve even more if additional train-
ing data is used for other cities as well. Overall, the results
demonstrate the feasibility of using the audio tracks of videos
to identify their city of origin.

6. DISCUSSION

Audio is one of several possible media to use for this task
and is likely complementary to other modalities, such as
video and textual metadata. Hence, potential improvements
in city identification can be obtained by combining audio
with other media. It is likely that the reason audio per-
forms well in this task, even by itself, is that different cities
have different types of noises, music, languages, as well as
loudness levels at different times during the day. The GMM
models of each city may have learned such distinctive fea-
tures of each city, enabling our system to perform reason-
ably.
Our result is even more interesting considering that even

after listening to a random sample of the videos across differ-
ent cities, we did not get the sense that there are any clear,
distinctive audio features for each city. For instance, there
are no sounds that would clearly identify audio as belonging
to the city of San Francisco. We suspect that it would be
difficult for humans to perform the same task using the same
experimental setup. Hence, we believe that the GMM-UBM
approach may well be better than humans at performing
city identification of videos based on their audio.

7. CONCLUSION AND FUTURE WORK

This work demonstrates the applicability of a GMM-UBM
speaker recognition system to city-identification of Flickr
videos, based only on audio information. Moreover, it shows
the feasibility of using implicit audio cues (as opposed to
building explicit detectors for individual cues) for location
estimation of consumer-produced, “from-the-wild” videos.
Therefore, an EER of 32.3% (meaning that among all the tri-
als, we obtain a 32.3% false alarm and a 32.3% miss rate) on
a test set of 285 videos, with no common users in the train-
ing set (which is a self-imposed constraint to eliminate direct
recording device matching), is a significant result, and is far
from our random baseline result (46.4% EER). For test sets
with common users in the training set, we obtain an EER
as low as 22.1%. Our result is rather surprising, given that
human observation of the audio tracks of the videos has not
revealed any distinctive characteristics for whether a video
is from one city versus another. However, a conglomeration
of factors, such as differences in music, language, loudness,
among others, may have been taken into account by our
machine learning approach.
We also understand that audio is only one of the modal-

ities that can be used. Future work may involve improving
our system to better handle the audio modality, as well as
incorporating other modalities such as video and metadata
to this task. We suspect that, because audio is likely comple-
mentary to the other available modalities, using these other
modalities as well will result in considerable improvements
to the initial results presented here.
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Contact:
Gerald Friedland
International Computer Science Institute
Berkeley, CA
fractor@icsi.berkeley.edu

Work Together with:
Trevor Darrell (EECS, UC Berkeley)
trevor@eecs.berkeley.edu

More information:
http://mmle.icsi.berkeley.edu
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Goal: Register to Aerial Data

• Presume NO side-view imagery; what can we do with overhead 
imagery and cellphone videos?

• Assume at least basic building / road classification available: e.g.,
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