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ABSTRACT

Stormscale Operational and Research Meteorology-Fronts Experimental Systems Test (STORM-FEST) was
held from 1 February to 15 March 1992 in the central United States as a preliminary field systems test for an
eventual larger-scale program. One of the systems tested was a remote operations center, located in Boulder,
Colorado, which was significantly displaced from the main field concentration of scientists and research aircraﬁ.
In concert with the remote operations center test was a test of remote forecasting support, also centered in
Boulder. The remote forecasting for STORM-FEST was the first major cooperative effort for the Boulder-
Denver Experimental Forecast Facility (EFF), a cooperative effort between operations and research aimed at
finding more effective ways of addressing applied meteorological problems. Two other newly formed EFF’s, at
Norman, Oklahoma, and Kansas City, Missouri, also played key roles in the forecasting/nowcasting support.
A description of the design and function of this remote forecasting and nowcasting support is given, followed
by an assessment of its utility during STORM-FEST. Although remote forecasting support was deemed plausible
based on the STORM-FEST experience, a number of suggestions are given for a more effective way to conduct
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forecasting experiments and provide forecasting support during a field program.

1. Introduction

From 1 February through 15 March 1992 the ex-
periment STORM-FEST (Stormscale Operational and
Research Meteorology-Fronts Experimental Systems
Test) took place in the central United States (Fig. 1)
(Furlong 1992). STORM-FEST (hereafter FEST) was
designed to be a relatively small “test” program that
would enhance the probability of a successful full-scale
experiment as part of the overall STORM program.

Although the actual STORM field phase, which
originally was scheduled to occur in the central, eastern,
and western United States over a 10-year period, has
yet to occur, many beligve there remains a strong need
for such a program (National Research Council 1990;
Subcommittee on Atmospheric Research 1992). This
is especially true in light of the modernization of the
National Weather Service (NWS), which will enable
mesoscale detail to be operationally observed and
monitored with data from Doppler radars, wind pro-
filers, and surface mesonet stations—instruments that
were previously available only during special field pro-
grams. STORM is envisioned as helping the modern-
ized NWS through improved understanding of meso-
scale processes, leading to the development of concep-
tual models that can be passed quickly to operational
forecasters and allow for better use of the new obser-
vations.

Corresponding author address: Dr. Edward J. Szoke, National
Center for Atmospheric Research, Mesoscale and Microscale Me-
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Several research aircraft were used in FEST, includ-
ing a National Oceanic and Atmospheric Administra-
tion (NOAA) P-3 long-range aircraft. Other enhanced
observational capabilities included the experimental
wind profiler network; an array of 45 National Center
for Atmospheric Research (NCAR) Portable Auto-
mated Mesonet (PAM II) stations, most of which were
located in Missouri; 12 Cross-chain Loran Atmospheric
Sounding System (CLASS) rawinsonde stations (Fig.
1) operated by NCAR and the National Severe Storms
Laboratory (NSSL); special NWS and military sound-
ing launches; and several research Doppler radars. The
aircraft were based, along with most of the scientific
investigators, at the Richards—-Gebaur Air Force Base
(GVW), located about 30 km southeast of Kansas City,
Missouri.

The general goal of FEST was to carry out an ex-
periment focused on testing the various systems or
components that would be involved in the STORM
program. The “systems” that were tested included per-
formance of various observing tools, flight plans and
experimental design, methods of data management,
the concept of a main remote operations center with
other smaller remote centers of control, and—the focus
of this paper—remote forecasting and nowcasting sup-
port. It is unusual to establish an operations center that
is remote from most of the scientists and the support
aircraft. Certainly, for field programs covering a smaller
area, such as the recent Convection and Precipitation
Electrification Experiment (CaPE) (Gray 1991) held
near the Kennedy Space Center in central Florida in
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FIG. 1. Research and forecast area for FEST (tilted rectangle), with
sounding and wind profiler sites. The seven-point forecast sites (for
the Boulder-Denver EFF) are shown (capital letters), along with the
three EFF sites (stars with small-case letters).

1991, the operations center and forecasting, nowcast-
ing, and aircraft support activities were all conducted
in close proximity. Even larger programs such as GALE
(Genesis of Atlantic Lows Experiment) (Dirks et al.
1988) in the eastern United States in 1986, or the
Oklahoma-Kansas Preliminary Regional Experiment
for STORM-Central (PRE-STORM), held in 1985 in
Oklahoma and Kansas (Cunning 1986), have operated
from a principal operations center collocated with the
main contingent of scientists and aircraft. The idea of
a secondary level of control functions for aircraft and
radar operations was tested to a limited extent in GALE
by transferring control for some missions to a location
on Cape Hatteras, away from the main control center.

The program most similar to FEST in terms of a
remote operations center and remote forecasting and
nowcasting was the Experiment on Rapidly Intensi-
fying Cyclones over the Atlantic (ERICA), held from
December 1988 into February 1989 along the eastern
North American seaboard (ERICA Project Office
1988). The focus of ERICA was on rapidly developing
cyclones in the northwestern Atlantic, roughly from
the North Carolina coast northward to St. John’s,
Newfoundland, Canada, and was in some ways a fol-
low-up to GALE. The main operations center was lo-
cated at the National Meteorological Center (NMC)
World Weather Building in Camp Springs, Maryland,
and was the site of the program director, the data center,
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and the main project forecasting and nowcasting ac-
tivities. The forecasting and nowcasting was done by
a team of university meteorologists in a cooperative
effort with NMC forecasters and National Environ-
mental, Satellite, Data and Information System
(NESDIS) personnel. The primary site for the research
aircraft and aircraft scientists (the ERICA Aircraft Op-
erations Center) was located at the Naval Air Station
in Brunswick, Maine. ERICA was a cooperative effort
with the Atmospheric Environment Service (AES) of
Canada. The Canadian Operations Center was located
in the Maritimes Weather Centre at Bedford, Nova
Scotia, Canada, and was the site of coordinated AES
field activities that included forecasting and nowcasting
for specific AES research goals and evaluating new
products, displays, and data, as well as coordinating
with the ERICA forecasters on potential target storms.
The separated operations during ERICA enabled the
aircraft to be located at a suitable facility that was stra-
tegically situated for studying oceanic storms, while
taking advantage of the facilities and expertise at NMC
to provide forecasting and nowcasting support.

The idea for a remote operations center and remote
forecasting/nowcasting support as a systems test during
FEST was that if a true multiscale, expansive effort like
a full-fledged STORM program eventually comes
about, then a system like the one used during ERICA
might be expanded to have several points of aircraft
origination but with one main forecast and operations
center that would take advantage of existing facilities.
An argument for dispersing the aircraft is to avoid the
tendency toward intensive study only within a fairly
restricted area around a common site. The logistics of
how a multisite operation might evolve will not be
covered here, though they are certainly a point for dis-
cussion. Another motivation for testing the remote op-
erations center concept was the idea that it might be
more cost-effective to have one well-equipped, more
permanent center that would not only house the most
current communications and display facilities but
would also be the data management center for various
field programs.

The main operations center for the overall control
and coordination responsibility for FEST was located
at the NCAR Research Application Program’s (NCAR/
RAP) Aviation Weather Development Laboratory in
Boulder, Colorado, and officially designated B-OCC
for Boulder Operation Control Center (STORM Proj-
ect Office 1992). The NOAA Forecast Systems Labo-
ratory (FSL) in Boulder was tasked with providing and
organizing the remote forecasting, which took place at
FSL, approximately 4 km from the B-OCC. The two
secondary control facilities were the Kansas City Re-
gional Control Facility (KC-RCF), located at GVW,
and the Norman Regional Control Facility (N-RCF),
housed at the Norman, Oklahoma, NWS Forecast Of-
fice (WSFO).
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The objective of this paper is to describe and provide
an assessment of the remote forecasting and nowcasting
systems test based on our experiences during FEST.
We hope to stimulate further exchange on forecasting
and operational issues related to STORM or any large
field program, so that the most effective methods of
providing forecasting and nowcasting support might
be used in the future, We will also discuss the means
whereby the operational sector can most benefit from
field programs, through methods of incorporating ex-
perimental forecasting and forecast research into the
design of the program. Points relevant to the NWS
modernization effort will also be addressed.

2. Forecasting support and activities during
STORM-FEST

The scheme for developing the forecast and nowcast
requirements to support FEST arrived out of a series
of meetings among project scientists and personnel. A
consensus was reached concerning the products to be
provided by the remote forecasting site (FSL in
Boulder). Although the primary remote forecasting site
for operations was located in Boulder, several other
sites were involved in the program and provided fore-
casting/nowcasting support. Two of these sites were
Experimental Forecast Facility (EFF) locations, one in
Norman and the other in Kansas City. The Fleet Nu-
merical Oceanographic Center (FNOC) in Monterey,
California, and the NMC in Washington, D.C., also
took part. Because EFFs have been a significant com-
ponent of STORM planning and are envisioned as
playing a major role in the transfer of research results
to operations, the concept of an EFF will be briefly
discussed here before proceeding. '

a. The EFF concept

The concept of EFFs is discussed in the first docu-
ment proposing the STORM program (University
- Corporation for Atmospheric Research 1983), and in-
deed, the “O” in STORM indicates the “operational”
ties that are desired. Briefly, an EFF, in its broadest
sense, is a means to promote and sustain a working
relationship among operational, research, and aca-
demic professionals aimed at solving local forecast and
operational problems through the application of science
" and technology (Auciello and Lavoie 1993). The goal
of establishing sites (EFFs), where by virtue of prox-
imity the potential for such a relationship exists, is to
improve the cooperation between research and oper-
ations, to the end that the research side becomes more
aware of the challenges facing operational forecasters,
and operational forecasters are given the time, en-
couragement, and means to pursue research on forecast
problems. The challenges facing operational forecasters
include those imposed by deadlines and other opera-
tional constraints, as well as those stemming from lack
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of conceptual understanding of mesoscale systems.
Potential forecast methods developed from research of
such mesoscale systems stand a better chance of being
useful in an operational setting when the researchers
are aware of the constraints of operations. The net result
then of such cooperation is research directed toward
specific forecast problems that can be readily applied,
using the new datasets available in the modern-
ized NWS.

An important function of an EFF is to test new con-
ceptual models, methods, and algorithms, and evaluate
uses of new types of data through experimental fore-
casting. Additionally, EFFs are an ideal location for a
research model or previously untested research result
to be evaluated in a real-time forecast mode. These
activities should be at a heightened level during a field
program, when additional verification data would be
available.

b. Specific EFF responsibilities during FEST
1) NORMAN

Four forecasters were specifically assigned to the
Norman EFF during FEST, in addition to an opera-
tions director from the NOAA Office of Hydrology.
During FEST the Norman EFF was collocated with
the N-RCF at the Norman WSFO. Because the Nor-
man WSFO is a test site for the Advanced Weather
Interactive Processing System (AWIPS), the interactive
workstation that will replace Automation of Field Op-
erations and Service (AFOS), Pre-AWIPS workstations
(in addition to an AFOS station), and a WSR-88D
Doppler radar display were available that the EFF could
share on a noninterference basis. The EFF also had its
own, limited Pre-AWIPS workstation, as well as two
Sun workstations, and a PC-McIDAS (man—computer
interactive data access system) workstation (a limited
version of the McIDAS workstation). It was hoped that
the Sun workstations would be used to display special
sounding data taken during the experiment, as well as
output from The Pennsylvania State University (PSU)/
NCAR Mesoscale Model (MM4) (Anthes et al. 1987)
and hourly analyses from the Local Analysis and Pre-
diction System (LAPS) (McGinley et al. 1991), both
run at Boulder, but this capability was never realized
for FEST. A limited set of products from an isentropic
60-km grid analysis and short-range forecast model run
at FSL called the “Mesoscale Analysis and Prediction
System” (MAPS) (Benjamin et al. 1991) was available
through the WSFO Pre-AWIPS workstation.

The main emphasis for the Norman EFF was on
the hydrology component of FEST, which focused on
estimating precipitation from the WSR-88D and other
Doppler radars in Oklahoma. The specific region of
study was a relatively small area called the “Little
Washita Watershed” in southwestern Oklahoma, which
was instrumented with a 36-station raingauge network.
To better quantify the radar reflectivity and surface
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precipitation measurements, aircraft flights to specifi-
cally measure drop size were planned for FEST.

The N-RCF had the responsibility of calling for an
Intensive Observational Period (I0P) for the hydrology
experiment. To support the IOP planning the Norman
EFF issued graphical forecasts for the FEST area valid
at 0000 and 1200 UTC (the following day) by about
1800 UTC, with an accompanying forecast discussion.

_Also issued each day were 6-h quantitative precipitation

forecasts (QPF) out to 24 h ending at 1800 UTC the
following day in graphical form (contours of precipi-
tation amount) for all of Oklahoma and an actual es-
timate of basin-averaged rainfall for the Little Washita
Basin. If an IOP was called for the Little Washita area,
the N-RCF planned radar operations and potential
aircraft support and directed the aircraft. During such
times the Norman EFF provided nowcast support (0-
6-h predictions updated every 6 h or more frequently
as required by operations). This support was also
planned for any other IOP involving aircraft operations
near the Norman area. Extra personnel required during
the more intensive nowcasting periods were drawn
from NSSL and Norman WSFO volunteers.

The Norman EFF also undertook experimental daily
forecasts of lightning (yes/no occurrence) that accom-
panied the QPFs and point temperature forecasts for
seven locations in Oklahoma valid at the same time as
the graphical weather depiction forecasts, 0000 and
1200 UTC. The intent of issuing temperature forecasts
was a specific Norman EFF goal of trying to improve
forecasts of the timing and strength of Arctic fronts,
while lightning research has been an ongoing activity
at the adjacent NSSL.

2) KANSAS CITY

The EFF at Kansas City was established just before
FEST and had two full-time staff stationed at the KC-
RCF. The KC-RCF was located in a large airplane
hangar facility containing a number of offices. A trailer
housing the communication equipment for aircraft
coordination along with other displays, including sev-
eral field operations center workstations for displaying
weather data and aircraft tracks, was also inside this
hangar, but away from the EFF forecasters and their
weather information. The EFF activity took place near
the briefing room at the KC-RCF (the implications of
this are discussed later); however, there was a dedicated
phone line between the two locations. In the same room
with the EFF forecasters were a standard DIFAX for
hardcopy AFOS products, a McIDAS workstation, a
Sun workstation display for the MM4 model with a
high-speed communications link (T1) to Boulder, and
a separate display system for LAPS.

The main FEST forecasting responsibilities for the
Kansas City EFF were to prepare and provide preflight
weather briefings to aircraft crews and ground person-
nel. The EFF also was to provide any nowcasting sup-
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port for aircraft when operations were within local radio
range and being directed from the KC-RCF.

3) BOULDER-DENVER

To fulfill the forecasting requirements for FEST, an
EFF-type activity was initiated between the Boulder
research facilities (principally FSL) and the Denver
WSFO, with 14 forecasters participating from each fa-
cility. In addition, four forecasters from the Canadian
AES also took part, with two forecasters in Boulder at
a given time; this was an offspring of earlier AES/FSL
cooperative efforts. As was noted, the official main re-
mote operations center, designated the B-OCC, was
located at NCAR/RAP. That location, however, did
not have sufficient meteorological facilities for fore-
casting or the communications requirements for the
daily FEST briefing, which was therefore held at the
FSL weather briefing room (hereafter referred to as
FSL), approximately 4 km from the B-OCC. The B-
OCC was located at the NCAR site because of the
availability of display and communication equipment
for direct aircraft communication that could not be
located for FEST at FSL. Forecasters from the Boulder~
Denver (BOU-DEN) EFF were present at the B-OCC
only when nowcasting from Boulder was required.

The main written forecast product in support of
FEST was a set of forecast graphical depictions of
weather systems and associated precipitation areas at
6-h intervals for the first 24 h (beginning at 0000 UTC),
and then for the midpoint of the next 24 h (0600 UTC
of day 2). An example from the largest snow event is
given in Fig. 2. A narrative accompanied these day 1
and day 2 forecasts. The forecasts for the next day were
often needed for early planning because of the preflight
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FI1G. 2. Example of a graphical forecast map produced by the BOU-
DEN EFF. Shown is a day 2 forecast made on 7 March at 1800 UTC,
and valid for 0600 UTC on 9 March.
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and crew requirements of the longer-range aircraft such
as the P-3. Such aircraft requirements can make for
difficult decisions based at times on still uncertain
forecasts, and sometimes required early updates before
the regular daily weather briefing., A list of all the B-
OCC products is given in Table 1, and a schedule for
issuing these products is shown in Fig. 3. The experi-
mental forecasts included probability of precipitation
forecasts for several categories of rain and snow
amounts, and aviation forecasts, both out to 24 h, for
the seven sites shown in Fig. 1, as well as a 24-h outlook
for in-cloud supercooled liquid water for the Denver
area. The motivation for some of the experimental
forecast products was the involvement of FSL in de-
veloping advanced aviation products and in the Winter
Icing and Storms Program (WISP) (Rasmussen et al.
1992). The aviation forecasts were fashioned after cur-
rent NWS terminal forecasts except that a “chance”
or “occasional” group was not permitted. Instead, the
attempt was made to be more specific in timing of
changes in weather, visibility, cloud ceiling height, or
significant wind. The precipitation forecasts were in-
tended to investigate whether the increased data and
model input could allow for more specific forecasts in
the form of categorical probability of precipitation
forecasts. In addition to the forecasts, a more quanti-
tative evaluation of LAPS and MAPS based on “value-
added™ very short range forecasting—whereby fore-
casters would make predictions initially without, and
then with, LAPS or MAPS—had been planned but
could not be performed due to display limitations at
the B-OCC.

A number of advanced displays and model output
suites were available at FSL, as listed in Table 2. There

TaBLE 1. Forecast and nowcast products issued by the
BOU-DEN EFF during FEST.

Products Comments

Forecast maps: Day 1—every 6 h
(valid 0000, 0600, 1200, 1800 UTC)

Day 2—midpoint (valid 0600 UTC)

Forecast
discussions: One for each day
Experimental Precipitation (seven sites—valid 1800-1800
forecasts: UTC)
Probabilities for categories of snow and liquid
amounts
Aviation (seven sites—valid 1800-1800 UTC)
No “chance” categories allowed
Icing (supercooled liquid water) outlook
Denver only—valid 1800-1800 UTC
Long-range
outlook: No written product
Nowcasts: Maps—3 and 6 h ahead

Point precipitation (seven sites, 0-6-h period)
{snow (0-6 h) and melted (0-3, 3-6 h)]
(issued every 3 h)

Hourly Denver precipitation, temperature,
and wind
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Daily BOU-DEN EFF Schedule
for STORM-FEST Forecasting Support

UTC MST
14-1500 07-08:00 Forecast Shift Begins
1700 10:00 Conference call for discussion| Prepare
with other EFFs Day 1 &
. . Day 2
1800 11:00 FSL Daily Weather Briefing forecasts
1830 11:30 FEST Weather Briefing
1900 ~12:00 Decide on Operations Status
AL;;\\
Standdown| |Standby Operations Operations
at M - hour Underway
No further Nowcasting begins
forecasting at M - 4 hours

Forecaster prepares
evening update after
looking at 0000 UTC

data and model output
(outlook due ~ 0400 UTC)

FI1G. 3. Daily schedule for the BOU-DEN EFF during FEST.

were two Pre-AWIPS workstations (similar to those
available to the Norman EFF forecasters) that displayed
all standard AFOS products and model output, as well
as gridded model output from the NGM (every 50 mb
and at 6-h intervals) and MAPS (pressure levels at every
50 mb and isentropic levels at 10 K intervals, at 3-h
intervals out to 12 h), satellite imagery on various
scales, LAPS surface analyses over Colorado, profiler
data, and Doppler radar images from the Mile High
10-cm wavelength radar (similar to the NWS WSR-
88D radar) located near Denver. The LAPS model was
also run for the FEST area, both for analyses of surface
fields and at 50-mb intervals in the vertical, but a sep-
arate terminal was required to display the output. An-
other Pre-AWIPS workstation was located in a separate
room down the hall from the FSL forecast site. Two
other Pre-AWIPS workstations located in a neighboring
building provided access to gridded data from the
Aviation (AVN) model as well and to long-range pre-
dictions from the Medium Range Forecast Model
(MRF) for days 6-10 (through day 5 was available at
the main site).

Two other models available at NOAA/FSL during
FEST included the MM4 model (Anthes et al. 1987)
and the NMC eta model (Mesinger et al. 1988; Janjic
1990). These models were not displayable on the Pre-
AWIPS workstations. Instead MM4 used a Sun work-
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TABLE 2. Numerical models available on the BOU~DEN EFF during FEST.
Model Abbreviation Scale Ax (km) At (h) tend Available by . Displayed on

Limited fine mesh LFM >US 180 12 48 h ~8:15 AM. Pre-AWIPS
Nested .grid NGM >US 80 6 48 h ~8:50 AM. Pre-AWIPS
Aviation (spectral) AVN >US 105 (T126) 12 72 h ~10:00 A.M. Pre-AWIPS
Eta . Eta US 80 6 48 h ~8:30 A.M 486 PC
NCAR/PSU . ‘

mesoscale MM4 uUs 20/60 1 36h ~8:30 AM. Sun
Mesoscale analysis and .

prediction system MAPS us 60 3 12h ~8:30 AM. Pre-AWIPS
Local analysis and

prediction system LAPS FEST/CO 0 h + 20 min Pre-AWIPS

10 0 Oh

station, which was also used at the Kansas City EFF,
and eta was displayed on a 486-PC using the program
PC-GRIDDS (PC-Gridded Interactive Display and
Diagnostic System) developed at NMC by Ralph Pe-
terson (examples of its use are found in Zubrick and
Thaler 1993; Shea and Przybylinski 1993; and others),
which allowed for downloading and displaying of grid-
~ded output from NMC from the 80-km “early eta,”
the version of the eta model run twice daily at NMC
before the NGM. NCAR’s Mesoscale and Microscale
Meteorology Division provided one person to operate
the Sun workstation and help interpret the model out-
put. (A dedicated person was not available for the MM4
display at the Kansas City EFF.) MM4 had the best
resolution of any forecast model, with a nested grid
over the FEST domain of 20-km horizontal spacing
and forecasts out to 36 h. The running of MM4 in real
time for the duration of FEST (including some of the
evening updates) was an ambitious undertaking, which
included assimilation of MAPS analyses to provide the
input to the model runs. Although it is a research
model, the MM4 ran quite rapidly in real time by si-
multaneously using all the processors on the NCAR
Cray YMP, and its products usually arrived for display
before the NGM but often in a tie with the early eta.
The shifts that were required for any 24-h period to
provide the necessary nowcast and forecast support
consisted of one day shift, an optional evening shift,
and three possible nowcast shifts. After all conflicts were
accounted for, the average breakdown of shifts per
forecaster consisted of three to four day forecast shifts,
one potential evening forecast shift, and about five po-
tential nowcast shifts (“potential” since they were de-
pendent on the weather and, in the case of nowcasting,
where the aircraft were flying). Because the day forecast
shift had the larger workload, two forecasters were as-
signed, one forecaster with a research background
paired with one operational forecaster; the other shifts
generally had only one forecaster. With the fairly large
number of forecasters and relatively rapid turnover (in
as many cases as possible forecast shifts for any fore-
caster were consecutive), an additional forecaster (either
Szoke or McGinley) was present at each forecast shift

to help provide continuity, record notes, interpret
model output, load the eta model for display, etc.
After much discussion in planning meetings for
FEST, a compromise for the time of the daily briefing
of 1830 UTC (1130 MST) was reached, as shown in
Fig. 3. The majority of the scientists had pressed for
an earlier time, while the forecast group suggested a
later time. More will be written about the effects of the
compromise time later. Forecasters could begin earlier
than 1400 UTC (0700 MST), and in many cases did,
although there was not much of the new 1200 UTC
data and output to examine before about 1330 UTC.
The FEST briefing was scheduled immediately after
the FSL daily weather briefing, whose preparation re-
quired the forecasters to share the two Pre-AWIPS
workstations during weekdays. Also, those workstations
were unavailable to the FEST forecasters during the
briefing itself (1800-1830 UTC), although the other
display hardware for MM4 and eta could be used dur-
ing this time, as well as other nearby workstations.
To coordinate forécasts and views with the Norman
and Kansas City EFFs, a conference call was scheduled
for 1000 MST, at which time each group was to have
formulated an initial forecast. It was decided that it
would be very beneficial to FEST forecasters if NMC
was also included in the conference call, especially since
the forecasters were using the new eta model. Since the
time for the briefing preceded (barely) the issuance of
the model discussion by NMC (AFOS designation
PMDHMD), it was hoped that the participation in the
conference call would not entail too much extra work
for the NMC forecaster who could elaborate on the
main points of that discussion, while also giving NMC
forecasters an opportunity to participate in FEST. An
additional participant added to the conference call was
a forecaster from the FNOC, who was tasked with co- -
ordinating a limited number of sets of special soundings
closely spaced along the West Coast (the so-called
picket fence) and a very limited number of aircraft
dropsonde missions over the ocean. These limited re-
sources had to be scheduled in concert with potential
FEST cases downstream, requiring a careful exami-
nation of the longer-range forecasts. Indeed, the long-
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range forecast became an important part of the daily
briefing (although no formal written product was is-
sued), and it was found that the input from NMC in
the conference call was particularly important for that

portion of the forecast, since they had access to a
broader range of longer-range forecast products from
the European numerical models.

A typical daily briefing lasted about 30 min, followed
by 30-60 min of open discussion. As shown in Fig. 3,
a decision as to the status would be reached after the
discussion, although often not until the mission sci-
entists had a “closed door” meeting at the KC-RCF.
Depending on the complexity of the weather, a decision
was reached as early as 1915 UTC or as late as about
2100 UTC. If the weather situation warranted, an eve-
ning update from FSL was required. Because the KC-
RCF is in the central time zone, this update briefing
was held at 0400 UTC (2100 MST), with the caveat
that it would be informal and no written products
would be expected, since many of the 0000 UTC model
runs would have arrived only recently. MM4 was oc-
casionally run from 0000 UTC data to support the
evening update.

Nowcasting, ideally beginning about 4 h before the
beginning of the mission (time M-4 in Fig. 3), took
placc only from the B-OCC when an aircraft was flying
and was out of range of communications from the KC-
RCF or the N-RCF. This was an infrequent occurrence
and limited the amount of nowcasting that was done
at the B-OCC. In fact, many of the forecasters at the
BOU-DEN EFF never experienced a nowcasting shift.
As noted earlier, the weather displays available at the
B-OCC were not as complete in some key areas as those
at FSL. The primary difference was that the B-OCC
had a very limited version of the Pre-AWIPS-type
workstation- that did not have MAPS or LAPS output.
LAPS was available (both for the FEST area and Col-
orado) at the B-OCC through a separate terminal that
was, however, somewhat cumbersome to use. A Sun
workstation to display the MM4 output was available
at the B-OCC, though without a dedicated operator.
A display available at the B-OCC that was unavailable
at FSL was a field operations center workstation like
those at the KC-RCF, which had displays of satellite,
radar, local research radar, surface mesonet, and
sounding data, along with aircraft tracks.

The logistical approach to the forecast briefings had
never been tried and constituted a big part of the test
of both the remote operations center concept and re-
mote forecasting. It consisted of a video conference
link between the project participants at the KC-RCF
and the briefing room at FSL, with a telephone link
between the N-RCF and the FNOC (as diagrammed
in Fig. 4). The video conferencing used two live cameras
configured so the audience at the KC-RCF could see
the audience at FSL, and vice versa; this mode was
used during open discussion periods. During the
weather briefing one camera, aimed at the projection
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screen at FSL, displayed the weather products from the
Pre-AWIPS workstations, or another source (the MM4
or LAPS output; eta output could not be displayed on
the screen). The other camera was used to project view
graphs. The video conference link remained on at all
times to facilitate discussion between personnel at
Boulder and the KC-RCF.

3. Assessment of forecasting activities during FEST

In addition to the forecast discussions, notes were
kept by the forecasters, as well as by the extra per-
son (Szoke or McGinley). A written survey of the
BOU-DEN EFF forecasters was also taken after the
field program and a few of the forecasters took the
opportunity to elaborate in more detail on the overall
experience. Additionally, at the end of the field program
one of the authors (Szoke) interviewed the two fore-
casters at the Kansas City EFF and attended a debrief-
ing of the overall program by the principal scientists.
A few months after FEST a meeting among some of
the EFF participants was held, at which time the Kansas
City and Norman EFF forecasters submitted more for-
mal assessments. All of this information was used to
formulate the assessment of the FEST forecasting,
which is summarized here.

Among the questions in the survey, which again ap-
plies just to the BOU-DEN forecasters excluding the
four AES forecasters from Canada, were two that asked
the forecaster to list the three most positive and the
three most negative aspects of the program. The most
common positive response was “working with some of
the new models (eta and MM4).” This was interesting
in that both the forecasters and researchers that took
part in this activity have been at the forefront of new
technology and modeling as the developers and/or users
of the Pre-AWIPS workstation. Perhaps this indicates
a positive attitude to new information even when time
to examine it might be limited, and despite the fact
that the eta and MM4 output could not be examined
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on the Pre-AWIPS workstation. Other positive re-
sponses included the “chance to get more diverse ex-
perience” (a frequent WSFO forecaster response, in-
dicating a desire to be more involved in EFF-type ac-
tivities); “working with different forecasters” (both
parties listed this as a positive, again showing the po-
tential of an EFF); the “challenge to make forecasts”
(an FSL response where most are not involved in op-
erational forecasting); the “direct forecasting for op-
erational decision making” (a WSFO forecaster re-
sponse, implying some frustration with the lack of user
feedback to most operational forecasts issued, whereas
in FEST the forecasters were talking directly with the
user); the “preparation of graphical forecasts” (another
WSFO response, indicating that the trend toward pro-
ducing graphical forecast products in the future might
meet with some enthusiasm, given that such forecasts
can provide a means to more completely communicate
the forecasted weather); “the conference call” (most
enjoyed the interaction with other forecasters at the
different sites, although there was some concern about
the amount of time that the call took away from fore-

cast preparation), and the “chance to contribute to sci-

ence” through a major field program. -

On the negative side, the list was more difficult to
summarize in that it was quite diverse. The most com-
mon complaint was that “there was too much to do
in too short a time.” Although during the planning
stage we thought that the forecast maps, discussions,
and experimental forecasts could be completed before
the daily briefing, in most cases only the forecast maps
and discussions were done in time to be faxed to the
KC-RCF and the N-RCF, just before the briefing began
at 1830 UTC. The experimental forecasts were usually
done after the discussion following the daily briefing,
resulting in a generally long and busy shift (typical of
a WSFO day shift). ,

Another complaint, which undoubtedly contributed
to the above problem, was that “the work environment
at FSL was too confusing and had too many interrup-
tions” (a problem familiar to operational forecasters).
The forecasts were prepared in a large room that was
host to diverse activities not necessarily associated with
FEST, so it was impossible to isolate the forecasters.
Interestingly, often the interruptions came from other
scientists, both within FSL and in other parts of NOAA.
Some forecasters noted that the discussions that ensued
could be very useful; however, because of the limited
time before the 1830 UTC FEST briefing, the luxury
of such insight could usually not be afforded. The issue
of principal scientific investigators who were in Boulder
rather than at the KC-RCF and were “dropping by”
to examine the weather before the FEST briefing high-
lights the tension between the desirability of one-on-
.one discussion between scientist and forecaster to fa-
cilitate mission planning, and the need for forecaster
concentration to prepare the briefing and project fore-
casts under a very tight deadline.
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An important negative aspect was a frustration ex-
pressed at times in dealing with the audience at the
KC-RCF at the other end of the video link. A principle
contribution to this problem was the inability to see
certain colors clearly at the KC-RCF because the image
was from a camera at FSL pointed at the projection
screen, which already had a reduced image quality from
that displayed at the workstation itself. Had it been
feasible, a direct video connection from the workstation
to the video link would have likely given a much clearer
image at the KC-RCF. Such technology will likely be
easier to obtain for future experiments. The interrup-
tions (“give us the date” was a common one, indicating
that it was often difficult to read some of the text that
was more visible at FSL) often flustered the briefer and
may have contributed to some reluctance to show more
complex graphics.

Additional negative aspects expressed in the survey
included the lack of familiarity with the eta and MM4
models; the general lack of proper spinup time before
the program started (the two weeks set aside for this
were instead spent putting all the equipment in place);
and the geographical separation between the project
scientists and the forecasters. An issue raised frequently
was that most of the forecasters would have preferred
to have had more consecutive shifts. Often by the time
they became familiar with the routine, their string of
three to four day forecast shifts was ending.

The nowcasting performed from the B-OCC pre-
sented additional negative comments; the overwhelm-
ing one was frustration because of the lack of meteo-
rological display capability and information compared
to that available at the nearby FSL site where the brief-
ings were held. As noted earlier, this was due to the:
limited version of the Pre-AWIPS workstation at the
B-OCC, a problem that could not be corrected before
FEST. There were other data at the B-OCC displayable
on the NCAR Field Operations Center workstation;
however, the forecasters generally felt that this did not
compensate for the lack of gridded NMC model output
or MAPS model output. Particularly missed was
MAPS, which they felt was ideally suited for the 0-6-
h very short range forecasts and for providing guidance
to the aircraft mission scientist. For the last major event
of FEST a forecaster was actually stationed at FSL while
nowcasting was conducted at the B-OCC, with infor-
mation (mainly MAPS model output) faxed to both
the B-OCC and the KC-RCF or discussed over the
video link with the KC-RCF. During another mission
to study a jet streak the researchers were also aided in
their planning by the faxing of a number of products
from LAPS and MAPS from the BOU-DEN EFF to
the KC-RCF.

A better display device for the LAPS model would
have rendered it more useful at the B-OCC, even
though the model had no forecast component. The
MM4 was available; although without the operator
provided by NCAR/MMM at the FSL site, the model
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was underused. Another important source of frustra-
tion were the problems with communications with the
aircraft. Although at times quite good, they were not
consistently so, and this led to some problems in trans-
ferring important information to the aircraft scientists.
When the communications were good and useful in-
formation could be passed along to the aircraft scien-
tists, most of the nowcasters enjoyed the direct feed-
back, sensing a real involvement in the experiment.
The importance of good communications and now-
casting support was also noted by Dirks et al. (1988)
regarding GALE.

Many of the positive and negative factors expressed
by the BOU-DEN EFF forecasters were also noted by
the forecasters at the Norman and Kansas City EFFs.
A consensus of a positive response concerned the
chance to be part of a field program and interact with
the scientific investigators. A consensus of a negative
aspect involved the lack of spinup time before FEST
began. The problems with insufficient spinup time were
also noted for PRE-STORM (Doswell et al. 1986;
Howard et al. 1986). Complicating the lack of prepa-
ration time was the fact that both operations at Norman
and Kansas City became formal EFFs only a few
months before FEST, so essentially both the EFF op-
eration and its responsibilities to FEST were begun at
the same time. This lack of preparation time was re-
flected in unreliable hardware for some meteorological
displays and a lack of training on how to use the dis-
plays that were functioning correctly, as well as some
uncertainty as to what was expected in terms of sup-
porting FEST. The Kansas City EFF forecasters spe-
cifically mentioned a delay in getting one of their pri-
mary meteorological workstations operating properly
until after FEST had begun. The delay was critical in
that the scientists at the KC-RCF looked for meteo-
rological information elsewhere, and when the work-
station began functioning properly it was difficult to
recapture their interests, despite the additional infor-
mation available on the workstation.

At the Norman EFF there was a sense of being over-
whelmed by the amount of new and different display
devices (a likelihood noted by Howard et al. 1986) and
at the same time being frustrated because some of the
expected data and output were limited, difficult to dis-
play, or not available (no MAPS or eta, and unusable
LAPS, for example). As an example, the Norman
WSFO had far better Pre-AWIPS workstations than
the more limited version available at the EFF, which
caused frustration for the EFF forecasters who were
attempting to issue detailed experimental forecasts.
This parallels what the BOU-DEN EFF forecasters ex-
perienced when nowcasting at the B-OCC.

The comparison of the use of MM4 at Boulder and
at the KC-RCF illustrates some of the problems dis-
cussed above. With little time for advanced training,
the Kansas City EFF forecasters found it cumbersome
to use the MM4 menu system, and this resulted in an
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underuse of the system. By contrast, the availability of
the MM4 research model at the BOU-DEN EFF
proved to be a highlight of the FEST experience. The
forecasters were very receptive to using MM4 products,
despite some important limitations that included un-
familiarity with the model and the Sun workstation
that displayed its output, an inability to compare output
directly with the other more “standard” models since
MM4 was not on the Pre-AWIPS workstation, and a
lack of time to look at the wealth of information from
MM4 (including output at hourly intervals). A key to
overcoming these obstacles was the meteorologist pro-
vided by NCAR/MMM at the FSL forecast site to help
with the MM4 output and its interpretation, assistance
that was regarded as an absolute necessity. A like com-
ment was made by the BOU-DEN forecasters regard-
ing having an extra person to bring up the eta model
and display various products.

A similar problem besieged the more primitive LAPS
display that was also underused at the KC-RCF, and
we believe LAPS could have been useful for nowcasting
had someone been assigned to operate the system. An
important lesson for field programs is that there must
be sufficient funding not just to provide resources (in
this case the computer hardware/software and the
model runs) but also for personnel to operate the
equipment and possibly help interpret the displays. A
possibility would be for graduate students taking part
to be tasked with operating and helping to evaluate
such systems.

Both the BOU-DEN and Kansas City EFF fore-
casters found it somewhat difficult to use the MM4
model because of rather arbitrary contour intervals
used in the color displays. This made comparison with
the NMC models more difficult. In response to fore-
caster complaints, a special set of displays from MM4
that could be compared with standard levels from the
other NMC models was generated by the second week
of FEST. Another contribution to the problem of trying
to directly compare the models was that they were dis-
played on different workstations, whereas the standard
NMC models were all on the Pre-AWIPS workstations.
A lesson relevant to both future programs and NWS
modernization is that no matter how effective a mod-
eling system is, its potential value to the forecaster may
be lost without an effective user interface. In particular,
output displayed from all models (including those run
locally at the WFO) must be easy to access, be dis-
playable on a common platform if possible, where ap-
propriate have common contour intervals, and have
hard copy accessibility. Consideration should be given
to these points if research models are to be fairly eval-
uated in an operational or pseudo-operational envi-
ronment.

A final but obviously important issue for the fore-
casters using the MM4, eta, MAPS, or LAPS models
was whether to believe the greater mesoscale detail that
was often displayed. As a general assessment, fore-
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casters commented that they were impressed with the
detail but were not always sure of the verification (es-
pecially of MM4 and eta, which had forecasts farther
out in time than MAPS). Unfortunately, there was not
enough time for systematic post analyses and verifi-
cation. This indicates that verification, consistently
viewed as unimportant, should be an important func-
tion of any field program with a model assessment
component. Certainly, as computer power continues
to increase, the ability to run mesoscale models in real
time during a field program will improve. This will
provide an excellent opportunity to evaluate model
performance when run in a real-time forecast mode.
Although this cannot substitute for in-depth individual
case studies performed after the experiment, docu-
menting daily evaluation can reveal model character-
istics that may be overlooked in studies of just a few
cases that are often restricted to the more impressive
events. In fact, events with more subtle meso-alpha-
scale features (e.g., weak short-wave troughs) presented
the greatest forecast challenge. A strong consensus in
model forecasts was often absent in such cases, with
the eta and MM4 often showing the most detailed pre-
cipitation, though occasionally not at the same location
or time. The biggest FEST snowstorm (depicted in the
. forecast map in Fig. 2) was well predicted by the fore-
casters, who were able to correctly interpret the model
differences.

A concern from both the BOU-DEN and Norman
EFF forecasters, who provided written forecasts for
FEST in addition to producing experimental forecasts,
was that the workload was usually excessive. Conse-
quently, the experimental forecasts were often hastily
done and thus were not the tests of the effects of ad-
ditional mesoscale data or model output that they were
designed to be. This was particularly true of the aviation
forecasts at the BOU-DEN EFF and the point tem-
perature forecasts at the Norman EFF. Contributing
to the lack of time was a working environment that
did not provide enough privacy from interruptions so
that the forecasts could be carefully completed. As
noted earlier, however, some of the interruptions were
from the scientists who wanted to better plan potential
missions, indicating a desire to have more detailed
forecaster involvement beyond just a project briefing.
Indeed, a specific point raised by the Kansas City EFF
forecasters was that they should have been involved in
the mission planning meetings that followed the 1830
UTC FEST project briefings and general discussion in
order to contribute such specific meteorological infor-
mation. Solutions to these apparent conflicts are ad-
dressed in the next section.

4. Summary of lessons learned and suggestions for
improvement

Despite what seems like a long list of difficulties dis-
cussed in the previqus section, in general the “systems
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test” of a remote operations center with remote fore-
casting and nowcasting was demonstrated as being fea-
sible. Communications and some video problems ex-
perienced presumably could be overcome as technology
continues to advance. At the KC-RCF review meeting
at the end of FEST, the scientists were satisfied that
sufficient forecasting and support on the synoptic scale
were available to carry out the missions. There was
concern raised over some lack of success in diagnosing
or predicting mesoscale features, a portion of which
can be attributed to the underuse discussed earlier of
the mesoscale analyses and short-term predictions that
were available at FSL and the KC-RCF. The scenario
outlined below arises from a consideration of the issues
discussed in this paper, the responses of the forecasters
in FEST, and the discussion from a post-FEST meeting
of some of the EFF participants. It addresses a possible
way to improve the forecasting and nowcasting support,
as well as the potential feedback to NWS operations.

a. Collocation of forecasters and scientists

A very open debate remains as to the best means of
providing forecast support. This is especially true con-
cerning the issue of remote versus on-site forecasting.
Among the most outspoken critics of the idea of not
being at the common operations facility were those
who also took part in Oklahoma-Kansas PRE-
STORM in 1985, where the forecasters and scientists
were stationed at the Will Rogers International Airport
in Oklahoma City. The forecaster layout in PRE-
STORM actually had the forecasters stationed at the
(then) WSFO, which was “separated” by about a 5-
min walk from the operations center. This short sep-
aration was felt to be an advantage in that it allowed
for the desired interactions between forecaster and re-
searcher yet permitted the forecaster to “get down to
business’ and finish the preparation of the daily briefing
and forecast without interruption, since the distance
was apparently just enough to be inconvenient for easy
access. A PRE-STORM project rule that the forecaster
work area was off limits to nonforecast personnel was
primarily to minimize interruptions to NWS opera-
tions, but it also served to insulate the forecasters from
the chaos of project operations. One of the major prob-
lems with not being collocated during FEST was a sense
of not having a good feel for what the scientists were
really after on a given day so that one could concentrate
more on those aspects of the weather. An attempt to
get this information from the EFF forecasters at the
KC-RCF was made through the conference call, but
this was not always effective and only represented one-
way communication. Missing was the direct feedback
one might get from being collocated, as well as the one-
on-one interaction with the scientists in terms of con-
veying and discussing the forecast and its details.

Logically, using many of the arguments listed above,
there would seem to be little reason one would want
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to be remote from the main center of operations in a
field program. One important issue is whether it is more
cost-effective to have a permanently located site with
state-of-the-art equipment for field operations or a
transportable facility. Our experience in FEST [and a
similar experience in GALE (Dirks et al. 1988)] made
it clear that it is critically important to have ali available
weather information easily displayable on state-of-the-
art workstations at the forecast or nowcast site, as well
as advanced communication equipment. It is possible
that in the future sufficient information might be ac-
cessible from a central computer and server by a variety
of smaller workstations at different locations. However,
ease of use and certain display requirements like loop-
ing and overlaying fields would be necessary, at least
for those workstations used by the project forecasters.

Another issue is whether the actual STORM (or any

large field) program would have one main operations -

center or, rather, aircraft dispersed over a number of
sites, in which case there would be by default no one
main center of operations. It would indeed seem that
one advantage of dispersion would be avoidance of
oversampling one geographical area, a sort of natural
selection process if most of the facilities are collocated.
Although such detailed sampling may be desirable for
some missions, it would be possible to accomplish over
more locations if the aircraft were dispersed. In addi-
tion, systems might be followed more completely as
they moved through the network if bases of operations
were dispersed. The scattering of facilities might also
enhance the number of sites where EFF-type activities
during a field program could occur, although it is ap-
parent that aircraft operations and EFF activities are
not necessarily compatible. Perhaps the best solution
would be to locate the operations center where data,
processing, scientists, research aircraft, and facilities are
at a maximum density, if the considerations of weather
display capabilities noted above could be met. This
“center of mass” concept may be applied even if op-
erations are dispersed by necessity.

b. Five functions of field program forecast support

The support for a large field program that is envi-
sioned is schematically illustrated in Fig. 5 and elab-
orated below. An EFF would be a natural place to carry
out such support, with other groups also likely involved
either enhancing activities at an EFF or located else-
where.

1) ISSUING EXPERIMENTAL FORECASTS

The testing of new forecast methods and types of
forecasts by issuing experimental forecasts, using me-
soscale datasets or mesoscale model output that are
enhanced during a field program, is an integral part of
any EFF-type activity. Although such forecasting would
likely be a routine EFF function, it would be at an
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FIG. 5. Schematic showing a possible plan for forecasting and
nowcasting support for a large field program.

increased level during any field program when new ob-
servations and more intensive numerical prediction
activity could be evaluated and used to test new types
of mesoscale forecasts. The enhanced data taken during
the field program would also enable better verification
of such forecasts.

2) REAL-TIME MODEL EVALUATION

Although the experimental forecasting would use
new models, it would be desirable to have a separate
model evaluation team that could closely examine the
models and provide real-time verification. The “model
group” would be responsible for leading a separate daily
meeting (which would not be mandatory for all project
personnel) to discuss the day-to-day model verifica-
tions, which could be extremely useful in using new
research models. As noted earlier, this would help in
the daily use of the models for forecasting during the
project in terms of understanding the reliability of the
model forecasts. Although real-time evaluation cannot
replace detailed case studies done after the experiment,
there are substantial and valuable systematic evalua-
tions that can be effectively done on a real-time basis,
which would be very difficult to produce after the ex-
periment.

3) GENERAL PROJECT WEATHER BRIEFINGS

A separate team would be tasked with providing the
general project weather briefings. These types of brief-
ings are necessary to bring the entire project staff up
to an “even” level and keep everyone informed, es-
pecially as the project grows in scope. Unfortunately,
it became apparent during FEST that it was difficult
to go into sufficient detail to satisfy everyone during a
briefing that lasted only 30 min.
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4) SPECIFIC MISSION SUPPORT

This points to the need for a fourth group, which
would comprise a set of forecasters and nowcasters who
would work more closely with the scientists in a more
“mission-specific” mode. The forecasters involved in
this group would have to be familiar enough with the
scientific issues so that they could provide the most
useful input and at times help plan scientific missions,
and actually work the entire mission (including, at
times, flight participation). Such an arrangement, used
during ALPEX (WMO 1982), can be quite effective.
An advantage of this follow-through type of forecasting/
nowcasting support is that forecast-related issues would
likely be given greater consideration in the execution
of scientific field operations. As noted by. Doswell et
al. (1986), very useful information could be gained by
learning more about precursor conditions and null
cases. Without a strong forecast input, such data are
likely to be lacking from a field exercise since operations
tend to focus more on the well-developed or mature
phases of a weather event. [As Doswell et al. (1986)
have pointed out, often it is deemed too risky to commit
experimental resources based on a forecast.] For ex-
ample, forecasters might argue for a mission to closely
examine an area where they are confident a mesoscale
convective system (MCS) will form. If the MCS does
not form, valuable data will be obtained on a null case,
and if the MCS does form, valuable data on the pre-
storm environment will be gathered.

5) GENERAL NOWCASTING

While some of the information from nowcasting
support could be provided by group D (Fig. 5), now-
casting also needs to be part of an operations center
that is providing aircraft coordination. The question
remains whether this should be done from one main
center or is the responsibility of the satellite center
closest to the concentration of operations (as the now-
casting was done in FEST).

It appears that the above structure would require
more staff than could possibly exist. However, one of
the main complaints from the BOU-DEN FEST fore-
casters was that the number of shifts was too limited;
in other words, the staff was available. Under the above
scenario the larger forecasting staff would be divided
into different groups that would provide each of the
functions discussed above. Additionally, a number of
EFFs and other special forecast teams could be involved
in a major field effort like STORM, with components
of the activities listed above divided or shared among
the various groups.

¢. Do not lock into “dayshift” style support

Among other lessons learned in FEST is that a brief-
ing at 1830 UTC simply did not allow sufficient time
to carefully examine the 1200 UTC model runs. Un-
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fortunately, in most field programs it is difficult to break
the “convective cycle mold,” which espouses that de-
cisions must be made early in the day, even though
the weather being studied may be little influenced by
the daytime heating cycle (MCSs, winter storms). To
counter this tendency, one suggestion made in post-
FEST meetings was to have two “daily” briefings. One
would be fairly early, perhaps 0830 LT, that would by
default be too early to look at any of the 1200 UTC
model output but instead would concentrate on the
previous evening’s model runs and the new data. The
other would take place about midafternoon (local
time), by which time the model output could be more
fully examined. Such a two-briefing plan would ac-
knowledge the general yearning for information early
in the day. It would, however, be important to make
certain that the experiment personnel had the under-
standing that extra briefings such as the early general
weather briefing and the model briefing were optional.
One complaint from the scientists at the KC-RCF dur-
ing FEST was the excessive number of briefings. Al-
though it appears that more briefings are being pro-
posed, they are more specific in nature and would not
necessarily require attendance by all personnel.

d. Summary

A number of the lessons learned from FEST have
some applicability to the modernization effort taking
place within the NWS. The issue of a two-week spinup
time [supported by the forecasters and also noted by
Howard et al. (1986) for PRE-STORM] to become
more familiar with the experimental procedures and
the suggested MM4 “training” workshop gives testi-
mony to the need for sufficient training with any new
system or equipment. Although spinup time is often
planned for a field exercise, it seldom occurs because
unforeseen problems develop as the experimental pe-
riod approaches. The results from FEST reenforce the
necessity that such preexperiment familiarization be
given a high priority.

The forecasters were quite receptive to using new
models that provided more mesoscale details and to
1ssuing new types of forecasts; however, as noted earlier,
effective perusal and comparison of -output from the
new models was awkward since they were on different
systems. Last, the issue of “information overload™ (or,
as L. Bosart put it, “model massacre”) was prominent
during the FEST forecasting, a result of an abundance
of information, restrictive deadlines, and an overam-
bitious forecast load. Unfortunately, such conditions
often face the operational forecaster today and are likely
to continue with an increased availability of model and
observational products. Most forecasters would argue
against limiting access to new data or improved models.
Thus, given that a sudden increase in staffing is un-
likely, more effective ways to use the information will
be needed. Finding these more effective ways is one
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area where research programs such as STORM can
make a significant difference.
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