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Graphs are everywhere! 

Power Distribution Networks Internet backbone Social Networks 

Ground Transportation Tree of Life 

Protein-interaction networks 
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How do we process these Graphs? 

Challenges: 
Runtime is dominated by 
latency 

Random accesses to 
global address space 

Perhaps many at once 

Access pattern is data 
dependent 

Prefetching unlikely to 
help 

Usually only want small 
part of cache line 

Potentially abysmal locality at 
all levels of memory 
hierarchy 

Desired Features: 
Low latency / high bandwidth 

For small messages! 

Light-weight synchronization 
mechanism 

No dependence on cache for 
performance 

Global address space 

No graph partitioning 
required 

No local/global numbering 
conversions 

    One machine with these 
properties is the Cray 
XMT 
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Cray XMT 



Cray Inc. Proprietary Slide 7  



SSCA2 TEPS Performance Comparison  

Single Processor  All Processors 
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Cray XMT Status and Roadmap 
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Community Momentum 



Cray Inc. Proprietary Slide 12  



Cray Inc. Proprietary 

Analysts’ Queries 
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           Graph Resides in XMT Memory 

                                      Transaction Processing System 

Graphical Queries 

DAS Supercomputer 
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    World Wide Web 

Semantic Data 
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