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Who Needs Compute 

pradeep.dubey@intel.com 3 

Traditional drivers of compute 

• Norman’s Gulf: Quest for natural human-machine interface 

• Entertainment: Unending fascination with virtual and unreal 

• The data deluge: The problem of drinking out of fire hydrant 

• Real-time analytics: Decision delayed is objective denied 

• Curious minds want to know (HPC): Science moves on! 

 

Recent catalysts of compute 

• Changing demographics of computer users 

• Massive compute meets massive data 

• Connected computing 
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Norman’s Gulf 
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Human’s Conceptual Model Computer’s Simulated Model 

Evaluation Gap 

Execution Gap 
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Human’s 

Conceptual Model 

Computer’s 

Simulated Model 

Evaluation Execution 

Decomposing Compute-Intensive Apps 
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Photo-real Synthesis 

Virtual World 

Simulation 

Behavioral Synthesis 

Physical Simulation 

Strategy Simulation 

Audio Synthesis 

Video/Image 

Synthesis 

Summary Synthesis 

Machine Translation 

Clustering / Classification 

Bayesian Network 

Markov Model 

Decision Trees 

Forests of Trees 

Neural Networks 

Probabilistic Networks 

Optimization-based models: 

Linear/Non-linear/Stochastic 

Time-series models 

Data Mining 

Web Mining 

Semantic Search 

Streaming Data Mining 

Distributed Data Mining 

Content-based Image Retrieval 

Query By Humming 

Video Mining 

Intrusion Mining 

Mining or Synthesis Quality Determines Model Goodness 

Recognition/ 

Modeling 

Mining 

Synthesis 
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Interactive RMS Loop 
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Find an existing 

 model instance 

What is …? What if …? Is it …? 

Recognition Mining Synthesis 

Create a new 

model instance 
Model 

6 

Most RMS apps are about enabling interactive (real-time) RMS Loop (iRMS) 
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Models: Good, Bad, and Ugly? 
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Model 
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Procedural 

or Analytical 
Data-Driven 

Irregular 

Data Access 

Such as: Unstructured Grids, Graphs … 
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Big Data: New Catalyst for Irregular Apps 
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 Data-driven models are now tractable and usable 

 We are not limited to analytical models any more 

 No need to rely on heuristics alone for unknown models 

 Massive data offers new algorithmic opportunities 

 Many traditional compute problems worth revisiting 

 Web connectivity significantly speeds up model-training 

 Real-time connectivity enables continuous model 

refinement 

 Poor model is an acceptable starting point  

 Classification accuracy improves over time 
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Compute Platform Abstraction 
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Big Data Analytics 

(Servers) 

 

Intersection of massive data with massive compute 

real-time analytics, massive data mining-learning  

Edge Computing 

(Clients) 

 

Private data, sensory inputs, streams/feeds  

immersive 3D graphics output, interactive visualization 
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Architectural Implications Are Radical! 
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Sources of Irregularity 
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 Weak scaling or problem set growth 

 Growing gap of compute density wrt with memory capacity/bw 

growth 

 More complex model – larger working set 

 Lower complexity, less regular algorithm 

 Real-time response at the expense of accuracy of your 

response 
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Architectural Challenges 

and Success Stories So Far … 
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Large-scale Graph processing: 

Restructuring for regularity 

 Using bit-vector improves 

single-node performance by 

2.6x * 

• Bit-vector can be communicated 

across node instead of sending full 

neighbors and parent data 

• 3.2X performance improvement on 

cluster * 
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(uncompressed data - 8
bytes/edge)

+ Cluster optimization (
Compressed using bit-
vectors, 2.3 bytes/edge )

* Fast and Efficient Graph Traversal Algorithm for CPUs : Maximizing Single-Node Efficiency”, 

Jatin Chhugani; Nadathur Satish; Changkyu Kim; Jason Sewall; Pradeep Dubey, IPDPS’12.  
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Large Unstructured Grids 

 Unstructured grid problems 

common in HPC (aerospace, 

CAD, material, etc.) 

 Load balanced among MPI 

nodes by dividing spatially 

 Challenge: within node, 

‘vertices’ of grid still accessed 

irregularly, frustrating 

prefetching and cache reuse 

 Worst-case: no reuse + main 

memory latency hit for each 

vertex access! 
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Think local: subdividing & blocking 

unstructured grids 

 Solution: There is still structure 

in the ‘unstructured grid’ – keep 

decomposing within nodes 

 At the core level, 

subdivide/reorder compute to 

maximize locality and reuse 
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Subdividing & blocking continued … 

 For many irregular problems, 

such blocking is feasible - and 

necessary with dense 

computing platforms! 

 Decomposition size & shape 

based on memory hierarchy 

and surface-to-volume ratio. 

 With prefetching, latency 

hidden and bandwidth 

reduced by average vertex 

degree of grid. 
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Approximate Algorithms 

 Need: Process large data, give real-time responses 

 Taking a small hit on accuracy enables a big performance 

boost 

Data size 

Responsiveness 

Accuracy 
Most accurate 

Approximate 

Nov 11, 2012 pradeep.dubey@intel.com 16 



An example: Locality Sensitive Hashing 

 Problem: Find nearest neighbors in a high dimensional space 

 Known technique for computing approximate nearest 

neighbors 

 Idea: Use “locality sensitive” hash functions to probabilistically 

aggregate nearby points 

Data size 

Responsiveness 

Most accurate 

LSH 
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Applying LSH: Searching Twitter 

 400 million+ tweets per day 

 Response time must not exceed 10 ms 

 Streaming data, Dynamic updates 

 LSH reduces search complexity from O(𝑁) to O(𝑁0.5)[*] 

 Fewer data accesses, but less predictable 

 Super-linear memory requirements O(𝑁1.5) 

 

[*] Gionis, A.; Indyk, P., Motwani, R. (1999). , "Similarity Search in High Dimensions via Hashing". Proceedings of the 25th Very Large Database 

(VLDB) Conference. 
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Related papers at SC’12 
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 Large-Scale Energy-Efficient Graph Traversal - A Path to 

Efficient Data-Intensive Supercomputing; Nadathur 

Satish, Changkyu Kim, Jatin Chhugani, Pradeep Dubey 

 Session:  Tuesday, November 13, 11:30 a.m.-12:00 p.m.  Room 

255-EF 

 Optimization of Geometric Multigrid for Emerging Multi- 

and Manycore Processors; Samuel W. Williams, Dhiraj D. 

Kalamkar, Amik Singh, Anand M. Deshpande, Brian Van 

Straalen, Mikhail Smelyanskiy, Ann Almgren, Pradeep 

Dubey, John Shalf, Leonid Oliker 

 Session:  Thursday, November 15, 2:30 p.m.-3:00 p.m.  Room 

255-BC 

 



Summary 
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 Irregularity on the rise due to application and 

technology trends 

 Models with higher complexity, data-driven, and real-time 

 Dense computing platforms  

 Data-structure / algorithmic transforms can improve 

regularity and locality 

 Potential for hardware improvements in 

cache/memory subsystem, gather-scatter, etc. 

 Shortage of irregular application benchmarks 

 Graph500 is a good start but not sufficient 
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