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•  Why	  do	  we	  think	  the	  es:mates	  are	  too	  large?	  
•  How	  can	  we	  determine	  what	  is	  causing	  the	  large	  
es:mates?	  

•  How	  can	  ARM	  data	  be	  used	  to	  reduce	  es:mates?	  



Key	  Challenges	  

•  Use	  observa:ons	  at	  the	  ARM	  sites	  and	  from	  IOPs	  to	  
understand,	  characterize	  and	  quan:fy	  the	  important	  
processes	  associated	  with	  the	  AIE	  	  

•  Iden:fy	  why	  climate	  models	  produce	  a	  much	  
stronger	  increase	  in	  liquid	  water	  path	  than	  CRMs	  do	  

•  Develop	  physically-‐based	  ways	  to	  produce	  
sensi:vi:es	  to	  aerosols	  in	  climate	  models	  that	  are	  
more	  in	  line	  with	  high	  resolu:on	  models	  and	  
observa:ons.	  



Aerosol	  Radia:ve	  Forcing	  Mechanisms	  	  
	  

•  text	  

IPCC	  AR4	  (2007)	  



Mathema:cally	  Speaking	  
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Δ:	  anthropogenic	  change	  
SWCF:	  shortwave	  cloud	  forcing	  
E:	  emissions	  
CCN:	  cloud	  condensa:on	  nuclei	  concentra:on	  
Nd:	  droplet	  number	  concentra:on	  
fc:	  cloud	  frac:on	  
re:	  droplet	  effec:ve	  radius	  
τc:	  cloud	  op:cal	  depth	  
αc:	  cloud	  albedo	  
CF:	  cloud	  radia:ve	  forcing	  
L:	  cloud	  liquid	  water	  path	  
	  



Most	  AIE	  Es:mates	  Exceed	  -‐1	  W	  m-‐2 

Lohmann et al., 2010 



Why	  do	  we	  think	  the	  es:mates	  are	  too	  large?	  
	  

•  Global	  energy	  balance	  
•  Observed	  cloud-‐aerosol	  rela:onships	  
•  Missing	  natural	  sources	  	  



Global	  20th	  Century	  Energy	  Balance	  	  
	  !Q = !!T +H

!!T = !QGG +!QADirect +!QAIndirect "H
0.6	  °C	  (1850	  to	  2000)	  

(Kiehl,	  GRL	  2007)	  

λ 	

(W	  m-‐2	  C-‐1)	


ΔQGG	  (W	  
m-‐2)	  

ΔQADirect	  
(W	  m-‐2)	  

ΔQAIndirect	  
(W	  m-‐2)	  

-‐H	  	  
(W	  m-‐2)	  

2.3±0.3	   2.6	   -‐0.5	   0	   -‐0.7±0.2	  
0.7±0.3	   2.6	   -‐0.5	   -‐1.0	   -‐0.7±0.2	  
0.0±0.3	   2.6	   -‐0.5	   -‐1.4	   -‐0.7±0.2	  
0.0±0.3	   2.6	   0	   -‐1.9	   -‐0.7±0.2	  
0.7±0.3	   2.6	   0	   -‐1.5	   -‐0.7±0.2	  



Missing	  or	  Underes:mated	  
Warming	  Mechanisms	  

•  Effects	  on	  homogeneous	  nuclea:on	  of	  ice	  crystals:	  LWCF	  

smoke from ship smokestacks in otherwise
pristine clouds over the ocean (17). This created
the expectation that polluted areas would suffer
from reduced rainfall. On the other hand, it was
expected that accelerating the conversion of
cloud water to precipitation (i.e., increasing the
autoconversion rate) by cloud seeding would
enhance rainfall amounts. It turns out, however,
that polluted areas are not generally drier, and
rain enhancement by cloud seeding remains
inconclusive (18, 19).

With the advent of satellite measurements,
it became possible to observe the larger pic-
ture of aerosol effects on clouds and precip-
itation. (We exclude the impacts of ice nuclei
aerosols, which are much less understood than
the effects of CCN aerosols.) Urban and in-
dustrial air pollution plumes were observed to
completely suppress precipitation from 2.5-km-

deep clouds over Australia (20). Heavy smoke
from forest fires was observed to suppress rain-
fall from 5-km-deep tropical clouds (21, 22).
The clouds appeared to regain their precipitation
capability when ingesting giant (>1 mm diame-
ter) CCN salt particles from sea spray (23) and
salt playas (24). These observations were the
impetus for the World Meteorological Organi-
zation and the International Union of Geodesy
and Geophysics to mandate an assessment of
aerosol impact on precipitation (19). This report
concluded that “it is difficult to establish clear
causal relationships between aerosols and precip-
itation and to determine the sign of the precipi-
tation change in a climatological sense. Based on
many observations and model simulations the ef-
fects of aerosols on clouds are more clearly un-
derstood (particularly in ice-free clouds); the
effects on precipitation are less clear.”

A recent National Research Council report that
reviewed “radiative forcing of climate change”
(25) concluded that the concept of radiative
forcing “needs to be extended to account for (1)
the vertical structure of radiative forcing, (2) re-
gional variability in radiative forcing, and (3)
nonradiative forcing.” It recommended “to move
beyond simple climate models based entirely
on global mean top of the atmosphere radiative
forcing and incorporate new global and regional
radiative and nonradiative forcing metrics as they
become available.” We propose such a new met-
ric below.

How Can Slowing the Conversion
of Cloud Droplets to Raindrops
Enhance Rainfall?
A growing body of observations shows that sub-
micrometer CCN aerosols decrease precipitation
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Fig. 2. Evolution of deep convective clouds developing in the pristine
(top) and polluted (bottom) atmosphere. Cloud droplets coalesce into
raindrops that rain out from the pristine clouds. The smaller drops in the
polluted air do not precipitate before reaching the supercooled levels,
where they freeze onto ice precipitation that falls and melts at lower
levels. The additional release of latent heat of freezing aloft and reab-

sorbed heat at lower levels by the melting ice implies greater upward
heat transport for the same amount of surface precipitation in the more
polluted atmosphere. This means consumption of more instability for the
same amount of rainfall. The inevitable result is invigoration of the con-
vective clouds and additional rainfall, despite the slower conversion of
cloud droplets to raindrops (43).
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•  Effects	  on	  
heterogeneous	  
ice	  nuclea:on:	  
SWCF	  

•  Deeper	  
convec:on	  and	  
expanded	  cirrus	  
anvil	  area:	  LWCF	  	  

•  Underes:mated	  
black	  carbon	  DRF	  

Rosenfeld	  et	  al.	  Science	  
(2008)	  



Missing	  or	  Underes:mated	  
Cooling	  Mechanisms	  

•  Effects	  on	  homogeneous	  nuclea:on	  of	  ice	  crystals:	  SWCF	  

smoke from ship smokestacks in otherwise
pristine clouds over the ocean (17). This created
the expectation that polluted areas would suffer
from reduced rainfall. On the other hand, it was
expected that accelerating the conversion of
cloud water to precipitation (i.e., increasing the
autoconversion rate) by cloud seeding would
enhance rainfall amounts. It turns out, however,
that polluted areas are not generally drier, and
rain enhancement by cloud seeding remains
inconclusive (18, 19).

With the advent of satellite measurements,
it became possible to observe the larger pic-
ture of aerosol effects on clouds and precip-
itation. (We exclude the impacts of ice nuclei
aerosols, which are much less understood than
the effects of CCN aerosols.) Urban and in-
dustrial air pollution plumes were observed to
completely suppress precipitation from 2.5-km-

deep clouds over Australia (20). Heavy smoke
from forest fires was observed to suppress rain-
fall from 5-km-deep tropical clouds (21, 22).
The clouds appeared to regain their precipitation
capability when ingesting giant (>1 mm diame-
ter) CCN salt particles from sea spray (23) and
salt playas (24). These observations were the
impetus for the World Meteorological Organi-
zation and the International Union of Geodesy
and Geophysics to mandate an assessment of
aerosol impact on precipitation (19). This report
concluded that “it is difficult to establish clear
causal relationships between aerosols and precip-
itation and to determine the sign of the precipi-
tation change in a climatological sense. Based on
many observations and model simulations the ef-
fects of aerosols on clouds are more clearly un-
derstood (particularly in ice-free clouds); the
effects on precipitation are less clear.”

A recent National Research Council report that
reviewed “radiative forcing of climate change”
(25) concluded that the concept of radiative
forcing “needs to be extended to account for (1)
the vertical structure of radiative forcing, (2) re-
gional variability in radiative forcing, and (3)
nonradiative forcing.” It recommended “to move
beyond simple climate models based entirely
on global mean top of the atmosphere radiative
forcing and incorporate new global and regional
radiative and nonradiative forcing metrics as they
become available.” We propose such a new met-
ric below.

How Can Slowing the Conversion
of Cloud Droplets to Raindrops
Enhance Rainfall?
A growing body of observations shows that sub-
micrometer CCN aerosols decrease precipitation
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Fig. 2. Evolution of deep convective clouds developing in the pristine
(top) and polluted (bottom) atmosphere. Cloud droplets coalesce into
raindrops that rain out from the pristine clouds. The smaller drops in the
polluted air do not precipitate before reaching the supercooled levels,
where they freeze onto ice precipitation that falls and melts at lower
levels. The additional release of latent heat of freezing aloft and reab-

sorbed heat at lower levels by the melting ice implies greater upward
heat transport for the same amount of surface precipitation in the more
polluted atmosphere. This means consumption of more instability for the
same amount of rainfall. The inevitable result is invigoration of the con-
vective clouds and additional rainfall, despite the slower conversion of
cloud droplets to raindrops (43).
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•  Expanded	  cirrus	  
anvil	  area:	  SWCF	  

	  

Rosenfeld	  et	  al.	  Science	  
(2008)	  



Overes:mated	  Cloud	  Albedo	  Effect:	  
Surface	  Observa:ons	  

McComiskey	  	  et	  al.	  (2009)	  

ACI = ! d ln re
d ln!

Figure 4. Simulated FIE with 95% confidence intervals (outlines) to the linear-least squares regression slope (left) between
Na and cloud re and (right) between NCCN at S = 0.1% and cloud re for four ranges of LWC in different seasons (June 2008–
May 2010) at NSA, SGP and TWP. Only FIEs that are statistically significant are shown.

Figure 3. Same as Figure 1 except that the NCCN at S = 0.1% is used to represent aerosol loading.

ZHAO ET AL.: AEROSOL FIE SIMULATED BY CAMS L08806L08806

5 of 7

Zhao	  et	  al,	  GRL	  (2012)	  

Observed	  Pt.	  Reyes	  
Simulated	  

shown to be the case for relatively clean marine environ-
ments [Feingold, 2003]. The number of observations for the
aggregate data set is approximately 21,000. In the next
section we present the analysis of these data in aggregate
followed by data sampled from shorter time periods.

4. Results and Discussion
4.1. Aggregate Results

4.1.1. ACI Measures
[20] ACI is calculated for the aggregate ground-based

data from the Pt. Reyes deployment (Figure 3) using the
available cloud (td, re, Nd) and aerosol (NCCN, ss, AI)
observations. An accurate quantification of the albedo effect
requires that cloud LWP be held constant so that changes in
available liquid water do not confound changes in cloud
reflectance caused by increasing aerosol and decreasing
drop sizes [Twomey, 1974; Schwartz et al., 2002]. Calcu-
lations of ACIt and ACIr are made by sorting td, re, and the
aerosol properties into 10% increasing LWP bins (i.e., bin
bounds are defined by LWPi+1 = 1.10 ! LWPi) over the 50
– 157 g m"2 range (the upper limit of the range at 157 g
m"2 is that of the full 10% LWP bin including the assumed

precipitation threshold of #150 g m"2). The number of
observations falling into each bin is indicated in Figure 2 by
the dashed lines. Only several of the bins are shown in
Figure 3 for ACIt and ACIr. Since Nd is calculated as a
function of LWP the full aggregate data set is represented by
the values shown for ACIN.
[21] The range of values for ACIt, 0.05–0.16, is broadly

consistent with previous findings from ground-based remote
sensing in stratiform clouds. Kim et al. [2008] found ACIr
values between 0.04 and 0.17 in continental stratus from a
3-year study over the DOE ARM Southern Great Plains site
in Oklahoma. At the same site, Feingold et al. [2003]
derived ACIr values of 0.02–0.16 for a set of seven cases.
In the Arctic, Garrett et al. [2004] found ACIr of 0.13–0.19
from similar instrumentation as was used here. Airborne, in
situ, campaigns in stratiform clouds at several different
locations [Ramanathan et al., 2001 and references therein]
produce an ACIN range of 0.63–0.99 (an ACIt range of
0.21–0.33) for a broad range of aerosol concentrations
including very high concentrations. Measurements off the
California coast in the Dynamics and Chemistry of Marine
Stratocumulus-II experiment resulted in equivalent ACIr of
0.27 [Twohy et al., 2005]. Similar ranges have been found

Figure 3. Measures of ACI from equation (1) sorted by LWP and showing expected consistency among
the different measures. Cloud properties (td, re, Nd) are derived from measurements made by the 2NFOV
and MWR instruments, and aerosol properties (NCCN, ss, AI) are derived from ground-based in situ
observations made by the Aerosol Observation System (AOS). Regressions are made for LWP bins
geometrically increasing in size by 10% around an approximate mean LWP value (120 g m"2) for the
deployment. Regressions shown are for the following bins: blue, 107 $ LWP < 118 g m"2; green, 118 $
LWP < 130 g m"2; and red, 130 $ LWP < 143 g m"2.
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Overes:mated	  Cloud	  Albedo	  Effect:	  
Satellite	  Observa:ons	  

Quaas	  et	  al.,	  ACP	  (2009)	  
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Fig. 2. Sensitivities of (a) Nd , (b) L, (c) fcld, (d) Ttop, (e) α and (f ) OLR (defined positive upwards) to τa perturbations as obtained from
the linear regressions. Results are shown for MODIS (CERES for radiation) on Terra and Aqua, for ATSR-2, and for the ten GCMs as the
weighted mean for land (red) and ocean (blue) areas with the error bars showing the standard deviations of the slopes for the land/ocean areas
and the four seasons. The data are also listed in Table 2.
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Fig. 2. Sensitivities of (a) Nd , (b) L, (c) fcld, (d) Ttop, (e) α and (f ) OLR (defined positive upwards) to τa perturbations as obtained from
the linear regressions. Results are shown for MODIS (CERES for radiation) on Terra and Aqua, for ATSR-2, and for the ten GCMs as the
weighted mean for land (red) and ocean (blue) areas with the error bars showing the standard deviations of the slopes for the land/ocean areas
and the four seasons. The data are also listed in Table 2.
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Constraints	  on	  Cloud	  Life:me	  Effect	  from	  
Probability	  of	  Precipita:on	  (POP)	  for	  warm	  	  clouds	  

At a given LWP:  
  POP=Nrain/Nc 
 
Nc: the number of  cloud 
events.  
Nrain: the number of 
precipitating events.  
 

Satellite observations:  
   more aerosol à smaller POP   



The POP dependence on aerosol loading in MMF  
 

Comparing	  simulated	  and	  observed	  
POP	  dependence	  on	  aerosol	  

•  is weaker than in CAM5  
•  agrees better with satellite observations 

 

M.	  Wang	  et	  al.,	  GRL	  (2012)	  



-‐dlnPOP/dlnAI:	  A	  quan:ta:ve	  measure	  of	  
aerosol	  effects	  on	  precipita:on	  probability	  	  

Obs:  0.12; MMF: 0.42; CAM5: 1.06 
LWP-weighted global average  



Rela:ng	  Spop	  to	  Cloud	  Life:me	  Effect	  

Figure 03
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•  CAM5 tests change treatment of autoconversion 
•  Intercept of regression with Spop=0.12 suggests 
λ=0.04 

dlnLWP: (PD-PI)/PI 
dlnCCN: (PD-PI)/PI 

M.	  Wang	  et	  al.,	  GRL	  (2012)	  



Expressing indirect forcing in terms of 
liquid water path sensitivity 

•  Intercept is aerosol cloud albedo effect 
•  Value at λ=0.04 provides estimate of indirect 

forcing given change in CCN 
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Lessons	  from	  LES:	  L	  can	  decrease	  with	  
increasing	  aerosol	  

to result in increased cloud water3,4. Such an increase in cloud
water would result in even more reflective clouds, further
increasing the indirect forcing. Marine boundary-layer clouds
polluted by aerosol particles, however, are not generally observed
to hold more water5–7. Here we simulate stratocumulus clouds
with a fluid dynamics model that includes detailed treatments of
cloud microphysics and radiative transfer. Our simulations show
that the response of cloud water to suppression of precipitation
from increased droplet concentrations is determined by a com-
petition between moistening from decreased surface precipi-
tation and drying from increased entrainment of overlying air.
Only when the overlying air is humid or droplet concentrations
are very low does sufficient precipitation reach the surface to
allow cloud water to increase with droplet concentrations.
Otherwise, the response of cloud water to aerosol-induced
suppression of precipitation is dominated by enhanced entrain-
ment of overlying dry air. In this scenario, cloud water is reduced
as droplet concentrations increase, which diminishes the indirect
climate forcing.

Measuring the response of cloud water to changes in aerosol and
droplet concentrations is extremely challenging because aerosol
abundance typically covaries with meteorological conditions,
entangling the microphysical and meteorological signals. For
instance, when a regional-scale pollution plume flows offshore,
cloud properties respond not only to the aerosol abundance but also
to the dryness of the plume8.

Ship tracks, which are plumes of enhanced albedo in clouds
polluted by ship exhaust, provide a natural ‘laboratory’ for isolating
the effects of aerosol changes on cloud properties. Results from
simple theoretical models3,4 suggest that cloud water should con-
sistently increase in ship tracks, an expectation not generally
confirmed by observations. The first reported airborne measure-
ments of ship tracks9 support the theoretical expectations, with

cloud water nearly doubling as droplet concentrations (N) tripled
from their background values of ,30 cm23. Subsequent obser-
vations, however, tend to show just the opposite relationship, if any,
with cloud water generally decreasing as droplet concentrations
increase. For example, in situ measurements of over 60 ship-track
interceptions during the Monterey Area Ship Tracks (MAST) field
project off the coast of central California show that cloud water
increases in some and decreases in others, with a slight decrease
on average5. High-resolution, airborne remote-sensing of three
ship tracks during MAST also show cloud water decreasing on
average6. More recently, satellite observations of hundreds of ship
tracks over the northeastern Pacific Ocean show a significant
average decrease in cloud water7.
Here we investigate the dependence of cloud water on droplet

concentrations using model simulations based on stratocumulus
measurements during three field projects: (1) a nocturnal case study
of drizzling clouds over the northeastern Atlantic during the
Atlantic Stratocumulus Transition Experiment (ASTEX)10,11; (2) a
nocturnal study during the second Dynamics and Chemistry of
Marine Stratocumulus project (DYCOMS-II) off the coast of
southern California12, with very light precipitation largely limited
to the cloud deck13; and (3) an idealization of cloudy conditions
measured over two days during the First ISCCP (International
Satellite Cloud Climatology Project) Regional Experiment (FIRE-I),
also off the coast of southern California. For each meteorological
setting we ran a sequence of 8-h nocturnal model simulations
(daytime simulations are discussed subsequently) in which only
the aerosol concentration was varied. As seen in Fig. 1, only when
the average precipitation rate at the surface exceeds ,0.1mmd21

does the average liquid-water path (LWP) increase with droplet
concentrations in the simulations. This drizzling regime is consist-
ent with simple models3,4 in which decreased drizzle allows LWP to
increase. An increase of LWP with droplet concentrations is seen
over the entire range of droplet concentrations realized for the
ASTEX simulations (,25–350 cm23). For the DYCOMS-II and
FIRE-I conditions LWP again increases with N, but only below
droplet concentration thresholds of ,35 and 225 cm23,
respectively.
These increases in LWP with N occur despite an increase with N

in the rate at which the boundary layer entrains dryer air from
above. The entrainment rate always increases with N in our
simulations (Fig. 1), consistent with theoretical arguments that
precipitation dries out cloudy air in updrafts, which reduces the
moisture available for evaporative cooling of downdrafts14. Precipi-
tation thus decreases the kinetic energy available in the boundary
layer to entrain warmer air from above the temperature inversion.
Conversely, a reduction in precipitation accelerates entrainment.
The response of LWP to increasing droplet concentrations can be

considered to be the result of a competition between the effects
of precipitation at the surface and near cloud-top. Decreased
precipitation at the surface tends to increase LWP, whereas
decreased precipitation near cloud-top tends to increase entrain-
ment and thus decrease LWP. Only when the surface precipitation is
sufficiently strong can it dominate the LWP response.

  

  

Figure 1 Liquid-water path and surface precipitation and entrainment rate as a function of
cloud droplet number concentration. Liquid-water path and surface precipitation were

averaged over the last two hours of 8-h simulations and the entrainment rate was

averaged over eight hours. The cloud droplet number concentration was weighted by

condensed water mass in each grid box. Curve labels correspond to meteorological

conditions described in text. Entrainment rates (Dzi /Dt þ Dzi, with zi the horizontal

average inversion height and D the large-scale horizontal wind divergence) are consistent

with measured estimates of 0.38 ^ 0.04 and 0.7 ^ 0.3 cm s21 for the DYCOMS-II and

ASTEX cases11,12 at droplet concentrations of ,150 and 100 cm23.

Table 1 Meteorological conditions used for stratocumulus simulations

ASTEX FIRE-I DYCOMS-II
.............................................................................................................................................................................

Sea surface temperature (K) 290.4 289.0 292.5
Lifting condensation level (m) 340 250 620
Geostrophic wind speed (ms21) 10 6 9
Inversion height (m) 700 600 840
Temperature increase across inversion (K)* 5.5 12 10
Moisture decrease across inversion (g kg21) 1.0 3.0 7.5
Relative humidity above inversion (%) 70 40 10
.............................................................................................................................................................................

*Difference in liquid-water potential temperature above and below the temperature inversion
capping the boundary layer.
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tor of combustion and pollution, is strongly
correlated to that of the dominant sulfate
and organic aerosols (2). Even in the
Southern Hemisphere, pollution aerosols,
especially from biomass burning, dominate
in most continental areas, with CCN con-
centrations typically in the upper hundreds
to thousands per cm3.

Over remote continental regions, the
cleanest conditions prevail when unpolluted
air masses of marine origin flow over nearly
uninhabited lands. For example, measure-
ments have been made in the center of the
Amazon Basin during the rainy season, when

clean air masses from the Atlantic Ocean are
transported for several days over the Amazon
forest. CCN concentrations were in the low
hundreds per cm3, more or less identical
to the concentrations over the tropical
oceans (3). Similar concentrations have been
reported from other remote continental sites,
such as southeast Australia, the western
United States and Alaska, and northern
Finland (4–7). Clearly, all these measure-
ments represent upper limits to the natural
CCN populations, because even these loca-
tions are influenced to varying degrees by the
long-range transport of pollution.

An alternative way of assessing the pris-
tine continental CCN background is by esti-
mating the number of new particles in the
CCN size range produced from biogenic pre-
cursors at remote sites. During summer,
bursts of particle production occur in such
places about twice a week, but this mecha-
nism cannot sustain a substantial CCN popu-
lation on a continuous basis. To get a more
representative perspective on aerosol particle

formation, Tunved et al. (8) determined the
increase in the number of particles as air
masses traveled from the Atlantic over land
to research sites in Finland. Particle numbers
increased with travel time and the rate of ter-
pene emission from plants. At typical ter-
pene emission rates, total particle concentra-
tions of ~1000 to 2000 per cm3 were reached,
of which ~100 to 300 were larger than 90 nm
and therefore potential CCN.

These data are from a region where
nucleation is favored because of trace
amounts of anthropogenic SO

2
, and they

only apply to the spring and summer seasons.

Thus, they probably still represent an upper
limit to natural CCN production at mid-lati-
tudes. Overall, natural production of CCN-
active particles over biologically active
regions on the continents probably cannot
account for more than 100 to 300 per cm3,
not much greater than the levels found over
the oceans. During the cold seasons, much
lower particle production must be expected.

In recent years, modelers have tried to
reproduce pristine aerosol conditions by run-
ning their global chemistry/transport/climate
models with industrial or anthropogenic
sources turned off (9). Unfortunately,
the production rates and mechanisms for
primary biogenic aerosols (plant particles,
spores, microbes, etc.) and secondary or-
ganic aerosols (from natural hydrocarbons)
are still very poorly understood. These two
components may be responsible for a large
fraction of the natural continental aerosol,
and current model results can therefore only
be considered rough estimates of preindus-
trial aerosol abundance over the continents.

This applies especially to number concentra-
tions and size distributions, which are our
primary concern here.

I am not aware of any modeling studies
that have attempted to look at the atmosphere
before the advent of humans. Instead, the
models use as a reference state either the
preindustrial period or the present-day atmo-
sphere with anthropogenic sources turned
off. All models agree that anthropogenic
emissions have caused large enhancement
of aerosol loads even over remote parts
of the continents, with typical enhance-
ments by 50 to 300% over remote regions

of Asia, North America, and
South America. From these
studies, we can estimate pre-
industrial CCN concentrations
over the continents of 50 to 200
per cm3, similar to the values
over the remote oceans in the
same models. Higher aerosol con-
centrations are predicted over the
tropical continents, because of
biomass burning by preindus-
trial human populations. 

Thus, prehuman aerosol lev-
els may have been very similar
over continents and oceans, rang-
ing from a few tens per cm3 in
biogenically inactive regions
or seasons to a few hundreds per
cm3 under biologically active
conditions. This conclusion ren-
ders invalid the conventional clas-
sification of air masses into mar-
itime and continental according

to their aerosol content. It also implies that,
before the onset of human-induced pollution,
cloud microphysical properties over the
continents resembled those over the oceans,
whereas nowadays, cloud processes over most
of the continents are shaped by the effects of
human perturbation.
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from biogenic dimethyl sulfide and volcanic sulfur dioxide (SO2), and secondary organic aerosol from biogenic volatile
organic compounds.
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Missing	  or	  Underes:mated	  
Pre-‐industrial	  Sources	  

•  Secondary	  marine	  organic	  
•  Ultrafine	  primary	  marine	  (in	  some	  models)	  
•  Land	  primary	  and	  secondary	  organic	  par:cles	  
•  Wildfire	  emissions	  
•  Domes:c	  emissions	  

Andrea,	  Science	  (2007)	  



How	  can	  we	  determine	  what	  is	  causing	  
the	  large	  es:mates?	  

	  
•  Model diagnostics compared with  

–  data 
–  more realistic models 

•  Separate dynamical effects from aerosol effects 
on clouds by mixing combinations of aerosol and 
large-scale conditions in simulations 

•  Swapping	  physics	  packages	  and	  resolu:on	  between	  
SCMs	  and	  CRMs	  

•  Quan:fying	  parametric	  uncertainty	  
•  Reducing noise through nudging simulations 
 



Model	  diagnos:cs:	  simulated	  contribu:on	  of	  
autoconversion	  to	  precipita:on	  

•  Small role of autoconversion in MMF might be 
due to prognostic precipitation 
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Tes:ng	  microphysics	  with	  in	  situ	  data	  

•  Applying	  bulk	  and	  
bin	  microphysics	  to	  
measured	  droplet	  
size	  distribu:ons	  

•  Autoconversion	  
important	  only	  
near	  cloud	  top	  

FIG. 4. Comparison of autoconversion rates derived from the SCE and observed DSDs (abscissas) and from the
bulk parameterizations of (a) Khairoutdinov and Kogan (2000); (b) Kessler (1969); (c) Beheng (1994); (d) Tripoli
and Cotton (1980); (e) Liu and Daum (2004); and (f) modified Liu and Daum (2004). Formulations for the
parameterized autoconversion rates are presented in Table 1. Points for which the parameterized autoconversion
rates are zero are shown along the abscissas. The symbols are shown in Fig. 6. The estimated maximum bias in each
direction caused by using a layer mean DSD is also shown.
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slightly larger (by a few percent) than the center of the
smallest radius bin classified as drizzle.

b. Accretion
Accretion rates were derived in the same method as

autoconversion rates but by integration of (3). Accre-
tion rates are compared in Fig. 6. The parameterization
schemes tend to perform better than for autoconver-
sion rate, with T!C being the least biased. Biases in the
other schemes do not exceed 70%, which is encourag-
ing. For reasons mentioned above, the accretion rates
are likely to be accurate to no better than a factor of 2.
Maximum averaging biases are also of this magnitude,
but in most cases they are small (see appendix). The

formulations for accretion rate all have similar depen-
dencies upon cloud and drizzle liquid water content.

The rate of loss of cloud droplets is parameterized in
K!K by assuming that all collected drops (through
both autoconversion and accretion) have a size equal to
the mean volume radius of the cloud droplets. Such
rates are important for the investigation of aerosol
scavenging effects and the associated transition from a
polluted to a clean boundary layer. We test this by
comparison with the rate of cloud droplet loss using the
SCE integrations. It should be noted that K!K does
not take into account self-collection, that is, the loss of
drops by coalescing cloud drops that do not produce a
drizzle drop. Results suggest, however, that although

FIG. 6. As for Fig. 4 but comparing accretion parameterizations.

SEPTEMBER 2005 W O O D 3043

total dBZ calculated from the extrapolated exponential
(60 !m " r " #, ordinate) and from the uncorrected
2D-C data (abscissa). The dashed line shows exact
agreement and the dotted lines represent the extrapo-
lated exceeding the data by 2.5, 5, and 7.5 dBZ. It is
clear that for the majority of flights the differences are
small (less than 2.5 in many cases). However, there is a
tendency for poorer agreement at larger values of dBZ,
that is, for the heavier drizzle cases. Levels below cloud
are not included because evaporation of the smaller
droplets tends to result in nonexponential size distribu-
tions. We did not include flight A641 in this comparison

because it contained low amounts of drizzle droplets
and n(r) at large drop size was noisy and not well mod-
eled with an exponential. We do not show the compari-
son between precipitation rates but the behavior is
qualitatively similar to that for dBZ. The fractional in-
crease in Z from the data to the exponential extrapo-
lation is a factor of 1.0 to 3.0 times the fractional in-
crease in R. Because the value of this factor is positively
correlated with high values of R, there are important
consequences for the true Z–R relationships in drizzling
stratocumulus.

Values of R and Z are derived for the DDSD over

FIG. 9. Composite profiles from all flights of (a) autoconversion and (b) accretion rate normalized with
the flight mean in each case, and the fraction of total drizzle liquid water content production rate
(autoconversion $ accretion) contributed by (c) autoconversion and (d) accretion. In all plots solid
circles are median values for each height bin; dashed lines show 25th and 75th percentiles. The dashed
curves in (a) show the autoconversion rate expected for a cloud with a linear increase in cloud liquid
water content with height and where autoconversion depends upon liquid water content to the power a,
with a % 1, 2, 3, 4.
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Wood,	  JAS	  (2005)	  



Comparing	  GCM	  and	  CRM	  Simula:ons	  for	  
the	  Same	  Boundary	  Condi:ons	  

Model	   Aerosol	   Boundary	  Condi8ons	  

GCM	   PD	  emissions	   simulated	  

GCM	   PI	  emissions	   simulated	  

SCM	   GCM	  PI	  simula:on	   GCM	  PD	  simula:on	  

SCM	   GCM	  PD	  simula:on	   GCM	  PI	  simula:on	  

CRM	   GCM	  PD	  simula:on	   GCM	  PD	  simula:on	  

CRM	   GCM	  PI	  simula:on	   GCM	  PI	  simula:on	  

CRM	   GCM	  PI	  simula:on	   GCM	  PD	  simula:on	  

CRM	   GCM	  PD	  simula:on	   GCM	  PI	  simula:on	  

Lee	  and	  Penner	  ACP	  (2010)	  



Comparing	  GCM	  and	  CRM	  Simula:ons	  for	  
the	  Same	  Boundary	  Condi:ons	  

•  Swapping	  physics	  
– Cloud	  microphysics	  (Ovchinnikov	  and	  Ghan,	  2002)	  	  

the horizontally averaged in-cloud concentration is effec-
tively weighted by the cloud fraction. Thus, although small
cumuli have droplet concentrations of near 300 cm!3, their
cloud fraction of less than 10% would reduce the horizon-
tally average concentration to fewer than 30 cm!3. The
highest concentration in the CMs_1000 run is observed
between 3 and 6 hours. This period begins with the
formation of the continuous cloud layer between the
750-m and 1300-m levels and ends with the decoupling
of the cloud layer from the rest of the boundary layer. At
that time (after 6 hours), the moisture supply from near the
surface diminishes thereby lowering the supersaturation in
the updrafts and reducing the nucleation rates.
[39] The nucleation in the CMb runs is treated differently

from the CMs runs and its rate depends primarily on the
updraft velocity at the cloud base. Consequently, the droplet
concentration in the stratiform cloud (Figures 10b and 10e)
increases proportionally to the increase in standard devia-
tion of the vertical velocity (Figures 8b and 8e). The similar
treatment in the SCM results in much higher droplet
concentration (Figures 10c and 10f) because of much
stronger (diagnosed) vertical motions (Figures 8c and 8f).
[40] The activation scheme in CMb prevents formation of

new droplet in the interior of the cloud, i.e., at any grid point
where cloud liquid water is already present, even in the
smallest amount. In a situation where a parcel of cloudy air
near the cloud base can re-enter cloud without evaporation
of all of the liquid water and where the maximum vertical
velocity is reached in the middle of the cloudy layer, this
assumption may not always hold. These instances of the so-
called in-cloud nucleation also contribute to lower cloud
droplet number concentration in CMb run compared to CMs
run.

[41] Another notable difference is that in the CMs runs
the horizontally averaged droplet number concentration
increase moderately with height (Figure 11a), while in the
CMb runs the concentration is constant or decreases slightly
(Figure 11b). The former behavior is common to models
that use size-resolved microphysics [Khairoutdinov and
Kogan, 1999; Stevens et al., 1996a]. It may be caused, at
least partially, by spurious supersaturations generated near
the cloud top in Eulerian models [Stevens et al., 1996b].
Another reason is that in a subsaturated environment (e.g.,
in downdrafts) smaller droplets evaporate at a faster rate
than the larger ones thus gradually reducing the droplet
concentration in descending parcels. This effect is not seen
in the bulk parameterization with an effectively monodis-
perse droplet size distribution but would be a factor in size-
resolving models if the spectra are broad enough. The
spectrum broadening and therefore the resulting change in
droplet concentration in such models can be of physical or
numerical origin, or most likely a combination of both.
[42] The differences in droplet number concentration

profiles are reflected in droplet size. The distribution of
the radiatively important effective radius is show in Figure 12.
In runs with bulk microphysics, re is correlated most strongly
with cloud liquid water mixing ratio. The size-resolved
microphysics leads to a more vertically uniform distribution
of re (Figures 12a and 12d). These striking differences in re
have only a moderate effect on the optical depth (Figure 13),
however, because they are maximized in the least dense and
consequently optically thin parts of the clouds. This is seen
most clearly below the base of the solid cloud layer, where the
small amount of liquid water distributed among few drizzle-
size drops results in re reaching 50mmbut has negligible effect
on shortwave radiative transfer. In the bulk microphysics,

Figure 10. Temporal evolution of the domain and hourly average droplet number concentration. See
color version of this figure at back of this issue.

D15S10 OVTCHINNIKOV AND GHAN: SIMULATED AEROSOL INFLUENCE ON CLOUDS
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Comparing	  GCM	  and	  CRM	  Simula:ons	  for	  
the	  Same	  Boundary	  Condi:ons	  

•  Swapping	  physics	  
– Cloud	  microphysics	  (Ovchinnikov	  and	  Ghan,	  2002)	  
– Turbulence	  (Penner,	  proposed)	  
	  

particular, because drizzle processes are often non-
linear, feeding them grid-mean cloud fields can produce
incorrect grid-mean drizzle amount. For instance, ac-
counting for variability in cloud water is important for
modeling autoconversion of cloud water to drizzle water
because the autoconversion rate is proportional to a
large power of cloud water mixing ratio (Khairoutdinov
and Kogan 2000).
In the simulations presented here, CLUBB accounts

for subgrid variability in rt (vapor plus cloud water), ul,

and w. In the simulations that include CLUBB, when
there is partial cloudiness, we calculate the microphysics
only within the cloudy areas, inputting within-cloud
fields and the saturation value of vapor mixing ratio.
Other than this, the simulations do not account for
subgrid variability in drizzle fall speeds or drizzle mix-
ing ratio. Excluding within-cloud subgrid variability of
drizzle allows us to isolate the effects of using CLUBB’s
more realistic cloud water values in order to drive drizzle
formation.

FIG. 15. As in Fig. 13, but for BOMEX profiles averaged over
hours 5–6. Line styles and colors are as in Fig. 1. SAMwith CLUBB
underpredicts cloud top height but has a more accurate prediction
of cloud water for all grid spacings.

FIG. 16. As in Fig. 13, but forARMprofiles averaged over hour 9.
Line styles and colors are as in Fig. 1. SAM with CLUBB under-
predicts cloud top height but has a smaller overprediction of cloud
water.
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Larson	  et	  al.,	  MWR	  (2012)	  

BOMEX	  

	  
•  Degrading	  CRM	  resolu:on	  
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V10

Quan:fying	  Uncertainty	  in	  AIE	  
Liu, Ma, Zhao, Gattiker, Rasch, in preparation 

	  •  Design of experiments (DOE) vs. One-at-a-time (OAT) 
•  Advantage	  of	  DOE	  over	  OAT	  (Czitrom,	  1999):	  

•  Greatly	  reduce	  the	  number	  of	  experiments	  (20	  vs.	  2	  x	  10,	  20	  x	  10,	  or	  2010	  experiments)	  
•  Provide	  more	  precise	  es:mates	  of	  the	  effect	  of	  each	  parameter	  
•  Give	  accurate	  es:mates	  of	  the	  effect	  of	  the	  interac8ons	  between	  two	  factors	  
•  Cover	  a	  larger	  por8on	  of	  the	  parameter	  space	  
•  Ω	  Latin Hypercube DOE (20 samples, 10 variables) 



Design of Experiment 

•  CAM5 (1.9 x 2.5 degree grid-spacing) 
•  256 Pre-industrial (PI) and 256 Present-day (PD) simulations (5-year runs) 
•  16 parameters, Quasi Monte Carlo sampling (256 samples) 

27	  

PARAMS DESCRIPTION LOW HIGH DEFAULT 
ai fall speed parameter for cloud ice 350.0 - 1400.0 700 
as fall speed parameter for snow 5.86 - 23.44 11.72 
dcs autoconversion size threshold for ice to snow 100e-6 - 500e-6 400e-6 
cdnl cloud droplet number limiter 0.0 - 1e+6 0 

wsubmin minimum sub-grid vertical velocity 0.0 - 1.0 0.2 

sol_factic interstitial aerosol in convective wet removal 
tuning factor 0.2 - 0.8 0.4 

sol_facti 
solubility factor for cloud-borne aerosols in 
stratiform clouds 0.5 - 1 1.0 

refindex_aer_sw visible imaginary refractive index for dust 0.001 - 0.01 0.005 
emis_so2_fact emission scale factor for SO2 0 - 2 1 
emis_so4f_fact molar fraction of sulfur emission as sulfate 0 - 0.05 0.025 
emis_bc_fact emission scale factor for BC 0 - 3 1 

emis_pom_fact emission scale factor for POM 0 - 3 1 
dust_emis_fact dust emission scale factor 0.21 - 0.86 0.35 
sst_emis_fact sea salt emission scale factor 0.5 - 2.0 1.35 

soag_emis_fact SOA (g) emission scale factor 0.5 - 2.0 1.5 
num_a1_surf_ 

emis_fact 
number emission scale factor for fossil fuel 
aerosol 0.3 - 5.0 1 



Sta:s:cal	  surrogate	  model,	  or	  “emulator”:	  
Gaussian	  process	  model	  

28	  



The	  emulator	  explains	  most	  of	  the	  parametric	  
uncertainty	  in	  the	  indirect	  effect	  

29	  

•  Perturbing	  all	  16	  parameters	  simultaneously	  gives	  noisy	  results	  

•  The	  emulator	  (GP)	  is	  able	  to	  extract	  the	  main	  	  (single)	  effects	  and	  the	  joint	  (interac8on)	  effects	  
•  Cloud	  forcing	  ranges	  from	  -‐0.4	  to	  -‐2.4	  W/m2	  



Using	  Nudging	  to	  Suppress	  Natural	  Variability	  
Kooperman	  et	  al.	  JGR,	  accepted	  

•  Suppresses natural variability in L  
•  Permits evaluation on much shorter time and space scales 

Nudging	  No	  nudging	   PD-‐PI	  SWCF	  



A	  Roadmap	  

•  For	  local	  condi:ons,	  use	  measurements	  to	  
evaluate	  
– CCN	  
– Nd	  sensi:vity	  to	  CCN	  
–  	  re	  sensi:vity	  to	  Nd	  (binned	  by	  L)	  
–  	  L	  sensi:vity	  to	  Nd	  (binned	  by	  L)	  
– POP	  (binned	  by	  L)	  
simulated	  by	  SCM	  and	  CRM	  driven	  by	  boundary	  
condi:ons	  from	  a	  global	  model	  nudged	  by	  analyzed	  
winds	  



Issues	  of	  Scale	  

•  McComiskey	  and	  Feingold	  (2012)	  :	  Averaging	  biases	  es:mated	  
AIE	  

1044 A. McComiskey and G. Feingold: The scale problem in quantifying aerosol indirect effects

Fig. 12. Unconstrained and constrained ACI with change in level of aggregation for scenes “a”, “b”, and “c” in Fig. 4 (top row).

Fig. 13. Constrained (C) and unconstrained (U) ACI for the finest
and coarsest resolutions of scene “c” from Fig. 4. Each set of con-
strained and unconstrained values consists of 30 data points. The
horizontal lines at ACI = 0 and 0.33 mark the physical limits of the
relationship.

without constraint on L are ipso facto more representative of
the full system of aerosol-cloud processes in rapid adjust-
ment rather than just the albedo effect. Hence, the range
of radiative forcing from observational estimates shown in
Fig. 1a (at right), excluding those constrained observations
made at the process scale, may also be more representative
of the multitude of aerosol-cloud interactions with feedbacks
rather than solely the albedo effect. Considering ACI esti-
mates from satellite only at a scale of 1◦ and larger, that range
in forcing, under the same conditions of the calculations in
Sect. 2 (factor of 3 increase in NCCN and a global average
liquid water cloud cover of 25% with mean L = 125 gm−2)
becomes −0.2 to −1.5Wm−2.

5 Observationally-based measurement of ACI using
regime-dependent PDFs

We have shown that for processes such as the albedo effect
that operate on the microphysical scale, the use of aggregated
data results in errors of statistics and sampling, leading to
biases in associated radiative forcing estimates. Addition-
ally, lack of constraints on the analysis, common with the
use of aggregated data, often results in a low bias. How-
ever, disaggregated data does not easily lend itself to global
coverage and, for regional-to-global scale studies that can
address climate issues, data must be scaled-up in a manner
that preserves the inherent processes. An approach to an
observationally-based estimate of the albedo effect that uses
data in conjunction with a process model was outlined pre-
viously (Sect. 3.4; Fig. 5) and applied to WRF model output
in Figs. 11, 12, and 13. It is detailed here in the context
of employing observational data rather than the WRF model
output. The objective is to devise an observationally-based
approach to radiative forcing estimates and to reduce climate
model uncertainty or biases in those estimates. This pro-
posed approach preserves the internal heterogeneity of units
of observation through the use of PDFs rather than means.
The methodology is expanded upon here with the illus-

trative example of a non-precipitating cloud with relatively
small influence of drop coalescence processes and related
feedbacks such as wet removal of aerosol. To calculate ACI
we require PDFs of L (preferably joint with w; see below)
and a measure of aerosol concentration Na. An independent
measure of L is desirable, provided it is at a matched scale.
The PDFs are randomly sampled for sets of L; w and Na,
which are then used as input to a cloud parcel model (or pa-
rameterization thereof). This yields an associated PDF of τc
or a proxy (Nd or re) that represents the detailed physical
processes involved in microphysical-scale aerosol-cloud in-
teractions. The model must ensure that processes relevant to
drop activation are well represented. The physics included
in the model could vary by regime, depending, for example,
on cloud type, adiabatic liquid water fraction, and/or aerosol
composition. Although for simplicity we have presented this
approach with an adiabatic model, it could easily be extended

Atmos. Chem. Phys., 12, 1031–1049, 2012 www.atmos-chem-phys.net/12/1031/2012/
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Fig. 4. Modeled τc for three aerosol conditions and stages of temporal evolution: (a) Na= 500 cm−3, t = 3 h, (b) Na= 500 cm−3, t = 6 h,
(c) Na= 150 cm−3, t = 9 h. The five levels of aggregation (rows) represent resolutions of 0.3, 0.6, 1.2, 2.4, and 6 km.

further aggregations. The change in these parameters is non-
linear with scale and different for the three different cloud
morphologies in accord with the scale of organization, i.e.,
characteristic length scales of the cloud features. The specific
impacts of variation in organization and cloud field morphol-
ogy on statistical parameters will be discussed further in the
following section.

Figure 7 provides the correlation coefficient between Na
and τc from the PDF sampling outlined in Fig. 5 for data from
Fig. 4 and corresponding to the statistics in Fig. 6. The corre-
lation coefficient r shows a dramatic increase with aggrega-
tion as expected from previous discussions, with the amount

of increase varying with the correlation length scale of cloud
features in each of the scenes from Fig. 4a, b, and c. Despite
theoretical (Eq. 2) and empirical evidence that aggregation
leads to an increase in rx,y , which would lead to an increase
in the slope parameter, we see the opposite in published val-
ues specific to ACI calculations as data sources move from
in situ airborne and ground-based remote sensing to satellite
studies with increasingly coarse resolutions (Fig. 1b). Why
is this the case? It will be shown that two factors specific
to the quantification of the albedo effect produce the damp-
ening trend of ACI with decreasing resolution as seen in the
literature: (1) the separation between retrieved aerosol and

Atmos. Chem. Phys., 12, 1031–1049, 2012 www.atmos-chem-phys.net/12/1031/2012/



Ex:nc:on	  and	  AOD	  as	  proxy	  for	  CCN	  

550 M. O. Andreae: Global CCN and AOT correlations
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Fig. 1. Relationship between AOT500 and CCN0.4 from investigations where these variables have been measured simultaneously, or where
data from nearby sites at comparable times were available. The error bars reflect the variability of measurements within each study (standard
deviations or quartiles).

a much smaller population and little industry. The median
AOT500 there is 0.081(0.053–0.120), comparable to many
other remote continental sites, but still considerably higher
than at Fort McMurray in northern Canada: 0.057(0.034,
0.089). The only report from the extratropical continental
Southern Hemisphere is from a flight campaign in South
Africa, where CCN0.4 values of 137±63 were measured over
the Highveld region on a clean day (Ross et al., 2003). On
the same day, the AERONET site at Bethlehem, in the center
of the Highveld, measured an AOT500 of 0.045±0.013.
In summary, the mean values of CCN0.4 and AOT500 over

extratropical remote sites are not distinctly different from
those measured over Amazonia, even considering that some
influence from long-range transport of pollution aerosol is
unavoidable in these measurements. For example, more than
half of the sulfate aerosol over remote British Columbia is
from East Asian sources (van Donkelaar et al., 2008). This
implies that pre-anthropogenic CCN0.4 concentrations over
most continental regions were below, maybe even well be-
low, 200 cm−3.

6 Remote marine regions

Remote marine regions, especially in the Southern Hemi-
sphere, are usually considered the least polluted and most
pristine parts of the atmosphere, but it must be remem-
bered that anthropogenic pollution reaches even the remotest

sites. This is, for example, readily seen at the Cape Grim
background station, where aerosols from biomass burning in
Southern Africa are readily detected during the fire season
(Heintzenberg and Bigg, 1990). Nevertheless, remote marine
sites show the lowest number concentrations of aerosol par-
ticles and CCN worldwide. In the winter season, CCN con-
centrations in some areas drop down to a few tens per cm3,
as shown in Table 2 by data from the Southern Ocean (Cape
Grim) and the Northeast Pacific (off Washington State),
while in other areas, e.g., at the Northeast Atlantic coast
(Mace Head) this seasonal cycle is less pronounced. Over
biologically productive ocean regions, such as the tropical
oceans and the temperate regions in summer, CCN0.4 con-
centrations are typically near or above 100 cm−3. This sea-
sonal behavior is related to the biogenic production of marine
aerosols, probably both via the emission of DMS and its oxi-
dation to sulfate, and the release of primary biogenic particles
(Charlson et al., 1987; Andreae and Rosenfeld, 2008). The
reduced seasonality at some sites may be related to the effect
of low levels of anthropogenic pollution, which can make
a significant contribution to the very low aerosol concentra-
tions present at remote oceanic sites in winter (Andreae et
al., 1999, 2003; Reade et al., 2006).

Overall, one finds that CCN concentrations over the
present-day remote oceans are on average about one-half of
those over the present-day remote continents (Table 2), but
with a very broad overlap (Fig. 1). In view of the fact that the
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FIG. 4. Extinction and backscatter cross sections at wavelength 355
nm as functions of particle radius.

FIG. 5. Scatterplot of CCN concentration at supersaturations of
(top) 1%, (middle) 0.01%, and (bottom) 0.1% plotted vs dry back-
scatter at wavelength 355 nm for 10 and 17 Jul during ACE-2. Each
point represents a 1-min average of samples taken between the surface
and about 4-km altitude.

fate (insoluble material will increase particle size and
hence improve the retrieval at high supersaturations).
Which particle sizes control extinction and back-

scatter? Figure 4 shows the extinction and backscatter
cross sections (per particle mass) as functions of particle
radius. Extinction at wavelength 355 nm is most sen-
sitive to particles with radii between 100 and 200 nm;
backscatter is most sensitive to particles with radii be-
tween 300 and 500 nm. It is not surprising then that
extinction and backscatter are most highly correlated
with CCN concentration at supersaturations sufficiently
low that the CCN concentration is dominated by par-
ticles with radii larger than 100–300 nm. Figure 5 shows
the CCN concentration at S � 0.01%, 0.1%, and 1%
plotted versus dry backscatter for each of two days (10
and 17 July 1997) during ACE-2. Each point represents
a 1-min average of samples taken between the surface
and about 4-km altitude. On both days the CCN con-
centration at a supersaturation S of 0.01% (which for
ammonium sulfate represents the number of particles
with radii larger than 300 nm) is highly correlated with
dry backscatter over a wide range in CCN concentration
and backscatter. The high correlation results from the
fact that both backscatter and CCN at S � 0.01% are
most sensitive to particles with radii between 300 and
500 nm.
The CCN at higher supersaturation is not as well

correlated with backscatter, particularly on 17 July. At
S � 0.1% the relationship between CCN concentration
is split, suggesting two different aerosol populations. At
S � 1% (particles with radii larger than 14 nm) most
of the variability in backscatter is almost completely
unrelated to the variability in CCN concentration. At
such supersaturations the CCN concentration is domi-
nated by particles too small to influence the backscatter.
However, if the aerosol population contains a significant
amount of insoluble material (which is often measured
in the field), particles that activate at a particular su-
persaturation (say, 1%) will be larger and hence more
likely to produce an extinction or backscatter signal.

Figure 6 shows the same CCN concentrations plotted
versus dry extinction for the same days. The relationship
with CCN concentration is similar to that for back-
scatter, with a tendency for a stronger correlation at
lower supersaturation. However, the correlation is not
as strong at S � 0.01% as it is for backscatter, because
extinction is sensitive to particles with radii 100–300
nm, which is too small to contribute to the CCN con-
centration at S � 0.01%. As in the case for backscatter,
the relationship between extinction and CCN concen-
tration at S � 1% is much worse for 17 July than 10
July.
It is important to understand why the relationship

between CCN concentration at S � 1% and extinction
and backscatter is worse on 17 July than on 10 July.
Supersaturations in clouds can approach 1% when the
air is relatively clean and updrafts exceed 1 m s�1. Al-
though supersaturations are more typically less than 1%
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A	  Roadmap	  

•  Separate	  dynamical	  and	  aerosol	  effects	  on	  
simulated	  clouds	  by	  mixing	  aerosol	  and	  
boundary	  condi:ons	  
– High	  aerosol	  and	  meteorology	  for	  high	  aerosol	  
– Low	  aerosol	  and	  meteorology	  for	  low	  aerosol	  
– High	  aerosol	  and	  meteorology	  for	  low	  aerosol	  
– Low	  aerosol	  and	  meteorology	  for	  high	  aerosol	  



A	  Roadmap	  

•  Use	  CRMs	  to	  guide	  SCM	  improvements	  by	  
selec:vely	  swapping	  physics	  
– Microphysics	  

•  Bin	  vs	  double-‐moment	  bulk	  
•  Prognos:c	  vs	  diagnos:c	  rain	  

– Turbulence	  
– Grid	  size	  



A	  Roadmap	  

•  Aner	  structural	  explana:ons	  for	  differences	  
have	  been	  iden:fied	  and	  remedied,	  quan:fy	  
the	  uncertainty	  in	  the	  AIE	  using	  sensi:vity	  
experiments	  and	  an	  emulator	  



How	  can	  ARM	  data	  be	  used	  
to	  constrain	  es:mates?	  

	  •  Use	  VAPS	  to	  quan:fy	  rela:onships	  amoung	  
–  CCN	  
–  Nd	  

–  L	  
•  Analysis	  of	  long-‐term	  data	  to	  quan:fy	  factors	  in	  the	  
AIE	  budget	  and	  separate	  aerosol	  effects	  from	  
dynamical	  effects	  

•  Intensive	  field	  experiments	  
–  Past	  and	  current	  

•  MASE,	  VOCALS,	  ISDAC,	  Azores,	  MAGIC	  

–  Future	  
•  MAGIC2,	  Azores,	  …	  


