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We report an observation of new bottom baryons producgubicollisions at,/s= 1.96 TeV. Using the fully
reconstructed decay mod§ — A$ 1T, with AZ — pK~1t", we observe the four lowest lyin§Ore resonant

states. We interpret these states aﬁg baryons and measure their masses to be:

My = 5807.8"59 (stat.y+ 1.7 (syst.) MeV/c?
M = 58152+ 1.0 (stat.}: 1.7 (syst.) MeV/c?
My, = 58290773 (stat.f 14 (syst.) MeV/c?
My, = 58364+2.0 (stat.y 18 (syst.) MeV/c?

The analysis is based upon 10260 pb ! of data collected up to February 2006.



. INTRODUCTION

Hadron colliders and’&e~ machines provide a wealth of experimental data on bottonongesYet until recently only one
bottom baryon, the\?, had been directly observed. Currently the CDF collaboratiosseses the world’s largest sample of
bottom baryons, due to a combination of two factors — the CBplaced track trigger, and the over 1 fbof integrated
luminosity delivered by the Tevatron. Using a sample oMuﬂconstructeoj\g — A{TU collected on the displaced track trigger,

we search for the deci{:‘)jE — AJret

The QCD treatment of quark-quark interactions signifigastimplifies if one of the participating quarks is much heavie
than the QCD confinement scalgcp ~ 400 MeV/c?. In the limit of mg — o, where ng is the mass of the heavy quark, the
angular momentum and flavor of the light quark become goodtgunanumbers. This approach, known as heavy quark effective
theory (HQET), thus views a baryon made of one heavy quarkhaadight quarks as consisting of a heavy static color field
surrounded by a cloud corresponding to the light diquarkesgsin SU(3) the two quarks are in diquark foBhand 6 according
to the decomposition ® 3 = 3® 6, leading to a generic scheme of baryon classification. &iqgstates containing quarks in
an antisymmetric flavor configuratiofgs,y], are called\-type whereas the states with diquarks containing quarksfliavor
symmetric state{qi,qy}, are called-type.

In the groundz-type state the light diquark has isospia- 1 andJlF> = 1*. Together with the heavy quark this leads to a

doublet of baryons witd® = %+ (Zp) andJP = %Jr (Z)- The ground stat&-type baryons decay strongly fotype baryons by

emitting pions. In the limit | — oo, the spin double{Zy, >} would be exactly degenerate since an infinitely heavy quaesd
not have a spin interaction with a light diquark system. Ashiguark is not infinitely massive, there will be a mass spliftin

between the doublet states. There is an additional massrapbetween thé:f)*)f andzg‘)+ states due to isospin violation and
Coulomb effects.

There exists a variety of predictions for tﬁé*) masses from non-relativistic and relativistic potentiahtk models [1-8],
1/N¢ expansion [9, 10], quark models in the HQET approximatidali3], sum rules [14, 15], and lattice quantum chromody-
namics calculations [16, 17]. A summary of these predictimnpresented in Tab. I. The difference between the isospssm
splittings of theZ} andZy, multiplets is predicted to bn(Z;") — m(Z; )] — [m(Z)) — m(Z, )] = 0.40+0.07 MeV/c? [18].

2}, property Expected value (MeYt?)
mZp ) - MAD) 180 - 210

m(zy) - m(Zp ) 10-40

mE,) - mE) 5-7

MZp), M) ~8,~15

TABLE I: Summary of theoretical expectations for t)ig)i states. Predictions are given in Refs. [1] through [17].

The natural width of th&,, baryons is expected to be dominated by single pion transitiecays of the typEcp — AcpY
are expected to have significantly smaller{00 keV/c?) partial widths than the single pion transition, and aresthegligible.
The partial width of the P-wave one-pion transition depeoiishe available phase space. For charmed baryons, thialpart
width is given by the following equation derived from HQE|1

1 Map,

1 2= 13
et |1 @

Msq—ngn =

whereq denotes the heavy quark ¢r b), and f, = ga/ fr; ga = 0.7540.05 is the constituent pion-quark coupling, afig=
92 MeV is the pion decay constant. The momentum of the piohaizg center of mass frame . When Eq. (1) is employed

for . andA{ (i.e, q=c), it predicts widths for thé;((;*) baryons which are in excellent agreement with the PDG d#&h fr
the range of predicteﬂf)*) masses, Eq. (1) predicts natural widﬂ”(§é*)) between 2 and 20 MeX¢2.

II. ANALYSIS STRATEGY

The present analysis is based on events collected by the Cédtdctor from February 2002 through February 2006, with
an integrated luminosity of = 1070+ 60 pb L. Events collected on the two displaced track trigger are tseeconstruct the
decay chaim{ — A{ T, with A — pK~Tt". The selection criteria foAQ reconstruction are listed in Tab. Il. The fit to the
invariantAZ Tt mass distribution, shown in Fig. 1, results in 31860 (stat.)/\g — Af1r candidates.



Variable Cut value
B_CHARM SCENA
pr(Tg,) > 2 GeV/c
pr(p) > 2 GeV/c
pr(p) > pr(m")
pr(K7) > 0.5 GeV/c
pr(mh) > 0.5 GeV/c
ct(/\g) > 250um
ct(AD) /ot >10
|do( /\0 )| <80um
ct(/\+ ) > —70pm
ct(AS « /\8 < 200pm
|m(pK-~ n+) m(A¢)ppa|| < 16 MeV/c?
pr(AD) > 6.0 GeV/c
p-r(/\+) >4.5GeV/c
Prol{x3p) of A vertex fit | > 0.1%

TABLE II: Analysis cuts determined foly, reconstruction.
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FIG. 1: Fit to the invariant mass ¢f2 — A$ T candidates. Fully reconstructéd decays such a&) — AZTT andAQ — AZK ™ are not
indicated on the figure. Thag signal regionm(A{ TT) € [5.565 5.670 GeV/c?, consists primarily of\g baryons, with some contamination
from B mesons and combinatorial events. The discrepancies between thd fitatm below thd\g signal region are due to incomplete

knowledge of the branching ratios of the decays in this region and aralettin thezgﬂ sample composition systematic uncertainties.

To separate out the resolution on the mass of exegcbandidate, we search for narr@y resonances in the mass difference
distribution ofQ = m(AJT) — m(AD) — my. Unless explicitly statedsy, refers to both the = % (Zbi) andJ = % (Zgi) states.
The pion fromZy, decay, denoteds,, is required to pass all default track quality cuts. Thenedgransverse momentunpr()
cut applied since these are expected to be very soft tracksder to perform an unbiased search, the cutgfaeconstruction
are optimized with the&, signal region blinded. From theoretical predictions Hpesignal region is chosen as 30Q <
100 MeV/c?; the upper and lower sideband regions of @ < 30 MeV/c? and 100< Q < 500 MeV/c? represent the&,
background. The signal for the optimization is taken frox,a@YTHIA [21] Monte Carlo sample, with the decals — /\gn
Ag — N1, andA{ — pK~ Tt forced. The optimization is performed for the following iednles: thepr of the X, candidate,
the impact parameter significanc/oq,| of the T, track, and the cd® of the T, track. The angl®* is defined between the
momentum ofi, in the >y, rest frame and the direction of tota momentum in the lab frame. A simultaneous optimization of
all three criteria yields the cut values listed in Tab. III.



Variable Cutvalue | Step size
pr(Zp) > 9.5 GeV/c|0.5 GeV/c
‘dO/O-do‘ (T[zb) <30 0.25
cosb* (T,) > —0.35 0.05

TABLE llI: Selection criteria determined fdty, reconstruction and the step sizes used by the optimization algorithm.

After optimization of the selection criteriay, events are separated intog‘rr” and “/\grﬁ" subsamples. A$\g is neutral,
the charge of the soft pion track determines the charge dighand there will b&, signal for both positive and negative pions.
The AJr subsample is defined as events wheresthipion has the same charge as the pion frispand theAdrt" subsample

as events where ttg, pion charge is the opposite of th@ pion’s charge. With these definitions, th%rr subsample contains
i)~ andz,”~ while the A" subsample contairg” " andz".

The backgrounds under tmg signal region in thef\g mass distribution will also be present in thg Q distribution. The
primary sources of background are:

e Tracks from the hadronization of prom@g baryons
e Tracks from the hadronization & mesons reconstructed A§ baryons
e Combinatorial background

The underlying event tracks also contribute, but since tiaeyot be separated from the hadronization tracks, we asidhiza-
tion” to denote the sum of the two contributions. The peragatof each background component inMesignal region is derived
from the/\g mass fit, and is given in Tab. IV. Other backgrounelg(from 5-track decays where one track is taken agg)@&an-
didate) are negligible, as confirmed in inclusive singleadron Monte Carlo samples [22, 23]. TQeshape and normalization
of each background source is fixed before unblindingihsignal region. The high mass region above/Nﬁe—> AU signal
in Fig. 1 determines the combinatorial background. RecoothgB® — D1t data as\) — A{ T gives theB hadronization
background. The largest background componenm@hadronization, is obtained from a geneﬂ'g:—> AT PYTHIA Monte
Carlo sample. Thé\g pr spectrum of theeYTHIA sample is reweighted to agree with the spectrum from dat@ PVTHIA
sample has fewer soft tracks around ﬂgahan found in data, so thgr spectrum of tracks is also reweighted to agree with data.
After reweighting, the shape and normalization of ﬂﬂehadronization fronPYTHIA agree with theQ sideband distributions,
as shown in Fig. 2 (left).

A Sample Composition
m(A2) € [5.565, 5.670] GeYc?

AD (895+1.7)%
B (7.2+0.6)%
Comb. Bkg (3.3+0.1)%

TABLE IV: Sample composition in thag signal region.

lll. RESULTS

Upon unblinding theQ signal region, there is an excess observed in data over éukécped backgrounds. The excess over
background is shown in Fig. 2 (right) and given in Tab. V.

We then perform a simultaneous unbinned maximum likelihfitctd Agrr and/\grr+ subsamples. To the already described
background components we add four peaks, one for each ofxffexried, states. Each peak consists of a Breit-Wigner
distribution convoluted with a double Gaussian detectsoligion model. This detector resolution model has a dontinarrow
core and a small broader shape describing the tails. Theahatidth of each Breit-Wigner is computed from Eq. (1), wher
Ms, is set to be the location of the peak. The peaks are thus siogean breadth from left to right. The expected difference
of the isospin mass splittings within tixg and>, multiplets is below our sensitivity with this sample of dat@onsequently,
we constraim(; ") —m(Z;) = m(Z;~) — m(Z, ) and measure an average hyperfine mass splittif¥;) — m(Z,). The four
%}, signal fit to data, which has a fit probability of 76% in the ra@e [0,200 MeV/c?, is shown in Fig. 3 with the fit results
given in Tab. VI.
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FIG. 2: The three background sources described in Sec. Il andgheirare shown superimposed on Qe
distributions in data. Thagn* subsample is shown in the top distribution, while lkﬁa'r+ subsample is shown
in the bottom distribution. To the left is the plot with the signal region blinded, wdil¢he right is the plot with
the signal region unblinded.

Sample Data eventsBkg eventsData excess over bkg
/\gn“ 406 288 118
Aprtt 404 313 91

TABLE V: Summary of the number of events in tiesignal region Q € [0.03, 0.1] GeV/¢?) for the data and the predicted background.

TABLE VI: Fit parameter and error values from the fit to data. Positind aegative errors are

asymmetric.

Parameter Value |Parabolic Errof MINOS Errors
Zb+ Q (MeV/c) 48.5 1.97 (+1.98, -2.17)
z, Q (MeV/c?) 55.9 0.951 (+0.973, -0.950
-2 Q(MeV/c?d)| 21.2 1.92 (+2.00, -1.94)
Z, events 32 12.1 (+12.5,-11.7)
2, events 59 14.2 (+14.6, -13.7)
%t events 77 16.8 (+17.3, -16.3)
2" events 69 17.6 (+18.0,-17.1)
-In(Likelihood) -24160.4 - -

quoted separately as the error range is
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FIG. 3: Simultaneous fit to thagrr and/\grr+ %y, signal. To the left is the ful range of [0, 500] MeYc? while on the right is a smaller
region around the signal peak3 € [0, 200] MeV/cz).

A. Systematics

All systematic uncertainties on the mass difference measents are small compared to the statistical uncertajraiesare
summarized in Tab. VII. To determine the mass scale unogytaile compare the measured masses obthe?, =+, andA;
particles with the world average values quoted in the PDG. [BOr these decays which release little kinetic energyfithee
of merit is theQ value. In a previous analysis, it has been shown that themaic error on thi€ value may be approximated
as lineardQ = a- Q+ om(Q = 0) [24]. We plot the difference between the CDF and PDG mass uneaents as a function
of the Q value of the decay, and fit the graph to a linear function. Timtion is evaluated at thg, Q value to estimate the
systematic uncertainty. This is the largest systematiedainty on theQ measurements, ranging from 0.1 to 0.3 Me¥.

In addition to the mass scale systematic, there are systearatertainties which are built into the assumptions ofZpit.
Taking the fit parameters associated with one assumptiogewerate simplistic Monte Carlo samples where these paeasne
are varied. Each sample is fit with both the default fit and theith varied parameters. We then take the difference batwee
parameter values in the varied fit and the default fit. Thiedihce, caused by the systematic variation, constithtesytstematic
uncertainty from this assumption. After generating 500 Mddarlo samples, we model the distribution of this diffeesith
a Gaussian and take the mean of the Gaussian as the systehifatiltie to that systematic uncertainty. The fit systersatie
consider, also summarized in Tab. VI, are:

- Sample composition of theg signal region (V\g Comp.”)
- Normalization and functional form of tmg hadronization background/(\”g Norm.” and ‘7\8 Shape”)

- Change of thef\g hadronization background shape due to extreme changes trettkpr spectrum used to reweight the
PYTHIA Monte Carlo sample (“Reweight”)

- Underestimation of the detector resolution (“Reso.”)

Uncertainty in thexy, intrinsic width prediction (Z, Width”)
- Constrainm(Z; ") — m(Z}) =m(Z, ) —m(Z,) (“A.)



Parameter] Mass ScaleAY Comp[AY Norm.[AD ShapéReweighf Reso[5, Width| A, |Total
2, Q 0.22 0.0 0.009 0.0 0.04 0.0 0.009 | 0.06 | 0.23
-0.22 -0.03 -0.002 | -0.011 | -0.0004 |-0.011 -0.005 | 0.0 |-0.22

2, events 0.0 0.7 2.2 0.3 7.4 0.3 3.4 0.0 | 85
0.0 0.0 -2.2 0.0 0.0 0.0 -3.4 -0.08| -4.1

Zg Q 0.19 0.03 0.013 0.013 0.0 0.0 0.01 0.0 |0.19
-0.19 0.0 -0.013 0.0 -0.11 |-0.014f -0.02 |-0.11/|-0.25

Zé‘ events 0.0 3.3 2.1 1.2 2.3 0.3 1.8 0.0 | 5.0
0.0 0.0 2.1 0.0 -1.8 0.0 -2.0 |-0.004 -3.4

ZE‘; events 0.0 0.4 4.8 0.3 14.7 0.1 1.7 0.0 |15.6
0.0 0.0 -4.7 0.0 0.0 0.0 -1.7 -0.16| -5.0

ZE’L events 0.0 7.3 4.8 2.8 4.6 0.2 0.8 0.16 | 10.3
0.0 0.0 -4.8 0.0 -2.9 0.0 -0.8 0.0 | -5.7

2i—2pQ 0.10 0.05 0.14 0.04 0.32 0.02 0.07 0.0 [ 0.38
-0.10 0.0 -0.13 0.0 0.0 0.0 -0.07 | -0.26(-0.32

ng Q 0.28 0.02 0.13 0.03 0.32 |0.003] 0.08 0.0 | 0.45
-0.28 0.0 -0.13 0.0 0.0 0.0 -0.07 |-0.184{-0.37

ZE+ Q 0.32 0.09 0.12 0.05 0.17 |0.001] 0.05 0.0 | 0.40
-0.32 0.0 -0.13 0.0 0.0 0.0 -0.06 | -0.39(-0.52

TABLE VII: Systematic uncertainties on tt¥g, measurement. AQ values are in units of Me)(bz. Because some of the effects are highly
asymmetric, positive and negative errors are separately added dnatwre. While we fit for the, Zg, andzj — 2 Q values, we also
separately evaluate the systematic uncertainties oﬁ’kgl.“l*leandz*k;r Q values so that all four masses can be quoted directly.

B. Significance

To evaluate the significance of the measurement, there i@ guestions to ask:
1. Is the data consistent with the nu# 6o signal) hypothesis?
2. Is the data consistent with a two peak hypothesisyhat is the significance of the dip between EyeandZ} signals?

3. What is the significance of each individual peak?

To answer these questions, the data is fit with an alterngteakhypothesis: no signal, twh, states (one pef\gn charge
combination), or thre&y, states, performed by eliminating one of the states in the $gnal hypothesis. We then compute a
likelihood ratio:

Ly eNthb LLp—NLL
LR:L—Z:m:eN 2-NLLy )
wherel; is the likelihood of the four signal peak hypothedis, is that of the alternate hypothesis, aNdL stands for the
negative log likelihood+ In(L)). Systematic variations are included in the fits as nuispacameters over which the likelihood
is integrated. The results of the no signal and Bycstates fits to data are shown in Fig. 4.

After measuring the likelihood ratios in data, we useltReas a test statistic to determingpavalue. We generate simplistic
Monte Carlo samples from one of the alternate hypotheseditaadch sample with both the four signal hypothesis and the
alternate hypothesis. We evaluate the likelihood diffeesimetween the fits and obtain a probability denBiig(NLL> — NLL;)
to observe at least a likelihood differenceNifL, — NLL; for the four signal fit on an alternate hypothesis sample. Wa tise
the measured likelihood difference in data and integPatg(NLL, — NLL;) from (NLL, — NLLl)datato infinity. That integral
divided by the total number of Monte Carlo samples generiattte p-value.

The measured likelihood differenceg;values, and equivalent standard deviations from the nlodis&ibution are given
in Tab. VIII. For the background only hypothesis, we gerestat2 million Monte Carlo samples and none had a likelihood
difference close to that seen in data. Thus, the no signalue is only an upper limit, and the background only hypsth is
excluded at greater than thes3evel. Each of the four peaks has3 o significance except for th‘ég peak.

IV. SUMMARY

The lowest Iying’\gni resonant states are observed.intb—* of data collected by the CDF Il detector, and they are comsist
with the lowest Iyinng)*)i baryons. Th&, andZ; Q values and the averagg — >, mass splitting are measured to be:



Hypothesis [(NLL, —NLL;)%@ p-value [Significance ¢)
No signal 424 <83x10°8 >5.23
Two peaks 15.3 9.2x10°° 3.74

No s, Peak 117 32x10°4 341
Noz, Peak 3.9 9.0x 1073 2.36

No >, Peak 108 6.4x10°% 3.22

No >} Peak 113 6.0x10°* 3.24

TABLE VIII: Likelihood ratio p-values for the alternate signal hypotheses, wiNdteé, denotes the negative log likelihood of the alternate
hypothesis andNLL; that of the four signal hypothesis. For the no signal hypothesis, niewere observed with the significance seen in
data, and thg-value is only an upper limit.

20

N
=]
T
—
—e—5
— e —
—o—f

10 10

o CDE Il Preliminary, L =1.1 fb"  Fit Prob. = 0.0% o CDE Il Preliminary, L =1.1 b Fit Prob. = 0.005%
2 — Total Fit X — Total Fit
% 50 |— o 50— J—
N > — A Ha + UE Background - S Background
= b : g b — 5 L A%
O 40 ; 40 ; b b
S - -
o u N
o b 30 +
(%2} o =
e r -
= - N
=)
©
c
1]
O

Candidates per 5 MeV/c

— Total Fit 50

+ — A Ha + UE Background
b 40

20 + )
10 + ; ;

50

40

30

* ]
%.0 011 012 O.‘3 O.‘4 0.5 %.0 0.1 0.2 O.‘3 O.‘4 0.5
Q = mA%m - m(AD) - m,; (GeVic?) Q = mA%m - m(AD) - m,; (GeVic?)

FIG. 4: Fits with alternate signal descriptions. On the left is the null hyp@&ttessumption, with no signal present. On the right is the two
peak assumption, with a fit to one peak/‘igirr and one peak M\grﬁ.

m(Z,) — m(AD) — m() = 485739 (stat.) 33 (syst.) MeV/c?
m(Z, ) — M(AD) —m(T) = 55.94 1.0 (stat.)+£0.2 (syst.) MeV/c?
m(Z;7) —m(Z,) = m(ET) —m(Z)) = 212139 (stat.) 7245 (syst.) MeV/c?

Using the recent CDF Il mass measuremenm(yt\g) =56197+ 1.2 (stat.) +£1.2 (syst.) MeV/c? [24], the absolute mass
values and number of events for eaghstate are:

m(%,) = 5807829 (stat.)+£1.7 (syst.) MeV/c? N(Z}) = 32']3 (stat.) '3 (syst.)
m(%,) = 58152+ 1.0 (stat.)£1.7 (syst.) MeV/c? N(Z,) = 59113 (stat.) '3 (syst.)
m(Z;") = 58290718 (stat.) T4 (syst.) MeV/c?  N(Z;F) = 77774 (stat.) T30 (syst.)

m(Z;~) = 58364+ 2.0 (stat.) 13 (syst.) MeV/c? N(Z; ") = 69718 (stat.) F1° (syst.)
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