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EXPERIENCE
Los Alamos National Laboratory, NM. Technical Staff Member, 2001-present.

Member of the Resilient Technologies team in the Advanced Computing Laboratory (CCS-1).
A primary developer of the Los Alamos Message Passing Interface (LA-MPI), an end-to-end network-failure-
tolerant message-passing system designed for terascale clusters. This MPI compliant library is in use on
production platforms at LANL.
Contributor to Open MPI, a new and extensible implementation of MPI.
Research in parallel algorithms, particularly with regard to achieving robustness and efficiency in complex
scientific and predictive simulations.
I am also a involved in projects related to the thermodynamics of high explosives.

Alpha Processor, Inc., Concord, MA. Software Consultant / Member of Technical Staff, 1998-2001.
Development of technology to promote the Alpha processor in the commodity marketplace.
Ported Linux kernel to newly developed 1- and 2-processor Alpha 21264 motherboards. Developed Linux
bootstrap software for AlphaBIOS based systems.
Investigation of techniques for “appliancizing” Alpha systems with a view to constructing resilient clusters
for the web server, web cache and HPC markets.
Designed and implemented intranet database and information systems in Perl (CGI) for securely tracking
inventory and engineering processes in a distributed environment.

Axil Computer, Inc., Concord, MA. Member of Technical Staff, 1995-1998.
Development of 8-way SMP Intel processor based systems for the Windows NT server market.
Parallelized digital logic simulation applications (Verilog simulators) to run on a 16 node Meiko CS-2 system,
making feasible simulations of entire system boards.
Investigated multi-processor (using WIN32 and POSIX threads) and I/O performance issues, including en-
gineering tests for large-scale database benchmarking (TPC-C).
Developed end-user Windows NT applications in C++ using MFC, and C, including multi-threaded graphical
tools for system testing with diagnostics, and an NT service for periodic system monitoring. Both of these
were shipped bundled with the system.

Meiko Scientific Corp., Waltham, MA. Software Application Analyst, 1993-1995.
U. S. technical marketing of the Meiko CS-2, a distributed memory parallel supercomputer.
Implemented, ported and optimized customer applications and/or benchmarks (C, Fortran; PVM, MPI, HPF;
sequential, message-passing, data-parallel) critical to achieving major sales. These were predominantly
codes from government agencies (LLNL, LANL, SNL, KAPL, NOAA, NASA).
Directed and participated in numerical software library development for the CS-2, including sequential and
parallel FFT libraries, dense and sparse linear solvers.

Los Alamos National Laboratory, NM. Post-doctoral fellow, 1990-1992.
Active member of a world-leading group in the study of the strong (QCD) and weak interactions of quarks
by numerical simulation using Monte Carlo methods.
Extensive investigation of the hadron mass spectrum in simulations of lattice QCD using improved overlap
techniques and robust statistical fitting procedures. Introduced a new approach to the study of meson wave
functions and form-factors in lattice QCD.
Developed and maintained large simulation and statistical analysis codes (C, Fortran) for vector and parallel
supercomputers (Cray YMP and Thinking Machines CM-2) and Unix workstations.

University of Edinburgh, Scotland. Research fellow, 1988-1990.
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Numerical simulations of lattice QCD focusing on meson wave functions and exclusive meson-meson scat-
tering cross-sections. Analytical study of Chern-Simons theory (a topologically interesting quantum field
theory) using perturbation theory.

Centre Nationale de la Recherche Scientifique, Marseille, France. Research associate, 1987-1988.
Mathematical analysis of the strong nuclear force in small volumes, in order to better interpret the results of
finite-size numerical simulations of lattice QCD.

EDUCATION
University of Edinburgh, Scotland. Ph.D. in theoretical particle physics, 1987.

Thesis, Towards phenomenology from lattice quantum chromodynamics, is a study of quark interactions
using mathematical analysis and simulations on vector and parallel computers.
Major result is the derivation of algebraic and group-theoretical methods for the calculation of perturba-
tive corrections to numerical estimates of two- and four-fermion matrix elements in the staggered fermion
version of lattice QCD.

Imperial College, London, England. B.Sc. with 1st class honours in physics, 1984.
H. L. Callendar prize for excellence in physics.

OTHER DETAILS
US citizen. Active DOE Q clearance.
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