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Robert J. Lamb, IATAC Director

You’ll note this edition is somewhat larger than 
usual. In addition to our slate of articles, we had the 
opportunity to publish a report entitled “Ontology 

Development Challenges and Applications Using the 
DARPA Agent Markup Language (DAML).” The report was 
prepared under the Technical Area Task (TAT) program 
in support of the Air Force Research Laboratory in Rome, 
New York. It examines the challenges and necessary steps 
for developing ontologies for use by software applications 
and specifically looks at DAML and how it might be lever-
aged. It also includes an analysis of the benefits and capa-
bilities of DAML.

This will be my final column as the Director of IATAC 
for the IAnewsletter and my last edition as this publica-
tion’s editor. I’ve been with IATAC a little over five years 
and have served as the Director since October of 2000. 
I have enjoyed it immensely. It has been a true pleasure 
working with the IATAC staff as well as the Information 
Analysis Center (IAC) Program Management Office at 
DTIC (Ron Hale, Nancy Pfeil, and Carla Percy) and our 
IATAC Steering Committee, led by Richard Hale has been 
great. The best part of this transition is knowing that 
IATAC is in good hands.

I’d like to take this opportunity to introduce Gene 
Tyler, the newly appointed Director and Program Manager 
of IATAC. Gene joins us following a distinguished 35-year 
career in the United States Army serving in a variety of 
troop and staff positions overseas and in the United States. 
Originally from Massachusetts, Gene enlisted in the Army 
in June 1969. He was commissioned in the Signal Corps 
in October 1977 upon graduating from Officer Candidate 
School. Along the way he commanded C Company, 97th 
Signal Battalion and later was the Battalion Commander, 
86th Signal Battalion, 11th Signal Brigade. His career includ-
ed two tours to the Republic of Vietnam and four tours to 

Germany. Most recently he served as the Director of the 
Defense-Wide Information Assurance Program (DIAP).

Gene is uniquely qualified for this position. In addition 
to his broad experience in the Army, he has an Associates 
Degree in Law Enforcement and a Bachelors of Science (B.S.) 
in Management from the University of Maryland, a Master 
of Science from the Industrial College of the Army Forces, a 
Master of Science System Management (MSSM) and an MBA 
from Florida Institute of Technology. He has completed 
the National Defense University (NDU) Chief Information 
Officer (CIO) and Information Assurance programs.

I’d like to conclude with a special thanks to IATAC staff 
with whom I’ve worked these past five years. There are 
some truly outstanding professionals that are genuinely 
committed to making this IAC the best it can possibly be.

■ Peggy O’Connor, who has been one of those 
unsung heroes making this IAC function day to day 
with the IA Digest, IO Calendar, product orders, 
and bibliographic inquiry support

■ Christina McNemar and Ahnie Senft, who along 
with their staff, have made this publication the out-
standing periodical it is

■ Jim Pena, Tara Shea, and April Perera providing 
responsive, timely, multi-faceted inquiry and con-
ference support to IATAC users

■ Jack Benkert, Brad Soules, Pam Stevens, Tina 
Demme, and Ken Wierzbic driving the TAT program 
across DoD and the federal government

■ …and Bob Thompson who was its first Director and 
laid the foundations

Warmest regards,

This will be my final column as the Director of 
IATAC, for the IAnewsletter, and my last edition as 
this publication’s editor.

http://iac.dtic.mil/iatac
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by Alan Nawoj and Mark Gorniak

As the amount of information available on the World 
Wide Web (WWW) and in databases continues to 
rapidly grow, there is an increasing need for ways to 

better manage information so that it can be exploited to the 
fullest extent in a variety of applications. One of the main 
goals of the Air Force Research Laboratory, with respect to 
the management of information resources, is to develop—

“…advanced technologies and approaches to the acquisi-
tion, analysis, and timely dissemination of intelligence 
information for the Intelligence Community” [1]

so that military decisions can be made in a timely and 
accurate manner. Efficient data and information manage-
ment within large domains or across multiple domains, 
however, is often very challenging part of this is being 

able to establish consensus on the meaning and represen-
tation of the data and information that will be used by 
its consumers. This is especially true of applications that 
manipulate data from multiple sources, where different 
data models may come into conflict.

Additionally, the level of expressivity at which data 
and information are represented affects their utility with 
respect to information search and retrieval processes as 
well as decision making processes. For instance, more 
expressive data models provide for a more comprehen-
sive and accurate representation of a particular domain, 
thus allowing intelligent software applications to make 
more sophisticated queries or inferences over the data. 
Ontologies provide one approach for information model-
ing that allows for domain specific knowledge to be pre-
cisely defined, and this article will provide an introduc-
tion to the basic concepts and challenges of developing 
and using ontologies. The DARPA Agent Markup Language 
(DAML), which is being developed as an extension of cur-
rent Web-grounded technologies, is used as an ontology 
rep-resentation language. [2] Benefits and capabilities, as 
well as shortcomings, will be revealed as the use of DAML 
is investigated in an Air Force related software application. 
This application will serve as a case study in the process 
of defining an ontology, expressing an ontology in DAML, 
and inferencing over DAML-encoded information. Finally, 
issues of scalability with inferencing will be introduced, 
followed by a conclusion.

Overview of ontologies and inferencing

Information representation approaches

One of the key decisions that must be made up front 
when designing a software application that processes any 
type of information is the means in which the informa-
tion will be stored. Often the optimal form of data or 
information storage and representation is closely tied to 
the objectives of the software application and the type of 
data being represented. For example, relational databases 
and database schemas provide a very popular and effi-

Author’s Note

As the need for automated information search 
and retrieval as well as automated infor-
mation processing grows, ontologies will 

continue to play a central role in the way that 
information is organized and represented. This 
article presents observations based on a research 
project conducted in 2003 that investigated the 
various steps and challenges involved in develop-
ing ontologies for use by software applications. 
The ontologies were developed using the DARPA 
Agent Markup Language (DAML), and an assess-
ment is given of the various benefits and capabili-
ties of DAML, in the context of ontology-based 
software applications. The utility of DAML for 
enabling semantic interoperability, querying of 
knowledge bases, and inferencing is also dis-cussed 
as it relates to an Air Force application. DAML has 
subsequently been subsumed by the World Wide 
Web Consortium (W3C) Web Ontology Language 
(OWL) Recommendation.

http://iac.dtic.mil/iatac
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cient means of data storage for applications that deal with 
“simple” data, namely data elements that are essentially 
independent and do not have explicit structural relation-
ships defined.

Since no machine processable relationships or con-
straints between data elements can be represented in a 
data-base, this requires applications to be developed that 
are closely dependent on the structure of the database, 
and which encode the required relationships and con-
straints. Queries or modifications of data stored in rela-
tional data-bases must be posed in a precise language, such 
as the Structured Query Language (SQL), which requires 
the user to specify exactly which tables and columns of 
data need to be accessed. All data stored in relational data-
bases is stored according to the schema, which describes 
the overall structure of the tables that store information.

Information that is stored using the eXtensible Markup 
Language (XML) is also stored explicitly according to the 
XML schema and Document Type Definition (DTD) that 
govern the XML content. Entities are represented using 
descriptive tags and can contain various attributes or child 
tags to further describe characteristics of the named entity. 
In general, the designer of an XML schema and DTD 
assigns tag names as conceptual placeholders, and it is 
necessary for any user of this schema to resolve the precise 
meanings of the concepts that are embodied in the tags 
with the designer or with a reference document to avoid 
inaccurate interpretation.

In terms of expressivity, however, one of the main 
limitations of XML and relational database storage mecha-
nisms is that they lack the ability to represent complex 
data relationships so that “the semantics of data can be 
encoded in a machine processable format.” [3] The abil-
ity to represent complex data relationships is necessary to 
enable automated information understanding, and ontolo-
gies provide one such data model for capturing knowledge 
about the world. In short, an ontology is comprised of all 
the terms and concepts that describe a particular view of 
world, as well as the relationships and constraints that 
exist between these concepts. In fact, there are many simi-
larities between the way that information is organized in 

an ontology and the way that information is organized 
using object-oriented programming languages. General 
concepts or abstractions within an ontology can be loosely 
equated to classes within an object-oriented program, and 
the properties or predicates that define the characteristics 
of these concepts in an ontology are somewhat analogous 
to the attributes of a class within an object-oriented pro-
gram. However, there are some fundamental differences 
between ontologies and object-oriented programming 
which prevent us from strongly equating the two informa-
tion representation formats. In “Ontology Development 
101: A Guide to Creating Your First Ontology,” the authors 
make this point very clear in the following excerpt. [4]

Object-oriented programming centers primarily around 
methods on classes—a programmer makes design deci-
sions based on the operational properties of a class, 
whereas an ontology designer makes these decisions 
based on the structural properties of a class. As a result, 
a class structure and relations among classes in an 
ontology are different from the structure for a similar 
domain in an object-oriented program.

Nonetheless, the concepts of information hierarchy 
and inheritance apply to ontologies in a way that is some-
what similar to that of object-oriented programming. 
One of the main differences between the two is that 
hierarchical rela-tionships between classes in the object-
oriented program-ming paradigm are strict classification 
hierarchies, whereas for ontologies these relationships are 
described in terms of instance membership. Subclasses 
within ontologies can overlap, for example, and instances 
of classes can belong to multiple classes. Ontology classes, 
for simplicity, should be characterized as lattice of math-
ematical sets. [5]

In general, ontological concepts can be organized in a 
hierarchical style, where more general concepts are listed 
“above” more specific concepts so that the more specific 
concepts can inherit all of the properties of the more 
generic concepts that are directly “above” in the hierar-
chy. This promotes information reuse by eliminating the 

http://iac.dtic.mil/iatac
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redundant definition of attributes that are common to 
more than one similar concept, thus allowing for much 
information to be implicitly defined. Various other rela-
tionships can also be defined between concepts in an 
ontology, such as the equivalence of two or more concepts, 
logical intersections and unions of classes, and inverse 
relationships, among others. In general, an ontology is 
a declarative means of describing a particular domain of 
interest and organizing information, whereas an object-
oriented program is expressed as a procedural sequence of 
commands in source code.

The basic connected graph data structure from com-
puter science is effective in visualizing as well as model-
ing an ontology or knowledge base. For instance, Figure 
1 below defines a simplified radar facility ontology 
expressed using a graph model. The blue-colored nodes in 
this graph represent general concepts (classes) in the ontol-
ogy, and the white-colored nodes denote the datatypes of 
various properties that describe the concepts. The labeled 
arcs that connect nodes symbolize predi-cates (properties) 
attached to a given concept, and represent a relationship 
between two different concepts. For example, the two con-
cepts “Facility” and “RadarFacility” share a parent-child 
hierarchical relationship as identified by the arc labeled 
“subClassOf” in Figure 1.

While the graph model for ontology representation is 
more for visualization and design purposes, there exist 
various ontology representation formats and lan-guages 
to express ontologies in ways that are machine process-

able. Some of these knowledge representation lan-guages 
include CycL (http://www.cyc.com), Loom (http://www.
isi.edu/isd/LOOM/LOOM-HOME.html), and DAML+OIL 
(DAML+Ontology Inference Layer). The DAML+OIL 
ontology rep-resentation language, or DAML as it will be 
referred to hereinafter, was the first to be based on the 
World Wide Web Consortium (W3C) standards of XML, 
Resource Description Framework (RDF), and RDF-Schema 
(RDFS), making it Web-compatible. DAML was recently 
transitioned to the W3C and provided the basis for the 
Web Ontology Language (OWL). [6]

Once an ontology is designed and represented using a 
specific knowledge representation language, one may then 
begin to associate instance data with the con-cepts in the 

ontology and construct a knowledge base that conforms to 
the ontology. In short, a knowledge base is just an instan-
tiation of an ontology—it is analogous to a database that 
contains actual data, whereas the ontology would corre-
spond to the database schema. However, once a particular 
knowledge base exists, how does one make use of it and 
what are its benefits? The following section on inferencing 
provides some answers to this question.

Fundamentals of inferencing

The process of inferencing is one action that can 
exploit the structure of an ontology to provide valuable 
results. The term inferencing describes the process of 
applying reasoning techniques to a given data set in order 
to generate new data, and often this involves matching a 
given data set against a list of constraints or rules to see 
which rules should be executed. Software applications that 
are specifically designed to employ inferencing algorithms 
are often called “inference engines.” The example shown 
in Figure 2 below demonstrates a basic inference given a 
small set of facts and a single rule, and it is based on the 
inference axiom called subsumption. [7]

The “if” portion of the rule that is listed in Figure 2 
called the rule antecedent, is satisfied by the two given 
facts, since a “RadarFacility” is defined as a subclass of 
“Facility” and “RadarModel_B” is defined as an actual 
instance of a “RadarFacility.” This condition causes 
the “then” portion of the rule, called the action, to 
execute and generate the conclusion, or new assertion, 
that “RadarModel_B” is also an instance of a “Facility.” 
Someone who then queries the updated list of facts for 
any instances of the concept “Facility” would be returned 
“RadarModel_B” as a result. Thus, before the inference 
occurred, the inferred fact was an implicit piece of infor-
mation that was associated with the initial two facts and 
rule. After the inference was complete, the inferred fact 
then became an explicit statement that was added to the 
initial list of facts.

Given facts: RadarFacility is subclass of Facility

 RadarModel_B is an instance of RadarFacility

Given rule: if ((“x” is subclass of “y”)&(“z” is 

an instance of “x”))

 then (“z” is an instance of “y”)

Inferred fact: RadarModel_B is an instance 

of Facility

Figure 2. Simple inference example using two facts and one rule

Other forms of inferencing also exist, such as auto-
matic classification, which involves the classification of 
an unknown entity into one (or more) of the concepts of 
an existing ontology based on the known attributes of 
this entity. For example, if presented with the military 
facility ontology in Figure 1 and an unknown instance 
that pos-sesses the attributes of “numPersonnel” and 
“radarType,” one may infer that this unknown entity is a 
“RadarFacility,” since these are both characteristics that 
describe this concept in the given ontology. The conclu-
sion that this instance may actually be a “RadarFacility” 
was arrived at by trying to automatically classify the 
unknown entity into an existing ontological concept 
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Figure 1. Sample ontology (military facilities) displayed using 
connected graph model
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whose attributes most closely matched those of the 
unknown entity.

In general, inferencing is a powerful mechanism that 
is well suited for expressive data sets where complex data 
relationships exist. However, the types of inferencing that 
can be performed over ontology based information are 
limited by the capabilities of the ontology representation 
language that is used. Such limitations will be discussed in 
the context of DAML as a case study in ontology creation 
is explored.

Ontology development challenges
The development of an ontology is an iterative and 

time-intensive process. To start, one must possess the nec-
essary domain expertise to ensure that the ontology ele-
ments, as well as the element relationships, are precisely 
defined and capable of being mapped to an end user‘s 
needs. This may require the assistance of a knowledge-
able person or group of experts in the particular domain 
of interest to help conceptualize the ontology, depending 
on its estimated size, scope, and application. Typically, an 
ontology designer will either follow a top-down or bot-
tom-up design approach, but a hybrid of the two is also 
possible. The top-down approach involves mapping out 
the most generic concepts in the domain first and then 
deciding how more specific concepts can be organized 
under these, whereas the bottom-up method involves 
iden-tifying the most specific concepts first and then 
grouping these into more generic concepts.

Nonetheless, since many ontologies are created for a 
specific purpose or use in mind, the goal of the applica-
tion will often have some influence on the way that an 
ontology is constructed. This is analogous to the process of 
developing the schema for a relational database, since the 
schema is an organization and specification of the types 
of data that will be accessed and processed by the appli-
cations that interact with the database. Thus, it becomes 
critical to precisely define the role that an ontology will 
play within a particular software application as well as the 
overall goal of the application.

Likewise, before the construction of an ontology actu-
ally begins, another important step for a designer is to 
determine whether similar ontologies have already been 
created by others so that knowledge can be reused or 
extended. The DAML Ontology Library is a worthwhile 
starting point for viewing preexisting ontologies organized 
by domain. [8] Yet, even if similar ontologies do exist, 
they may not be structured in a way that is useful to the 
designer in his or her application since the existing ontol-
ogy may have been created for a very different application 
or from a very different perspective on the domain. This 
conclusion cannot be reached, however, until the designer 
invests the time to fully understand the similar ontology 
and its layout.

In general, the process of reusing an existing ontol-ogy 
by extending new concepts from the already defined con-
cepts is desirable since it minimizes the development effort 
as well as promotes interoperability with other appli-
cations that use the same ontology. For instance, when 
developing a domain specific ontology there is always an 
opportunity to extend from more generic ontologies that 
exist within the same domain to reuse previously defined 
class structure and axioms. A logic axiom, in the context 
of an ontology, is a formal, mathematical definition of a 
constraint or relationship between various concepts. For 

example, the rule that is listed in Figure 2 (see previous 
page) illustrates the general structure of such an axiom 
in natural language. As such, axioms essentially provide 
meaning to a concept, and their mathematical description 
allows them to be defined procedurally for execution in 
software; i.e., machine processable.

Our research examined this particular reuse option 
while trying to link a superset of the ontology of military 
facilities in Figure 1 (see previous page) to the Suggested 
Upper Merged Ontology (SUMO). An upper ontology, such 
as SUMO, “provides definitions for general-purpose terms 
and acts as a foundation for more specific domain ontolo-
gies.” [9] Superficially, the concept of “Facility” in the 
Figure 1 ontology appears closely related to the concept 
“Building” in SUMO, based on the natural language defi-
nitions of the two terms along with the KIF axioms that 
are present in SUMO—however, we found some potential 
conflicts with this extension. Namely, a “Facility” can 
be a mobile entity that is not always fixed in location; 
i.e., mobile missile site, whereas the class “Building” in 
SUMO is a subclass of “StationaryArtifact” which, by 
its KIF axiom definition, gives it a fixed location. To 
reconcile this disagreement, our “Facility” class would 
instead be declared as a subclass of the “Artifact” con-
cept in SUMO (parent class of “StationaryArtifact”), since 
“Artifact” is generic enough to encompass all variations 
of the “Facility” class. Deciding which concept or node to 
start extending from within an ontology is often one of 
the greatest challenges in trying to reuse or link multiple 
ontologies by extension. This mapping, nonetheless, gives 
us the opportunity to relate our ontology to many other 
ontologies through the use of SUMO.

Overall, the development of an ontology is always a 
complex and iterative procedure. In general, reusing com-
ponents of existing ontologies or extending from existing 
ontologies is always desired so as to minimize the overall 
development effort and take advantage of the structure 
and axioms of the already defined ontology. However, 
care must be taken to avoid any potential conflicts or 
contradictions between con-cepts that are linked between 
multiple ontologies. Several approaches and tools exist for 
checking for such consistency. [10] In the following sec-
tion, we will investigate how DAML is used as a language 
for expressing ontologies.
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Figure 3. Layer diagram showing relation between DAML, 
XML, RDF, and RDFS [18]

http://iac.dtic.mil/iatac


IA
new

sletter V
olum

e 7 N
um

ber 2 • Fall 2004 h
ttp://iac.dtic.m

il/iatac

8

Use of DAML for knowledge representation

Fundamentals of DAML

An ontology can be represented using a variety of tech-
niques ranging from graphical depictions, such as shown 
in Figure 1 (see page 6), to formal knowledge representa-
tion languages. DAML is one such knowledge representa-
tion language, based on Web standards, that is capable of 
expressing an ontology in a machine processable format. 
It is builds upon existing W3C standards, including XML, 
RDF, and RDFS, to provide an expressive metadata descrip-
tion lan-guage. As a result, valid DAML syntax is also 
valid XML syntax, and DAML classes and properties can 
be uniquely identified and referenced over the Web by a 
Uniform Resource Identifier (URI) just as with RDF and 
RDFS. This technology progression can be viewed in the 
layer diagram shown in Figure 3 (see page 7) where DAML 
constitutes the ontology vocabulary and logic layers.

DAML focuses on describing information on the Web, 
rather than displaying information for human readabil-
ity, which is the main function of the HyperText Markup 
Language (HTML). Specifically, DAML describes the 
structure of a domain using classes and properties, and 
it asserts relationships between classes or properties via 
its unique set of constructors and axioms. The DAML 
constructors and axioms have a logical foundation in 
Description Logic (DL), where a DL is a “very carefully 
restricted logic that aim[s] to capture concepts and rela-
tionships between concepts.” [11]

The basic building blocks [of a DL] are concepts, roles 
and individuals. Concepts describe the common proper-
ties of a collection of individuals and can be considered 
as unary predicates which are interpreted as sets of 
objects. Roles are interpreted as binary relations between 
objects. Each description logic defines also a number of 
language constructs (such as intersection, union, role 

quantification, etc.) that can be used to define new con-
cepts and roles. [12]

The classification of DAML as a DL is a key strength of 
the language since DLs are known to be computationally 
decidable and tractable, meaning that inference services 
performed using a DL will always reach an outcome with-
in a reasonable amount of time.

Furthermore, since DAML is built upon the existing 
Web standards of RDF and RDFS, any DAML ontology can 

ultimately be decomposed into a sequence of triples, where 
a triple is the fundamental unit of information representa-
tion in RDF. Essentially, a triple is a three-element set that 
consists of a subject, predicate, and object. The subject cor-
responds to a general concept (class) within an ontology, 
while the predicate (property) corresponds to an attribute 
that describes the subject. The object portion of a triple 
represents the value of the predicate; i.e., property value.

In general, the “expressive power of the language is 
determined by the class (and property) constructors sup-
ported, and by the kinds of axioms supported,” [11] and 
DAML consists of ten different class constructors and 11 
different axioms as indicated in Figure 4 above.

For example, the “toClass” constructor can be used to 
define the datatype of a DAML property, and the “subClas-
sOf” axiom can be used to assert a parent-child hierarchi-
cal relationship between two different classes. A demon-
stration of how these two particular DAML constructs 
would be used and expressed in DAML syntax is displayed 
in Figures 5a and 5b (see above) using the concepts from 
the ontology defined previously in Figure 1.

The “daml” prefix that appears before each of the 
DAML language constructs in Figures 5a and 5b indi-
cates a reference to the “daml” namespace, which has 
its own URI, where all of the DAML language constructs 
are defined. [13] The concept of namespace is important 
to DAML since it provides a mechanism for associating 

DAML Constructors DAML Axioms

unionOf subClassOf

intersectionOf sameClassAs

complementOf subPropertyOf

oneOf samePropertyAs

toClass disjointWith

hasClass sameIndividualFrom

hasValue differentIndividualFrom

minCardinalityQ inverseOf

maxCardinalityQ transitiveProperty

cardinalityQ uniqueProperty

unambiguousProperty

Figure 4. Listing of DAML constructors and axioms  
(adapted from [12])

<daml:Class rdf:ID=”Facility”>
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rfd:resource=”#name”/>
   <daml:toClass rdf:resource=”&xsd:string”/>
  </daml:Restriction>
 </daml:subClassOf>
</daml:Class>

Figure 5a. Class “Facility” has “name” property restricted to 
datatype “string” (xsd:string)

<daml:Class rdf:ID=”Facility”/>

<daml:Class rdf:ID=”RadarFacility”>
 <daml:subClassOf rdf:resource=”#Facility”/>
</daml:Class>

Figure 5b. Class “RadarFacility” is a subclass (child) of class 
“Facility” (parent)
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ontologies with URIs, thus making it possible to build 
vocabularies of reusable terms that are accessible over the 
Web for discovery and reuse by software. Namespaces also 
make it possible for ontology designers to post multiple 
versions of the same ontology on the Web and be able to 
distinguish them by their namespace URI. For a complete 
description of all DAML language elements, refer to the 
DAML Reference Description document. [14] Moreover, 
to avoid any ambiguity in interpretation of the language 
constructs, the axiomatic semantics for DAML provides a 
complete mapping of all DAML language elements into a 
first-order predicate calculus logical theory expressed in 
Knowledge Interchange Format (KIF). [15]

Recapping, the finite set of constructors, axioms, and 
other elements that constitute the DAML language are the 
building blocks for expressing a given ontology in DAML. 
Once an ontology is designed at the conceptual level, such 
as a connected graph model, it is then necessary to decide 
how to organize this into classes and properties by using 
the DAML language elements. Typically, concepts cor-
respond to classes in a DAML ontology and the attributes 
that describe and define a particular concept become the 
properties that are associated with this class. The relation-
ships between the various classes and properties within 
the ontology must then be expressed (Figures 5a and 5b 
see page 8) using the set of axioms and constructors that 
DAML provides, as listed in Figure 4 (see page 8).

Case study— 
Expressing an ontology in DAML for an IADS

One particularly important piece of intelligence infor-
mation to the United States Air Force when execut-ing 
airborne mission planning is the identification of an 
Integrated Air Defense System (IADS). An IADS is “a col-
lection of sensors, Command, Control, Communications, 
and Intelligence (C3I) systems, and active defense systems 
used to protect an area from hostile air systems.” [16] 
Thus, any IADS is characterized by the presence of three 
main physical components—

 1. Detection system

 2. Communications and data processing infrastructure

 3. Weapons system

An IADS can further be described as a sequential pro-
cess since it is characterized by distinct processes, namely 
the detection and tracking of a potential enemy threat, 
the communication of this intelligence to a data process-
ing center, decision making activity based on the evidence 
gathered, the identification of the potential threat, and 
potential engagement with the identified target. However, 
this sequential process and temporal definition of an IADS 
will not be modeled in our example ontology. The fact 
that an IADS is a complex system currently requires intel-
ligence analysts to gather and correlate information from 
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Figure 6. Graph model of top-level IADS ontology showing reuse of “DetectionSystem” class
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numerous sources before conclusions can be drawn. As a 
result, one research objective that was explored involved 
the automation of this process in software using DAML-
encoded intelligence data in conjunction with an infer-
ence engine in order to infer the existence of an IADS 
from a set of instance data.

Given this knowledge of the domain, we first set out 
to model the concept of an IADS with an ontology, and 
sought to reuse and extend concepts from already defined 
ontologies to minimize the development effort and maxi-
mize interoperability. A graph model of the high-level IADS 
ontology is represented in Figure 6 (see page 9).

Notice that portions of the radar facility ontology from 
Figure 1 (see page 6) can be “reused” in the IADS ontology 
by simply declaring the “RadarFacility” class to be a sub-
class of “DetectionSystem,” which is one of the three main 
components of an IADS. This enables access to radar con-

cepts and properties that are connected to this class from 
the ontology in Figure 1. Care must be taken to resolve 
potential conflicting properties between a Detection 
System and the Facility concepts.

Once the class and property framework was outlined 
for the IADS ontology, it was then necessary to place 
constraints on the classes and properties to further refine 
the meaning of an IADS. In our simplified view of this 
domain, we defined an IADS to be operational only when 
the following two conditions were true—

 1. The values of the “status” property for the three 
component classes of IADS (DetectionSystem, 
DefenseSystem, and DataProcessingCenter) all must 
be “Operational”

 2. The values of the “location” property for the three 
component classes must be equal

<daml:Class rdf:ID=”IntegratedAirDefenseSystem”
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rdf:resource=”#location” />
   <daml:toClass rdf:resource=”#Country” />
  </daml:Restriction>
 </daml:subClassOf>
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rdf:resource=”#status” />
   <daml:toClass rdf:resource=”&xsd:string” />
  </daml:Restriction>
 </daml:subClassOf>
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rdf:resource=”#hasComponent” />
   <daml:minCardinalityQ rdf:value=”1” />
   <daml:hasClassQ rdf:resource=”#DefenseSystem”/>
  </daml:Restriction>
 </daml:subClassOf>
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rdf:resource=”#hasComponent” />
   <daml:minCardinalityQ rdf:value=”1” />
   <daml:hasClassQ rdf:resource=”#DetectionSystem” />
  </daml:Restriction>
 </daml:subClassOf>
 <daml:subClassOf>
  <daml:Restriction>
   <daml:onProperty rdf:resource=”#hasComponent” />
   <daml:minCardinalityQ rdf:value=”1” />
   <daml:hasClassQ rdf:resource=”#DataProcessingCenter” />
  </daml:Restriction>
 </daml:subClassOf>
</daml:Class>

<daml:Class rdf:ID=”DefenseSystem” />
<daml:Class rdf:ID=”DetectionSystem” />
<daml:Class rdf:ID=”DataProcessingCenter” />

<daml:Class rdf:ID=”RadarFacility”>
 <daml:subClassOf rdf:resource=”#DetectionSystem” />
</daml:Class>

<daml:DatatypeProperty rdf:ID=”location” />
<daml:DatatypeProperty rdf:ID=”status” />
<daml:DatatypeProperty rdf:ID=”hasComponent” />

IADS Class Definition (start)

Figure 7. Sample portion of DAML-encoded IADS ontology

IADS location property

IADS status property

IADS Component Classes

IADS Class Definition (end)

Sample of Military Facility Classes

IADS Property Definitions
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Thus, to constitute an operational IADS, according 
to our ontology, there must exist at least one instance of 
each of the three component classes with a status value of 
“Operational” and a common location value among them 
as well. A sample of the DAML-encoded IADS ontology is 
listed below in Figure 7 (see page 10).

Note that the class definition for “IntegratedAirDefens
eSystem” in the above ontology makes use of the cardinal-
ity construct from the DAML language to constrain the 
“hasComponent” property. Setting a “minCardinalityQ” 
of one (1) for the three different component classes of an 
IADS ensures that at least one instance of each of these 
three classes must exist in order for an “IntegratedAirDefe
nseSystem” to exist.

Inference applications of DAML
Once an ontology is completely expressed in valid 

DAML syntax, instance data can then be associated with 
the classes and properties of the ontology to form a knowl-
edge base, which can be accessed and manipulated by 
software applications for inferencing. Given the logical 
foundations of DAML, including its set of constructors 
and axioms, it is a natural fit for a variety of inference-
based artificial intelligence applications. The next step is 
to develop the application to exploit the knowledge rep-
resented by the ontology. In our case, it was to create an 
inference and query application that would automatically 
deduce when an IADS was present based on the presence 
of its components. Currently, intelligence analysts must 
gather data from various sources and analyze the com-
bined evidence to conclude the presence or absence of an 
enemy IADS, and this can be a time consuming process. 
The following sections will highlight the various software 
tools; i.e., parsers, inference engines, etc., that were incor-
porated in this experiment to help automate the IADS 
identification process as well as include an overall analysis 
of the inference being performed.

Tools for inferencing with DAML— 
DAMLJessKB and JESS

At the time, there were no reasoning (inference) 
engines that could process DAML content directly. As a 
result, creat-ing an application that applies an inference 
engine to a DAML ontology or knowledge base required 
translation of the DAML syntax into the knowledge rep-
resentation language used by the core of the inference 
engine itself. One particular DAML tool that already cap-
tures most of the logical axioms of the DAML language 
for use with an inference engine is the DAMLJessKB 
Java Application Programmer Inference (API), which 
was developed by researchers at Drexel University. [16] 
This API essentially allows a DAML ontology to be trans-
lated into JESS syntax (see Figure 8 below). DAMLJessKB 
expresses many of the DAML language axioms as “rules” 
in the JESS (Java Expert System Shell) language so that 
they can be executed by the JESS inference engine. 
Likewise, any additional axioms that represent domain 
specific knowledge can also be imported by JESS, as 
denoted by the “domain axioms” block in Figure 8. The 
general structure of a rule definition in JESS is the stan-
dard “if-then” statement (conditional), which is read by 
the JESS inference engine and compared against its cur-
rently stored list of facts. JESS is not only a declarative 
programming language, but also consists of an inference 

engine that is based on the Rete algorithm as well as a 
Java API to support application development.

The DAMLJessKB API is essentially a DAML “wrapper” 
on the JESS architecture, since it uses JESS for its inference 
capabilities while providing the DAML axioms expressed 
in JESS to automatically generate conclusions on a given 
DAML ontology or knowledge base.

Case study— 
Generating inferences on DAML IADS ontology

Once the IADS ontology was formulated and expressed 
in DAML, the next step was to associate actual instance 
data with the IADS concepts, thus creating a knowledge 
base that could be manipulated by software. Our knowl-
edge base was constructed as a set of military facility 
instances using MIDB as the source of instance data and 
the DIA Category Code listing as the guideline for map-
ping database tables and columns into classes and proper-
ties in the IADS ontology. The Modernized Integrated 
DataBase (MIDB) is a standard military database contain-
ing vast amounts of information on items such as facili-
ties, equipment, and events. For example, MIDB contains 
status and location information on radar facilities, which 
was used as property instance data for any instances of 
the class “RadarFacility” in the IADS ontology. For our 
prototype application, we used JESS as an inference engine 
and DAMLJessKB for reading the IADS ontology and 
sample knowledge base of military facility instances. The 
DAMLJessKB Java API was used to parse the ontology and 
knowledge base, using the Jena Java API as its parser, into a 
sequence of triples (JESS facts) that could be ingested into 
the JESS inference engine. [18] JESS would then execute 
any of the rules that matched its list of facts derived from 
the IADS knowledge base and store any new inferred facts. 

One of the common inferences that was performed by 
this software prototype was a standard subsumption (sub-
class) inference between the military facility classes and 
the three components classes of IntegratedAirDefenseSyst
em. For example, if an instance of a RadarFacility existed 
in the knowledge base, then the inference engine would 
also generate a new fact that there was an instance of a 
DetectionSystem as well, since a RadarFacility is defined to 
be a subclass of a DetectionSystem in the IADS ontology 
(see Figures 6 and 7 on pages 9 and 10). Likewise, when 
an instance of a DetectionSystem, DefenseSystem, and 
DataProcessingCenter were found to coexist in the knowl-
edge base with equivalent location property values and 
status values of “Operational,” the inference engine would 
generate the conclusion that an IADS was present.

However, this inference was not possible using the lan-
guage axioms of the DAML language alone in the rule set 
of JESS, since DAML is actually not capable of express-ing 
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Figure 8. Block diagram of DAMLJessKB and JESS inference 
engine, adapted from [11]
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the various constraints on the location and status predi-
cates of the three components of an IntegratedAirDefen
seSystem, as mentioned previously in our defini-tion of 
an IADS. Namely, the inference using DAML alone does 
not take into account the fact that the three IADS com-
ponents (DetectionSystem, DataProcessingCenter, and 
DefenseSystem) must all have the same location value and 
must have a status value of “Operational.” This is due to 
an expressivity limitation with the DAML language, since 
DAML does not allow an ontology designer to specify a 
constraint on property values that are not constants.

Thus, we are led to investigate other means of repre-
sent-ing these important constraints in the definition of 
IADS so that the correct inferences are made, and this 
involves the introduction of domain-specific rules that 
capture detailed knowledge of the domain in question. 
The follow-ing section will address this issue and the gen-
eral need for external, domain-specific rules to supplement 
the axioms of DAML.

Rules as a supplement to DAML axioms

As the IADS inferencing case study has proven, there 
are certain limitations in the expressivity of DAML when 
trying to develop an ontology that accurately describes the 
world. For this case, in particular, it was not possible for 
us to express that an IADS exists only when the location 
values of its three component classes have the same value 
and the status values of these same classes have a value of 
“Operational.” This suggests the need for a more expressive 
“rule language” to supplement the language constructs of 
DAML in order to accurately describe a particular domain. 
For example, the RuleML effort and DAML-Rules (DAML-
R) working group were initiated to propose a solution to 
this problem, but there is no standard web rule lan-guage 
at this time. [19]

For the IADS inference application, we found that the 
JESS language for expressing rules was sufficient, since it 
allowed for property values to be expressed as variables. 
The solution, then, was to construct a rule in JESS syntax 
to capture the constraints on “location” and “status” for 
the three IADS component classes. The basic format of 
this rule, independent of a particular rule representation 
language, was as follows—

if ((DetectionSystem.location==DataProcessingCent

er.location==DefenseSystem.location==?X)& 

(DetectionSystem.status==DataProcessingCenter.

status==DefenseSystem.status==“Operational”))

then (IntegratedAirDefenseSystem exists in 

location ?X)

Once this is expressed in JESS syntax, the domain spe-
cific rule could then be imported into the JESS inference 
engine, along with the rules corresponding to the DAML 
language constructors and axioms, to enhance the infer-
encing capabilities of the application. In this example, 
the variable “?X” represents any location value that may 
exist in the knowledge base. JESS internally handles all 
variables and rules by matching facts against variables in 
the rules to determine when a particular rule should fire. 
Ultimately, the JESS inference engine was able to success-
fully deduce that an IADS was present when the necessary 

conditions existed in the IADS knowledge base due to the 
addition of this external rule.

Scalability
The case studies that have been presented thus far have 

dealt with ontology development as well as inferencing in 
very small scale applications using rather small data sets. 
For example, given that the Air Force collects and records 
large amounts of intelligence data on a daily basis and ana-
lysts must review, extract, and correlate data from multiple 
sources to identify an IADS the next step would be to see 
how well these technologies scale in a more computation-
ally demanding environment. Understanding the computa-
tional performance of the underlying inference algorithm 
of a reasoner can provide much insight into this question 
even before experimentation is actually carried out.

Most inference systems involve some form of pat-
tern matching between a set of rules (conditionals) and 
a set of facts, where any fact or combination of facts that 
satisfy the antecedent of a rule cause the rule to execute 
and perform an action. However, the means in which 
this matching between rules and facts actually occurs is 
defined by the inference algorithm of the reasoning sys-
tem. For example, one approach is to have an algorithm 
that continuously cycles through the list of rules and tries 
to match up the antecedent of every rule against the data 
currently stored in the knowledge base. However, this is a 
very inefficient technique with an order of performance 
that is proportional to O(RFP), where “R” symbolizes the 
number of rules in the inference engine, “F” represents 
the number of facts in the knowledge base, and “P” repre-
sents the average number of patterns or expressions in the 
ante-cedent of every rule. [20] Thus, as rule antecedents 
become more and more complex, causing more pattern 
matches to be done, or the number of facts in the knowl-
edge base increases, the performance of this inference 
algorithm tends to degrade exponentially.

However, JESS employs the efficient Rete algorithm for 
its inference services which minimizes such inefficien-
cies by remembering past test results across iterations of 
the rule loop.  The end result is a major improve-ment in 
the computational complexity of inferencing, since the 
performance of Rete is on the order of O(RFP). Thus, the 
computational time of an inference application, such as 
JESS, that employs the Rete algorithm should be expected 
to increase linearly based on the number of facts (F) 
in the knowledge base, assuming that the rule set does 
not change often. Testing these theories in a large scale 
information processing environment, however, would be 
valuable in testing the limits and feasibility of using an 
ontology representation language, such as DAML, in an 
inference-based application.

Conclusion
Effective information management and exploitation is 

an increasing concern not only for the Air Force but for 
any communities that manage large repositories of infor-
mation that provide critical input for decision making 
processes. As we have learned, ontologies provide a useful 
mechanism for representing complex data relationships 
so that various reasoning techniques can be applied to 
such information stores to make simple inferences. Such 
capabilities are not possible with more primitive forms of 
data storage, including database and XML schemas, where 
only simple relationships among data can be expressed. 
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Nonetheless, the process of developing an ontology is 
often more involved and requires the selection of a suit-
able knowledge representation language to serve as the 
medium for ontology expression. DAML was analyzed 
as one particular ontology representation language for 
describing a domain and uses existing Web standards, 
including XML, RDF, and RDFS, as its foundation. Our 
case studies in ontology development demonstrated 
how ontology reuse and extension can minimize overall 
development time as well as provide access to an already 
defined domain of knowledge. We then later showed how 
an already created ontology and knowledge base expressed 
in DAML could be leveraged for inferencing using popular 
software tools and APIs, such as DAMLJessKB and JESS.

However, the IADS case study proved that DAML’s lan-
guage elements alone are not always expressive enough to 
accurately describe a domain or concept. Thus, in certain 
circumstances, it may be necessary to import rules that are 
defined in more expressive rule languages to supplement 
the axioms and constructors of DAML. Future efforts by 
the DAML-R working group will dictate whether a univer-
sal standard rule language will ultimately materialize. ■
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http://www.daml.org/2001/03/daml+oil. 2001
http://www.w3.org/TR/daml+oil-reference
http://www.ams.org/careers/dfruchey-app.html
http://www.hpl.hp.com/semweb/doc/tutorial/ index.html. April 2002
http://www.hpl.hp.com/semweb/doc/tutorial/ index.html. April 2002
http://www.dfki.uni-kl.de/ruleml/
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Agent-based software systems are a new and emerging technology that 
has attracted a great deal of attention over the last few years. Agent-
based software systems provide a framework that extends distributed, 

open, and dynamic computing environments. The framework enables soft-
ware agents to communicate with each other productively in a rapidly chang-
ing heterogeneous networked environment. Agents work best at solving 
complex, distributed problems that are difficult to achieve with existing non-
agent based technology. There are a number of organizations conducting and 
applying agent-based research and development, and they have generated 
new opportunities in numerous application domains. Such domains include 
Autonomic Computing, Grid Computing, and the Semantic Web. Although 
the agent-based software system architecture helps to solve many complex 
problems, they have some significant issues that need to be addressed before 
they are widely and confidently accepted. Lack of mature standard software 
analysis and design methodologies, limited defined specification require-
ments, and a considerable number of conventional and new security threats 
are some of the most frequently considered challenges. Agent-based software 
systems are generating considerable momentum and the benefits of these 
systems are gaining noticeable attention in the academic, commercial, and 
government sectors.

Currently, there is not a univer-
sal, clear and succinct textbook 
definition of an agent, but 

there is a common understanding 
of its goals. In their article “Software 
Agents,” Nick Jennings and Michael 
Wooldridge describe an agent as a 
self-contained program capable of 
controlling its own decision-making 
and acting, based on its perception of 
its environment, in pursuit of one or 

more objectives. [1] Agents are autho-
rized to act on the behalf of a human, 
a computer program, or another soft-
ware agent. Agents can communicate 
with other agents, and in some cases 
may compete with each other, as in a 
multi-agent system. A community of 
agents often works together to achieve 
mutual benefits. Agents take advantage 
of distributed computing environments 
by either physically replicating them-

Agent-Based Software System
by Michael Colon
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selves onto other host computers, com-
municating with other agents residing 
on other hosts, or by accessing data 
contained on a remote host. Individual 
agents report back to agent platforms 
that collaborate and interpret the data 
gathered by the agents.

There are a number of character-
istics that have not been commonly 
combined in standardized software 
systems, but which uniquely make 
up an agent. Agents are autonomous, 
reactive, proactive, adaptive, commu-
nicative, and sometimes mobile.

In Franklin and Graesser’s paper 
“Is it an Agent, or Just a Program? A 
Taxonomy for Autonomous Agents,” 
the authors observe that an autono-
mous agent is a system situated within 
and a part of an environment that 
senses that environment and acts on it 
over time, in pursuit of its own agenda 
and so as to affect what it senses in 
the future. [2] This enables an agent to 
act independently in a dynamic and 
unpredictable environment.

According to Joanna J. Bryson and 
Lynn Andrea Stein, an agent’s reactive 
characteristic enables it to sense and 
act on changes in its environment. [3] 
Reactive intelligence controls a reac-
tive agent—one that can respond very 
quickly to changes in its situation.

In Declarative and Procedural Goals 
in Intelligent Agent Systems, Michael 
Winikoff, Lin Padgham, James Harland, 
and John Thangarajah state that an 
agent is proactive in that it organizes its 
behavior in order to achieve intended 
goals. [4] The goals have two aspects—
■ Declarative—where a goal is a 

description of the state of the 
world, which is sought

■ Procedural—where a goal is a set 
of procedures that is executed (in 
an attempt) to achieve the goal

Adaptive agents must be able to 
react to a simple stimulus, and be 
able to make a direct, predetermined 
response to a particular event or envi-
ronmental action. More advanced 
adaptive agents (i.e., autonomic 

agents), can reason and have the 
capacity to learn and evolve.

Agents exercise communicative 
characteristics that enable them to 
interact with agent platforms, other 
agents, and humans. Numerous pro-
tocols are needed to accomplish dif-
ferent types of communication. The 
Foundation for Intelligent Physical 
Agents (FIPA) is developing specifi-
cations of the communication lan-
guages, as well as libraries that have 
predefined communicative act types, 
interactions, and protocols for agents. 

Mobile agents are programs, 
typically written in a script language, 
which may be dispatched from a 
client computer and transported 
to a remote server computer for 
execution. According to Tim Finin, 
Yannis Labrou, and Yun Peng of the 
University of Maryland, Baltimore 
County Department of Computer 
Science and Electrical Engineering, 
mobile agents can benefit from stan-
dards efforts on inter-agent commu-
nication. [5] Mobile agents travel to 
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Challenge Technology Example Example Application

Increase quality of agent software to 
industrial standard

Agent oriented design methodologies, tools and 
development environments

Complex systems development
Seamless integration with current technologies 
(SOAP, Web Services, etc.)

Provide effective agreed standards to 
allow open systems development

Agent communication languages (FIPA)

eCommerceInteraction protocols

Multi-agent architectures

Provide semantic infrastructures for 
open agent communities

Semantic Web

Agentcities
Ontologies

Matchmaking and broker architectures

Electronic institution design

Develop reasoning capabilities for 
agents in open environments

Negotiation algorithms

eCommerce 
eScience

Planning and DBI architectures

Coalition building

Ontological reasoning

Develop agent ability to understand 
user requirements

User profiling

Information agents
Personalization

Utility modeling

Knowledge acquisition tools

Develop agent ability to adapt to 
changes in environment

Learning
Social Simulation

Evolutionary programming techniques

Ensure user confidence and trust in 
agents

Security technologies Medical Informatics

Deception-proof interaction protocols
E-Government

Models and infrastructure for trust and reputation

Table 1. Agent-based technology challenges [6]

host platforms and execute using the 
remote host’s computing resources. 
This is useful because many agents 
can be distributed throughout a net-
work and to perform calculations or 
data mining and report back to a cen-
tralized source. This technology is not 
new—Java Applets have successfully 
implemented mobile code for years.

Technology leaders
Commercial and government agen-

cies that are leading the way in agent-
based software initiatives include—
■ International Business Machines 

(IBM)—Autonomic Computing, Grid 
Computing and the Semantic Web

■ Defense Advanced Research 
Projects Agency (DARPA)—

Control of Agent-Based Systems 
(CoABS); DARPA Agent Markup 
Language (DAML)

■ National Institute of Standards 
and Technology (NIST)—Agent-
based intrusion detection

■ AgentLink, Europe's Network 
of Excellence for Agent-Based 
Computing—Agent Based Roadmap

Current and future applications
Currently, there are three signifi-

cant efforts underway that utilize the 
agent-based software architecture. 
They are autonomic computing, grid 
computing, and the semantic Web. 
These technologies take advantage of 
the unique characteristics of agents, 

and they have been shaped by the 
agent-based architecture.
1. Autonomic computing is an 

approach to self-managed com-
puting systems with a minimum 
of human interference. According 
to IBM, the industry “thought 
leader” in autonomic computing, 
the term “autonomic” derives 
from the body’s autonomic ner-
vous system, which controls key 
functions without conscious 
awareness or involvement. 
Autonomic computing was con-
ceived by IBM Research (among 
others) to lessen the spiraling 
demands for skilled information 
technology resources, reduce 
complexity, and drive computing 
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into a new era that may better 
exploit its potential to support 
higher order thinking and deci-
sion making. Autonomic elements 
use agent-based software technol-
ogy to continuously sense and 
respond to their environment.

2. Grid computing enables the 
virtualization of distributed com-
puting and data resources such as 
processing, network bandwidth, 
and storage capacity to create a 
single system image, granting 
users and applications seam-
less access to vast IT capabilities. 
According to IBM, which is also 
a leader in implementing grid 
technologies, just as an Internet 
user views a unified instance of 
content via the Web, a grid user 
essentially sees a single, large vir-

tual computer. Intelligent agents 
provide a useful means to achieve 
grid computing objectives.

3. The Semantic Web is an exten-
sion of the current Web in which 
structure and meaning is added to 
Web content. Currently, the Web 
is HTML-based and is primarily 
concerned with distributing infor-
mation to Web browsers in a pleas-
ant, human readable format. The 
semantic Web attempts to add a 
layer of sophistication to the exist-
ing Web by facilitating standard 
ways to mark data for meaning, 
to enable intelligent searching. 
The semantic Web enables soft-
ware agents to roam Web sites to 
find the true meaning of a site’s 
content, allowing for much more 
focused searches of information.

The future of agent-based com-
puting depends on the level of suc-
cess that is achieved in a number of 
disciplines. These areas include but 
are not limited to the challenges 
described in Table 1 (see page 16).

Standards efforts
The following are agent-based 

software standards efforts that are 
currently underway—
■ Foundation for Intelligent 

Physical Agents (FIPA)—Open 
Standards and Open Source for 
Agent-Based System

■ Agent Unified Modeling 
Language (UML)—Bauer 2001

■ Object Management Group 
(OMG) Agent Platform Special 
Interest Group—Working 
to extend the OMG Object 

Threat Vector Threat Description

Agent-to-Platform

Masquerading
Unauthorized agent claiming the identity of another agent in order to 
gain access to services and resources provided by the platform

Denial-of-service
Mobile agent launching attacks by consuming excessive amounts of the 
agent platform’s computing resources

Unauthorized access
Unauthorized users or processes accessing services and resources to 
which they have not been granted permission

Agent-to-Agent

Masquerading
Unauthorized agent claiming the identity of another agent in order to 
gain access to services and resources provided by another agent

Denial-of-service
Mobile agent launching attacks by consuming excessive amounts of 
another agent’s computing resources

Repudiation Agent denies that a transaction or communication ever took place

Unauthorized access
Agent interferes with another agent by invoking its public methods, or 
by accessing and modifying the victim agent’s data or code

Platform-to-Agent

Masquerading
Agent platform claims to be that of another platform in an effort to 
deceive a mobile agent

Denial-of-service
Agent platform maliciously and intentionally denies mobile agent’s ser-
vice requests

Eavesdropping
Agent platform monitors communication and agent instructions that 
were executed

Alteration Agent platform that maliciously modifies an agent’s code, state, or data

Other-to-Agent Platform

Masquerading
Agent to a remote system claims to be another agent on the platform in 
an effort to deceive an agent. Also, a remote platform masquerades as 
another platform in an effort to deceive another platform

Unauthorized access
Conventional denial-of-service attacks aimed at the underlying operat-
ing system

Copy and play
Agent message or instruction is maliciously captured and repeatedly 
executed

Table 2. Categories of agent-based software threats [7]
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Management Architecture (OMA) 
to better support agent technology

■ World Wide Web Consortium 
(W3C)—Resource Description 
Framework (RDF) and RDF 
Schema, OWL, Semantic Web, 
Web Ontology

Security implications

Security threats

Disclosure of information, denial 
of service, and corruption of data are 
the three classes of security threats 
that apply to agent-based comput-
ing systems. Most security threats to 
agents have corollaries in traditional 
client-server systems. The nature 
of mobile agents adds a degree of 
significance to the extent of harm 
that a malicious user could cause to 
an agent-based framework. Threats 

stemming from an agent attacking 
an agent platform, an agent plat-
form attacking an agent, an agent 
attacking another agent on the agent 
platform, and other entities attack-
ing the agent are four categories of 
threat that could affect an agent, 
as enumerated by Wayne Jansen 
and Tom Karygiannis of NIST’s 
Computer Security Division in NIST 
Special Publication 800–19: Mobile 
Agent Security. Table 2 (see page 17) 
describes the types of threats that 
affect agent-based architectures.

Security requirements

The security requirements of 
agent-based software address conven-
tional system security needs, includ-
ing confidentiality, integrity, account-
ability, and availability. The agent 
framework must ensure that com-

munication and data that are meant 
to be private remain undisclosed. 
Modification of code, state, and data 
must be protected to ensure that only 
authorized agents and processes can 
alter them. The agent framework must 
be able to provide continuous support 
for agent access to data and services. 
There must be mechanisms in place 
to uniquely identify every action that 
an agent makes, and every agent must 
be held accountable for their acts. 
The following sections briefly discuss 
how each of the security requirements 
applies to agent-based computing and 
the types of threats that are possible 
within each category.
■ Confidentiality—The agent 

framework must be able to pro-
vide a mechanism for protecting 
private data and agent actions. 
If not properly secured private 
information contained in the 

Protecting Countermeasure Description

Agent Platform
Software-Based Fault Isolation

Isolation of application modules into distinct fault 
domains enforced by software

Safe Code Interpretation
Commands considered harmful made safe or denied to 
an agent

Signed Code
Digital signatures such as PKI used as a means of confirm-
ing authenticity of an object, its origin and its integrity

State Appraisal
Ensuring that an agent had not been subverted due to 
alterations of its state information

Path Histories
Maintenance of authenticated record of prior platforms 
visited by an agent

Proof Carrying Code
Proof that an agent possesses safety properties stipu-
lated by the consumer

Agents
Partial Result Encapsulation

Encapsulation to provide confidentiality using encryption 
and integrity and accountability using digital signatures

Mutual Itinerary Recording
Tracking and recording by cooperating agent of the 
itinerary and path history of another agent

Itinerary Recording with Replication and Voting
Multiple agents performing the same computation and 
comparing and voting on results to ensure integrity

Execution Tracking
Each platform retaining a log of the operations per-
formed by agents while resident on the platform that 
cannot be repudiated

Environmental Key Generation
Using generated keys to unlock executable  
code cryptographically

Computing with Encrypted Functions
Ensuring that mobile code can safely compute cryp-
tographic functions even if the code is executed in an 
untrusted computing environment

Table 3. Countermeasures to agent-based software threats [7]
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content of messages sent between 
agents and agent platforms could 
be intercepted by eavesdroppers 
and maliciously used. An agent’s 
actions on a platform, or the path 
on which a message flows, could 
also reveal sensitive information. 
Even if the actual message content 
is not intercepted, the actions that 
an agent executes could reveal 
vital confidential information 
about a transaction. It may be nec-
essary for mobile agents to keep 
their identity and location private. 
An agent may not want to disclose 
the path that it has taken to other 
agents and platforms that it came 
into contact with along the way. 
An agent’s audit logs that detail 
its activities must be protected 
and restricted to authorized users, 
and may even be unable to be 
completely read by one individual 
(i.e., enabling separation of roles 
and duties and implementation of 
two-man rule) depending on the 
boundaries that it has crossed and 
the policies of each domain.

■ Integrity—The agent framework 
must be able to detect and report 
tampering to its code, state and 
data. Since mobile agents travel 
from host to host, it is possible for 
a malicious platform to modify 
an agent’s message or action, then 
send the compromised agent on 
its way. A malicious platform may 
interfere with the communication 
between agents, and may even 
tamper with agent audit logs.

■ Availability—The agent frame-
work must be able to deal with 
intentional failures or failures that 
cause vulnerabilities. The agent 
platform must be able to detect 
and recover from software and 
hardware failures. The agent plat-
form must be able to handle large 
amounts of agents. It must also be 
able to detect rogue denial of ser-
vice attacks and account for them.

■ Accountability—Agents and agent 
platforms must be held accountable 
for all of their actions. To this end, 
agents and agent platforms must 
keep audit logs that track relevant 
events, as defined in the security 
policy of the framework. The logs 
must be protected from unauthor-
ized access and modification. The 
logs can be used if there is a breach 
in security, or if an agent or agent 
platform is behaving maliciously.

Security countermeasures

Security countermeasures in tradi-
tional computer systems have existed 
for many years, and they are continu-
ously being enhanced. Agent-based 
systems use conventional security 
measures as well as a few unique ones 
that control mobile code. Table 3 (see 
page 18) describes some of the possible 
countermeasures that could be taken 
for securing agent-based software.

Conclusion
Agent-based software systems 

provide a framework that extends dis-
tributed, open and dynamic comput-
ing environments, enabling software 
agents to communicate effectively 
with each other in rapidly changing 
environments. Agent-based archi-
tecture has facilitated the growth of 
new applications domains, including 
autonomic computing, grid comput-
ing, and the semantic Web. Lack of 
mature standard software analysis and 
design methodologies, limited defined 
specification requirements, and a con-
siderable number of conventional and 
new security threats are concerns that 
need to be further developed. Agent-
based software systems have made 
a significant impact on technology. 
Agent-based software systems have a 
promising future, for they have paved 
the way for many new and exciting 
types of applications. ■
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Autonomic computing refers to a computing infrastructure that auto-
matically adapts to care for itself, configure itself, monitor itself, repair 
itself, and plan for future eventualities, all with little or no human 

intervention. IBM, the “thought leader” in the definition and development of 
autonomic systems, has already “autonomic-enabled” some of its key product 
lines. IBM has also taken the lead in identifying a long list of existing and pro-
posed standards, mainly in the realms of Web services, process management, 
and grid computing that are relevant and should be adopted by develop-
ers of autonomic systems. Autonomic computing combines concepts from 
service-oriented architectures/Web services, component-based computing, 
agent-based computing, grid computing, computer cognition, and computer 
immunology. The security threats against, security requirements for, and secu-
rity controls that will be used in autonomic systems will, to a great extent, be 
derived from the security concerns and countermeasures identified for tech-
nologies in those disciplines. Autonomic computing should not be confused 
with “autonomous computing,” as conceived by Microsoft. Microsoft’s vision 
of autonomous computing is characterized by secure (well-guarded) islands 
of computing resources () operating in a hostile environment in a way that 
enables cooperation (i.e., negotiation by emissaries) between independent 
systems that do not trust each other. Autonomous computing is a design pat-
tern for securing applications and computing resources whereas autonomic 
computing refers to a cooperative system of widely distributed self-configur-
ing, self-healing, self-optimizing, and self-protecting elements. By contrast, 
the rationale for autonomic systems is quality of service, not security, except 
in so far as security can help guarantee quality of service.

Autonomic computing is IBM’s 
term for what has also been 
called self-healing technol-

ogy, holistic computing, and intro-
spective computing. Autonomic 
computing combines the concepts 

of “autonomous” and “automatic” 
to describe computing systems that 
are intelligent and able to operate, 
manage, and improve their own 
operations with minimal or better 
yet, no human intervention. A fully 

Autonomic Computing
by Karen Mercedes Goertzel, CISSP
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autonomic system will function as a 
whole to achieve self-governing oper-
ation of the entire system, not just of 
individual components.

Autonomic computing brings 
together concepts and technologies 
from component-based computing, 
object oriented computing, service-
oriented architectures/Web services, 
agent-based computing, computer 
cognition, computer immunology. An 
autonomic software component (or 
element, in IBM parlance) [1] is—

“The fundamental atom of 
autonomic applications and sys-
tems—a modular unit of composi-
tion with contractually specified 
interfaces, explicit context depen-
dencies, and mechanisms for self 
management, responsible for pro-
viding its own services, constraints 
(e.g., system resource requirements, 
performance requirements, etc.), 
managing its own behavior in 
accordance with context, rules, and 

policies, and interacting with other 
autonomic components. [1]”

Autonomic elements also employ 
computer cognition techniques which 
enable them to learn from the events 
they encounter and from their obser-
vations of the results of their own 
reactions to those events. This self-
awareness enables autonomic elements 
to refine their future reactions to simi-
lar events. The key characteristics of 
autonomic systems are/will be [1]—
■ Self-healing—Autonomic systems 

detect and isolate improper opera-
tions and initiate corrective actions 
without disruption of processing

■ Self-optimizing—Autonomic 
systems maximize resource alloca-
tion and utilization to maintain 
optimal quality of service while 
meeting user needs. Self-optimiza-
tion in autonomic systems builds 
on existing capabilities for logical 
partitioning, dynamic workload 
management, and dynamic server 
clustering by extending those 

capabilities enterprise-wide across 
multiple heterogeneous systems

■ Self-protecting—Autonomic sys-
tems defend themselves against 
unauthorized access, detect, and 
identify hostile behaviors (e.g., 
intrusions, viruses), and take 
actions to protect themselves 
against those behaviors, to report 
those actions, and to automatically 
perform secure backup-recovery in 
case of detected compromise

■ Self-configuring—Autonomic 
systems define and redefine them-
selves whenever necessary to adapt 
dynamically to changes in their 
execution environment. They add 
new features “on the fly” with no 
disruption of service and with min-
imum or no human intervention

■ Self-stabilizing—Some autonomic 
systems are also self-stabilizing. 
This means that the elements of 
the system tolerate arbitrary state 
corruption because their ordinary 
operation ensures that a good 
state will eventually be reached. 
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The system does not attempt to 
detect that it is in a bad state from 
which it needs to recover. Instead, 
all system operations eventually 
lead the system into a good state, 
even if operation is started after 
the system has been corrupted by 
a transient disruption. Error detec-
tors are not needed in self-stabiliz-
ing systems, so there is no concern 
that the error detectors themselves 
might be corrupted or inaccurate. 
Most self-stabilizing systems are 
also forgetful—current state is 
continually regenerated and old 
state is forgotten, thus limiting the 
effect of any corrupted state.

In practical terms, several tech-
niques will be combined to implement 
secure autonomic computing systems, 
such as protection from virus attacks, 
protection from intrusions, monitor-
ing of data integrity, and monitor-
ing of subnet health. To achieve this 
some complementary technological 
initiatives will provide enablers for 
autonomic computing [2]—
■ Support for on-the-fly system change, 

achieved through software rejuvena-
tion and self-stabilization [3]

■ Adaptive fault-tolerance pro-
tocols, such as the SPIDER 
protocols developed by NASA, 
and those being defined by 
NIST’s Information Technology 
Laboratory in its work on self-
adaptive discovery mechanisms for 
fault-tolerant networks [4]

■ Self-healing real-time schedulers, 
which extend the automated task 
scheduler concept used in main-
frame computing to schedulers 
appropriate for use in real-time 
fault-tolerant systems [2]

■ Enhanced detection technologies 
that combine data mining and 
collaboration with intrusion-detec-
tion and system monitoring (e.g., 
DARPA-funded Data Mining-Based 
Intrusion Detection Systems [devel-
oped by several universities]) [5]

■ Application-specific monitoring 
(e.g., application firewalls)

■ Machine learning/computer cognition
■ Genetic programming [6], to 

evolve small software components

Technology leaders
In industry, the firms leading the 

way in development of autonomic 
systems are—
■ IBM Autonomic Computing 

Initiative [7], [8]—IBM is the 
industry thought leader in the 

area of autonomic computing and 
appears to be committed to long-
term investment in this technol-
ogy. IBM has implemented auto-
nomic capabilities in several of 
their current products and recently 
teamed with Cisco to develop an 
Adaptive Services Framework that 
will be implemented in products 
from both companies

■ Hewlett Packard (HP) Research 
Laboratory (Bristol, England) 
Resilient Infrastructures Program [9]

■ Fujitsu/Siemens SysFrame [10]
■ Cassatt Corporation [11]

In government, the agencies most 
involved in research and development 
related to autonomic technology defi-
nition and prototyping include—
■ DARPA—Information Processing 

Technology Office (IPTO) [12], 

Advanced Technology Office (ATO) 
[13], and Information Exploitation 
Office [14], have all anticipated 
autonomic computing with several 
of their research initiatives, includ-
ing Self Regenerative Systems 
(SRS), Fault-Tolerant Networks and, 
earlier, Active Networks, Adaptive 
and Reflective Middleware Systems 
(ARMS), etc.

■ NIST [15]—NIST has done signifi-
cant research in the area of secu-
rity for autonomous (autonomic) 
mobile agents, including address-
ing issues of privilege manage-
ment. In addition, NIST’s work in 
the areas of robust agent-based 
intrusion detection, and network 
security testing, while not specifi-
cally addressing autonomic agents, 
will be directly applicable to auto-
nomic system security

Vendor Product

IBM • DB2 relational database management system (RDBMS) 
   Version 8.0

• WebSphere Application Server Version 5.0

• WebSphere Studio*

• BlueBox policy-driven host-based IDS

• IBM Tivoli Risk Manager 4.1

• eServer (formerly eLiza)

• Client Rescue and Recovery for PCs

• Distributed Wireless Security Auditor for PCs

Cisco Systems  
(with IBM)

• Adaptive Services Framework

Intel • Itanium 2 Machine Check Architecture (MCA)

Sun Microsystems • N1

• Netra Proxy Server

Hewlett Packard • Utility Data Center with Utility Controller Software1

• OpenView Continuous Access Storage Appliances2

Tripwire Inc. • Tripwire

MS Research • Aladdin Lookup Service

DEC/Compaq • Autonet Configuration Protocols

Unisys • ClearPath Plus system management capabilities

Table 1. Key examples of current autonomic components

1Used in the Shipbuilding Partners and Suppliers (SPARS) component built by IBM 
for General Dynamics’ Electric Boat system. 2These are Secure Distributed Storage 
(SDS) solutions; SDS is often cited as a key application for autonomic computing.
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Current and future applications
According to Yankee Group vice 

president Zeus Kerravala [16], while 
there is tremendous interest in and 
demand for self-healing, on-demand 
networks and systems, as described 
by IBM, there are currently no exam-
ples of large-scale deployments. This 
said, several vendors have released 
individual autonomic computing 
components. These will provide the 
building blocks for larger autonomic 
systems. Key examples of current 
autonomic components can been 
seen in Table 1 (see page 22).

Some key projects in academia 
and independent research and devel-
opment (R&D) include—
■ Rutgers University Center for 

Advanced Information Processing 
(CAIP), The Applied Software 
Systems Laboratory (TASSL): 
Project AutoMate, http://automate.
rutgers.edu/

■ University of California-Berkeley: 
Recovery-Oriented Computing 
(ROC), http://roc.cs.berkeley.edu/, 
and OceanStore global persistent 
data store, http://oceanstore.
cs.berkeley.edu/

■ University of Arizona High 
Performance Distributed 
Computing Laboratory: 
AUTONOMIA Autonomic 
Computing Environment, http://
www.ece.arizona.edu/~hpdc/proj-
ects/AUTONOMIA/

■ Imperial College, London and 
University of Glasgow: Autonomic 
Management of Ubiquitous 
Systems for e-Health (AMUSE), 
http://www.dcs.gla.ac.uk/amuse/

■ Indiana University - Purdue 
University at Indianapolis: Discrete 
Optimal Network (DON), http://net-
lab.ece.iupui.edu/~tkam/optim.html

■ Columbia University Programming 
Systems Lab: Kinesthetics eXtreme, 
http://www.psl.cs.columbia.edu/
kx/index.html, and Worklets/
Workflakes, http://www.psl.
cs.columbia.edu/worklets/index.html

■ Massachusetts Institute of 
Technology Computer Science and 
Artificial Intelligence Laboratory: 
Self Adaptive Software, http://
www.csail.mit.edu/research/
abstracts/abstracts03/dynamic-
languages/05shrobe.pdf

■ NAI Labs and Boeing Phantom 
Works Cooperative Intrusion 
Traceback and Response 
Architecture (CITRA) and Intruder 
Detection and Isolation Protocol 
(IDIP), http://www.mcafeesecurity.

com/us/nailabs/research_projects/
adaptive_network/

■ Joint Information Systems Committee 
(JISC) (UK) and Engineering and 
Physical Science Research Council 
(EPSRC) (UK) Semantic Grid and 
Autonomic Computing Programme, 
http://www.jisc.ac.uk/index.
cfm?name=programme_semantic_grid

Standards efforts
Possibly because autonomic com-

puting is an application of other tech-
nologies and computing disciplines, 
including agent-based computing, 
composition of software, Web servic-
es, and grid computing, system and 
policy management, and workflow 
process definition and management, 
it appears that no standards specific 
to autonomic computing are being 
pursued, at least not at this point. 
Rather, IBM cites a long list of stan-
dards in these other technology areas 
and disciplines that are relevant for 
autonomic systems. IBM and Cisco 
also stated, as part of the objective of 
their partnership, the development of 
standards for autonomic computing 
and self-healing networks. In terms 
of implementation, the “first genera-
tion” autonomic elements being built 
by IBM and HP are based on Web ser-
vices technologies, IBM has identified 
certain standards as being directly 
relevant (see Table 2 above). [17]

Potential government 
applications

Autonomic computing is the 
natural next stage in the “unattended 
mode of operations” and “lights out” 
methodologies already employed by 
the government in many of its com-
puter operations. In addition, auto-
nomic systems are most likely to be 
employed to enhance computer net-
work defense. By enabling the design 
and implementation of networked sys-
tems that can tolerate attacks and fail-
ures by automatically changing their 
state or structure during execution, 
emerging autonomic systems will be 
able to render ongoing attacks ineffec-
tive through dynamic changes to state.

As autonomic computing technol-
ogy evolves and matures, the incorpo-
ration of artificial immunology into 
autonomic systems will enable them to 
actually alter their own vulnerabilities 
by changing their state or structure in 
response to attacks, thereby introduc-
ing diversity that will blunt attacks. 
The ultimate objective will be to create 
systems that can self-repair by making 
substantive changes to their own struc-
tures in response to attacks.

Security implications
In IBM’s vision [18], each auto-

nomic element can be seen as a 
service with a two-part architecture—
1. Functional unit—Performs the 

basic function of the element, such 
as storage, database functions, Web 

Standards Body Relevant Standards

Organization for the Advancement 
of Structured Information 
Standards (OASIS)

Web Services (WS) Standards: WS-
Distributed Management (WS-DM), WS-
Security (OASIS)

Java Community Process

Java Specification Requests (JSRs): Java 
Management Extensions (JMX) (JSR3), 
Logging API Specification (JSR47), Java 
Agent Services (JSR87), Java Portlet 
Specification (JSR168)

Storage Networking Industry 
Association (SNIA)

Storage Management Initiative 
Specification (SMI-S), aka “Bluefin”

Global Grid Forum (GGF)

Open Grid Systems Architecture (OGSA), 
Open Grid Services Infrastructure (OGSI), 
Open Grid Service Common Management 
Model (CMM)

OpenGroup Application Response Measurement (ARM)

World Wide Web Consortium 
(W3C)

XML, SOAP, Web Services specifications

Table 2. IBM has identified these standards as being directly relevant in IBM and HP’s 
efforst in building the “first generation” autonomic elements based on Web services
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service, etc. The functional unit is 
what constitutes the application of 
the autonomic element.

2. Management unit—Oversees 
the operation of the functional 
unit, ensuring that it has adequate 
resources to perform its func-
tion, that it configures/reconfig-
ures itself to adapt to changing 
conditions, and that it carries 
out negotiations with other auto-
nomic elements, etc. Management 
units perform their oversight role 
through a series of sensors and 
effectors by which they monitor 
and control the functional units. 
It also exercises access control over 
the secure management channels 
it establishes between itself and its 
functional unit, and between itself 
and other autonomic elements.

From a security standpoint, the 
management unit will be responsible 
for enforcing policy and protecting 
the operations and data of the  
functional unit.

Security threats

Most of the security threats to 
autonomic systems are comparable 
to those cited for other distributed 
agent-based systems, since autonomic 
elements are, in fact, software agents. 
These threats include—

Malicious autonomic element 
attacks host—Malicious agents can 
steal or modify the data on the host 
or “hog” resources, causing denial 
of service to other applications or 
agents. Lack of sufficient authentica-
tion and access control mechanisms 
lead to these attacks. If resource 
constraints are not set, they can 
also commit Denial of Service (DoS) 
attacks by exhausting computational 
resources and denying platform 
services to other agents. Traditional 
countermeasures include—
■ Authentication [19], authorization, 

and access control to establish trust 
of autonomic elements, and control 
their ability to access/affect host 
resources, and each other’s data 
and computational logic.

■ Virtual machine safe code inter-
pretation (.NET) and sand- 
boxing (Java)

■ Cryptographic techniques, includ-
ing digital signature of elements 
(for authentication and integrity 
assurance) and encryption of data 
(for access control)

In addition to these countermea-
sures, two novel countermeasures 
have been described—
■ Path histories [20]—Each host 

in the element’s routing path 
appends a signed entry to the 
element’s path log, so that the cur-
rent host can determine the route 
taken by the agent and determine 
if all previous hosts visited by the 
element are trustworthy.

■ State appraisal [19]—The agent 
must be written to include a 
“maximum” function that makes 
a calculation, based on the cur-
rent state of the agent, of the 
maximum set of permissions that 
should be granted to the agent. 
This calculation is compared with 
the results of the calculation by a 
“request” function that determines 
the privileges that a user wishes 
the agent to have. Whichever 
calculation produces the more 
restricted set of privileges is used. 
This ensures that if the element 
has become malicious due to alter-
ations in state, it will not obtain 
the same permissions it would 
have been granted if its state had 
remained benign.

Malicious host attacks element— 
It is expected that host platforms 
will provide a safe environment in 
which the autonomic elements can 
execute. A malicious host can attack 
an element to steal or modify its data 
(which may be sensitive), corrupt or 
modify its logic or state, deny request-
ed services, return false system call 
values, re-initialize the element, or 
terminate it completely. A malicious 
host can also delay the element until 
its task is no longer relevant. The host 
may also analyze and reverse engi-
neer the agent to produce a malicious 
version. Providing countermeasures 
against host attacks on autonomic ele-
ments is complicated by the fact that 
the host needs must have full knowl-
edge of the element’s code and the 
state in order to execute it. Some pos-
sible countermeasures [21] include—
■ Encrypted functions [22], [23]—

The function of the element is 
encrypted according to a conver-
sion algorithm that produces ASCII 
ciphertext. The host can read the 
program but won’t understand its 
functions, thus inhibiting its capa-
bility to re-engineer the element.

■ Encrypted data—The element’s 
data is encrypted to prevent unau-

thorized disclosure to a malicious 
host. If, however, the data needs 
to be decrypted by the host to per-
form a computation, the element 
will have to carry the decryption 
key, which increases vulnerability 
of the element.

■ Code obfuscation—A “black-
box” element is generated from 
the element’s code specification. 
This obfuscation prevents the 
code and data from being read-
able or modified—only its inputs 
and outputs can be observed. To 
prevent dictionary attacks the 
algorithm that converts the code 
specification into an element uses 
random parameters that enable 
the algorithm to create a number 
of different agents from the same 
specification—these agents differ 
in code and data representation, 
but produce the same results.

■ Secure routing—The element must 
be programmed to include a rout-
ing policy that limits its migration 
to only trusted hosts. Replication 
and voting can be used to achieve 
fault tolerance in case a malicious 
host manages to tamper with the 
element’s itinerary or computation 
results. By replicating the agent at 
various stages, then voting (i.e., 
comparing and selecting) the com-
putation results produced by the 
different element-copies, a correct 
result will be produced as output.

■ Detecting attack using dummy 
data [2]—Dummy data objects are 
stored in the element’s database. 
The element should not modify 
these data objects when it performs 
its functions. After the element 
finishes processing, the dummy 
objects are checked. If they have 
remained unchanged, one can be 
reasonably sure the legitimate data 
in the database have also remained 
uncorrupted. For this technique 
to work, the dummy data must be 
of a nature that does not adversely 
affect the results of any query.

■ Trusted hardware—By encapsu-
lating the entire element and its 
execution environment in a tam-
per proof trusted devices, such as a 
PC card or smartcard, the element 
remains isolated from the mali-
cious host, interacting with it only 
through messages.

Malicious element attacks  
another element—A malicious ele-
ment may invoke the public methods 
of another element to interfere with 
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its work. Authentication, authoriza-
tion, and access control between 
agents are possible countermeasures

Other entity attacks element—
Entities not directly involved with 
the element may attempt to manipu-
late or eavesdrop on the element’s 
communications. Encryption of the 
element’s messages and data is the 
obvious countermeasure

Security challenges
In addition to the threats cited above, 

some security challenges to autonomic 
elements introduced by their autono-
mous, mobile nature include [18]—
■ Autonomic elements traverse mul-

tiple hosts that may be trusted to 
different extents. This increases 
the difficulty of defining security 
policies and countermeasures that 
will be effective throughout the 
autonomic computing system

■ As they evolve, autonomic systems 
will use new techniques and archi-
tectures whose security implica-
tions may not be well understood

■ Autonomic systems are designed 
to reduce the amount of human 
interaction with the system, and 
thus cannot rely on human detec-
tion and analysis of, or response 
to anomalous behavior caused by 
security compromises

Security requirements
Some key security requirements 

for autonomic systems include [18]—
Autonomic intrusion detection 

(ID)—To be self-protecting and self-
healing autonomic systems must be 
able to detect and react indepen-
dently to intrusions to eliminate the 
threat and restore the system to an 
uncompromised state. By definition, 
an autonomic system will perform 
these functions independently with 
very little or no human interven-
tion. Autonomic elements that have 
been compromised can be termi-
nated or isolated through changes to 
high-level policies. If this stops the 
attack, the system can be restored 
to an uncompromised state by first 
restoring the stateless part of the 
system through secure backup (e.g., 
using the original distribution set 
for the system) performed automati-
cally (without human intervention). 
However, to ensure that the “state” 
segment of the system can be auto-
matically restored, the system state 
must be maintained in a way that 
enables detection and elimination of 
corruption. Techniques for doing this 

include storing redundant distributed 
copies of the state of the system in 
an encrypted form, so that even if 
one copy of the state is corrupted, the 
correct state can be determined from 
another copy.

Mutual authentication of auto-
nomic elements and hosts, users, 
services, and other elements.

Establishment and maintenance 
of trust between autonomic  
elements—Elements that comprise an 
autonomic system must have a good 
reason to trust other elements that 
they discover and with which they 
interoperate. There are a number of 
existing mechanisms for establishing 
and reasoning about trust and trust-
worthiness, including X.509 certificate 
hierarchies. The security and trust 
policies that govern an autonomic ele-
ment will determine how demanding 
it is when making trust decisions, how 
readily it trusts other elements, and 
how much corroboration it seeks before 
relying on information obtained from 
those elements. These policies will also 
constrain some of the actions that an 
element can take. For instance, if one of 
an element’s suppliers becomes unavail-
able or stops performing acceptably, 
the element will need to decide which 
of the potential replacement suppliers 
can be trusted to take over the function 
of the failed supplier. The objective is 
to allow computing systems to make 
trust decisions in consistent and reliable 
ways, thus enabling extremely adaptive 
and dynamic operations without com-
promising security. Techniques must be 
provided that enable elements to repre-
sent and reason about the trust relation-
ships between themselves and other 
elements. Techniques must be defined 
for constructing individual autonomic 
elements so that their collective behav-
ior is both trustworthy and trusted.

Authorization and context-aware 
fine-grained access control (e.g., 
RBAC)—In a heterogeneous, dynamic 
autonomic computing environment, 
the large number of distributed 
elements must be able to delegate 
privileges to each another. No auto-
nomic element or other entity may 
be allowed to provide a resource to 
another element, or obtain any service 
from another, without first obtain-
ing permission from that element’s 
management unit, as negotiated and 
obtained through the element’s pro-
tected management channels.

Security policy definition and 
reasoning—To enable self-protec-
tion based on security policy that 

may differ across the autonomic 
environment both security policies 
and security-related tasks and states 
within the system must be represent-
ed. Based on these representations, 
autonomic elements will be able to 
automatically handle a wide range 
of security issues that are currently 
addressed by human intervention or 
by comparatively ad hoc programmed 
solutions. Elements must carry (or 
have access to) policies that govern 
and constrain their behaviors, and 
task and state representations that 
functionally describe their current 
mission, strategy, and status.

These policies will either be 
directly specified by a human, 
implicitly specified (as by a human 
accepting a default), or derived from 
higher-level policies by the rules of 
the appropriate policy calculus and 
distributed to all the elements of the 
autonomic system. These security 
policies will describe the level of 
protection needs to be applied to the 
various information resources that 
the element contains or controls, 
rules that determine how much trust 
the element places in other elements 
with which it communicates, the 
cryptographic protocols the element 
should use in various situations, the 
circumstances under which the ele-
ment should apply or accept security-
related patches or other updates to its 
own software, the strategies an ele-
ment uses to recover when one of its 
suppliers fails to provide an expected 
resource, and which of its commit-
ments to give the highest priority 
when not all can be fully met.

The task and state representations 
that a management unit holds to 
describe the element’s current status 
and activities represent the other 
elements upon which this element 
currently depends, and how much it 
trusts each of them—

The current life-cycle state of the 
software that the element is running 
and whether or not there are any 
security updates available for it—
■ The list of contact information for 

one or more other autonomic ele-
ments or human administrators who 
should be notified when certain sus-
picious circumstances are observed

■ The agreements with one or more 
other elements to provide it with 
security-relevant information, 
such as log file analyses or secure 
time-stamping

■ The list of previously vetted 
resource suppliers, used to quickly 
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verify the digital signatures on the 
resources they provide.

All of this will require the ability to 
compose policies, resolve policy con-
flicts, and negotiate policies between 
elements. Unlike conventional soft-
ware programs, which behave as they 
are explicitly programmed to, an 
autonomic element may have a wide 
range of possible strategies available for 
fulfilling the policies that govern it, 
and must be able to provide an explicit 
representation of the current state of 
its efforts to carry out those policies. 
Techniques are needed that enable the 
elements to represent and reason about 
security policies. Common languages, 
taxonomies, ontologies, and standards 
must be defined that are expressive 
enough to allow the specification and 
negotiation of security and privacy 
policies between elements.

There is also a critical need to be 
able to prevent compromise to the 
security policy of an element. The 
policies that govern an autonomic 
element’s behavior, and the task 
and state representations that allow 
it to reason about its own activi-
ties, represent high-value targets to a 
potential attacker. If an attacker can 
compromise an autonomic element 
and add to its policy database a policy 
that requires it to provide important 
information at a certain interval, the 
autonomic element would by its very 
nature attempt to use every resource 
at its disposal to ensure that the infor-
mation was delivered. In this way, an 
attacker could exploit the element’s 
own ability to adapt to changing 
conditions to create new strategies for 
stealing the desired information.

Preventing this sort of subversion 
is critical. The security policies that 
govern an autonomic element must be 
secured against tampering. Then, even 
if the attacker can implant a backdoor 
in (or otherwise alter) the program-
matic logic of the functional unit to 
cause the unit to leak information to 
the attacker, the element’s manage-
ment unit will block the backdoor 
code’s attempt to implement that 
leak because the element’s security 
policies will not allow the transmis-
sion. Because they contain explicit 
computer-readable representations of 
the security policies under which they 
operate, autonomic systems are poten-
tially more resistant to attack and 
subversion than systems that contain 
only functional code whose behavior 
may or may not conform to policy.

Confidentiality/privacy—
Confidential data held/transmitted 
by an element must be protected 
from unauthorized disclosure and 
must be capable of being processed 
without violating any relevant 
confidentiality/privacy policies. 
Autonomic elements must be able to 
maintain representations of data pro-
tection policies and the privacy status 
of the various kinds of information 
that they process. The autonomic 
element must be able to reliably and 
automatically determine the data 
protection class of each unit of data 
it handles, and to securely and auto-
matically retrieve the correct policy 
to apply to that class of data. It must 
also be possible to make routine 
changes in policies without chang-
ing the underlying programming 
or architecture of the autonomic 
systems. The element must be able 
to trust the security/privacy of other 
elements. Complex political and 
geographical situations must also be 
recognized and handled (i.e., there 
must be a way to enable elements to 
recognize when they have crossed 
physical/geographic boundaries that 
cause the policy governing releasabil-
ity of their data to change).

Integrity of element logic and data

Non-repudiation by and account-
ability of elements and the users or 
services on whose behalf they oper-
ate—An autonomic system that spans 
domain boundaries must gather 
and securely exchange the informa-
tion required to verify compliance 
to policy and satisfy audit require-
ments. This will require technologies 
and standards for record keeping and 
auditing of behavior relevant to secu-
rity policy enforcement. Where geo-
graphical constraints are imposed by 
security and privacy policies (i.e., if an 
autonomic element has data that, by 
law, may not be released to a certain 
country (or other entity), the elements 
must be able to assure), and later 
perhaps prove for auditing purposes, 
that they did not export data to other 
elements in that restricted region. In 
addition, each element to which they 
do provide data must be able to assure 
and later prove that it does not physi-
cally reside in that region. In some 
applications, it may be necessary for 
one party to monitor in real time the 
operations performed on sensitive 
data provided to the system.

Cryptography and key  
management—In a widely distributed 
environment in which little or no 
human monitoring or intervention 
can be expected, new cryptographic 
and key management techniques will 
be needed to enable data to be anony-
mized or aggregated where required, 
and to be encrypted and signed against 
threats of disclosure and tampering.

Continuity of security (in terms 
of confidentiality, integrity, and 
availability)—This continuity must 
be maintained in every configuration 
into which autonomic elements put 
themselves and in every state into 
which they optimize themselves. 
Common languages and taxonomies 
must be defined for communicating 
and negotiating security and privacy 
states among elements. Techniques 
must be provided that enable ele-
ments to represent and reason about 
their security states. Criteria and 
methods must be defined that enable 
elements to differentiate between 
normal system failures and failures 
caused by denial-of-service attacks.

Resistance to fraud and per-
suasion (i.e., by attacker attempts 
to exploit an element’s inherent 
capabilities in order to subvert the 
system)—Elements must be robust 
against attempts to provide them with 
false or misleading information that 
might lead them to configure or opti-
mize themselves insecurely, to enter 
into an unjustified trust relation-
ship, or to fail to protect adequately 
against a malicious attack. Autonomic 
elements depend on accurate infor-
mation from other elements and 
from their execution environment. 
Autonomic elements must be protect-
ed from attackers who provide them 
with inaccurate or biased information.

Policies and algorithms are 
needed to make autonomic elements 
resistant to spoofing and subversion. 
Protection may be accomplished 
in the short term by implementing 
policies that instruct the elements 
to rely only on information derived 
from sources declared trustworthy by 
humans (with proof of trustworthi-
ness possibly implemented through 
digital signature). In the longer term, 
autonomic element security poli-
cies should be able to become more 
complex and flexible, enabling them 
to make their own trust decisions. 
Elements’ ability to make their own 
trust decisions will become a neces-
sity as the complexity of the auto-
nomic system increases.
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Security initiatives
Autonomic computing is still in its 

infancy. Many of the security require-
ments above are being addressed 
through human intervention, as the 
application of autonomic techniques 
to the security of autonomic elements 
and systems is not yet possible give 
the current state of the art. Since, 
in the near term at least, autonomic 
elements are most likely to be imple-
mented using Web services tech-
nologies, it is expected that security 
techniques used for Web services will 
be employed for autonomic elements. 
As security methods and technologies 
emerge for grid computing elements 
and software agents, these may also be 
applied to autonomic elements.

Conclusion
Like the software agent and com-

puter cognition technologies that are 
their key enablers, autonomic systems 
have, as their predominant char-
acteristic (and, indeed, their raison 
d’être) the ability to sense, reason, 
and learn about their environment 
and their own operation in it to the 
extent that they can function almost 
wholly independently of human 
intervention. The security implica-
tions for systems that have that much 
control over their own operation are 
significant. Autonomic systems are by 
their very nature, intended to enable 
human users and administrators to 
be far less directly involved with con-
trolling how their computer systems 
operate, and concentrate instead on 
the results of those operations. But 
the danger of this reduced involve-
ment is that users and administra-
tors will be lulled into a false sense 
of safety—because their computer 
systems manage themselves and thus 
require far less monitoring of normal 
operational activities, they will erro-
neously translate this into a belief 
that autonomic systems also need 
less security monitoring. If anything, 
the opposite is true. A number of the 
threats against autonomic systems 
will have the objective of stealthy 
subversion. Successful exploits of this 
type are often not being recognized 
until significant damage is done.

While a number of the security 
protections identified for autonomic 
systems are applications of “tradi-
tional” countermeasures, like strong 
authentication, digital signature, and 
encryption, the ability of autonomic 
elements to “run themselves” without 
human intervention means that new 

classes of security mechanisms must 
be implemented, to protect against 
the types of exploits that would not 
be likely in more traditional systems, 
in which human vigilance was the 
rule rather than the exception. ■
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Computer immunology, also called artificial immunology, provides com-
puters with sophisticated immune systems modeled after biological 
immune systems, especially the human immune system. Just as the 

body’s immune response depends on its ability to quickly detect, recognize, 
and defeat intruding pathogens, computers need to be able to detect and 
recognize and proactively affect changes in a system’s behavior. Computer 
immunology is definitely still in the realm of research and development, 
where computer immunology has been addressed solely as an enabling 
technology, including an enabler for security solutions such as antivirus pro-
tections and intrusion detection. None of the literature to date addresses 
the security implications of artificial immune systems themselves. This is 
understandable as the technology is still very much in its embryonic stages. 
Researchers agree that wide-spread practical applications are unlikely before 
2020. However, a few actual deployments of prototype computer immune 
systems have yielded promising results. To the extent that these prototypes 
have been implemented using software agents, computing grids, Web ser-
vices, etc., they will inherit the security issues, and benefits from the security 
standards and solutions, relevant to those technologies.

Over the past fifteen years, 
computer scientists have 
expended considerable effort 

devising ways to model the complex, 
adaptive biological systems such as 
the human immune system, and 
have developed a variety of new 
computational techniques that draw 
inspiration from those biological sys-
tems. Biologically-inspired computer 
systems are based on the notion that 
computations of all sorts are per-
formed by natural systems that aren’t 
actually computers. [1]

Biologically-inspired models are 
often used by computer scientists when 
a problem is too difficult to solve by 
more conventional means, and part of 
that difficulty lies in determining an 
appropriate initial state for a large com-
plex system. Much of the natural world 
can be perceived as doing some form of 
search, optimization, or pattern recogni-
tion (i.e., “non-symbolic” computations 
that explore a vast phase space but con-
sider only an extremely small part of it). 
They provide no guarantees of optimal 
results, but are very good at “satisfic-
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ing”, and tend to be robust in the pres-
ence of the noise, error, and change that 
characterizes the real world.* [8]

Mimicking the characteristics of bio-
logical systems, however, is not intuitive 
to computers, which lack the inherent 
self-awareness they need to continually 
monitor themselves while at the same 
time performing their normal tasks.

Examples of computer-based sys-
tems that are modeled on natural bio-
logical systems include [1] [9] [10]—
■ Artificial neural networks
■ Artificial autonomous adaptive 

agents for colony-based systems 
■ Artificial trading agents for e-com-

merce, business modeling, and 
market-based control

■ Evolutionary computation, which 
includes genetic algorithms, genet-
ic programming, and computer 
immune systems.

Computer immunology is not, as 
sometimes misunderstood, a branch 
of bioinformatics, which is the appli-
cation of information technology 

to biology, such as sequencing the 
human genome. Indeed, it is the con-
verse—the application of biological 
models to information technology, 
and specifically the artificial simu-
lation by computers of the human 
immune system. In this, a computer 
immune system may be said to be a 
form of artificial life.

One of the characteristics that com-
puter immunology strives to achieve 
is the resilience often seen in nature. 
Computer immune systems use tech-
niques that are adaptive—that respond 
in pseudo-natural ways to the behavior 
of the system, such as polling of par-
ticipating cache servers to agree/dis-
agree on the integrity of the data they 
hold—and analysis of packet traffic 
within a network, looking for signa-
tures of “normal” use and responding 
when abnormal behavior is seen. [2]

Biological and other robustness 
metaphors work at two levels [11]—
1. Time scale—lifetime of an entire 

species versus that of a single 
member organism

2. Structure—cell versus organism 
versus ecosystem

Robustness at one level often 
translates into robustness at a dif-
ferent level. Natural robustness also 
makes extensive use of diversity, 
adaptation, evolution, and use of dis-
posable components—capabilities not 
automated in most computer systems.

Natural robustness also benefits 
from the study of “systemic effects.” 
Research already exists that charac-
terizes the temporal relation between 
attacks on computer networks and 
corresponding patch deployment, 
and that characterizes the events 
that indicate and track the spread of 
computer viruses, etc. Meanwhile, 
study and modeling of how biological 
epidemics spread is forming the basis 
for understanding computer virus 
dissemination patterns and for defin-
ing new, reliable information dissem-
ination algorithms. Other theories 
that are contributing to the under-
standing and modeling of biological 
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systems for computer immunology 
include percolation theory, random-
graph theory, and small-world theory. 
Together, research into these theories 
is offering insights into how reliable 
the Internet can actually be. [3]

In the current state of comput-
ing, there is very little diversity. Due 
to the need for economies of scale 
and the emphasis on standardization, 
there are millions of identical copies 
of the same software packages, for 
example. But diversity is a key strat-
egy employed by biological systems 
to ensure, for example, that a disease 
that makes one person very sick has 
only moderate effects on others, and 
affects still others not at all. Computer 
immune systems attempt to dupli-
cate diversity by using techniques for 
dynamic software composition and 
adaptation in order to avoid common, 
known failures and vulnerabilities. 
Software components are rewritten 
or passed through specially-coded 
filters to create different specialized 
instantiations of those components in 
ways that render their code different 
while ensuring that their computa-
tional results are the same. Another 
approach to software diversification 
applies pseudo-genetic algorithms to 
enable executable code components, 
once installed, to gradually change in 
composition within the constraints of 
a defined set of acceptable bounds of 
their functional specifications.

Increasingly close interactions 
between biologists and computer sci-
entists are creating trends in computer 
science that have biological interpre-
tations, such as “software rejuvena-
tion” (implemented in the Apache 
Web server). New results of biological 
and genetic research are being inter-
preted in ways that are relevant to the 
problem of robustness. These include 
software evolution and phylogenetic 
trees for predicting vulnerabilities, 
intra-cellular signaling and cascades 
(chemostaxis), inter-cellular signal-
ing networks (e.g., immune systems), 
genetic buffering, individual gene 
repairs, revolutionary mechanisms 
(genotype/phenotype mappings), and 
ecosystem modeling (diversity, key-
stone species, patch models, allometry, 
resource flows), all of which can be 
applied to create nature-based models 
of computing/network systems. [4]

Technology leaders
In U.S. academia, the “thought 

leaders” in computer immunology, 
both in terms of specifying techniques 

for implementing artificial immune 
systems and prototyping technolo-
gies based on those specifications, 
are University of New Mexico (UNM) 
with its Computer Immune Systems 
research, and University of Memphis’ 
Intelligent Security Systems Research 
Lab. Outside the United States, signifi-
cant computer immunology research 
is being performed by Oslo University 
College (Norway), developers of 
the Cfengine Autonomous Agent; 
University of Wales-Aberystwyth, with 
its ISYS, which applies the immune sys-
tem metaphor to the problems of data 
analysis and machine learning; and 
University of West England and initial-
ly University of Bradford, succeeded by 
University of Nottingham, which have 
jointly undertaken noteworthy com-
puter immune system prototypes.

In the U.S. Government, DARPA, 
with its funding of research into 
Immunity-Based Intrusion Detection 
Systems and Self-Regenerative 
Systems (SRS), leads the way in 
computer immune system research 
for military applications. DARPA 
researchers often work in con-
cert with U.S. Air Force Research 
Laboratory, whose Information 
Directorate’s Defensive Information 
Warfare Branch (AFRL/IFGB) is 
implementing a prototype Computer 
Defense Immune System (CDIS), and 
the Office of Naval Research (ONR), 
which is investigating an Anomaly 
Detection Using a Technique 
Inspired by the Immune System. 
In the civilian sector, the National 
Science Foundation has completed 
Preliminary Research on Immunity-
Based Computational Techniques. [5]

Not surprisingly, the industry lead-
ers in computer immunology research 
are IBM Research, with its Digital 
Immune System for Cyberspace, and 
Hewlett Packard Research Labs with its 
Biologically Inspired Complex Adaptive 
Systems (BICAS)—we say “unsuprising-
ly” because IBM and HP are also industry 
thought leaders in the area of autonomic 
computing, and computer immunol-
ogy is being approached by them as an 
enabler for their autonomic systems.

Other smaller commercial 
applications include the Bit 9, 
which received a $2M Advanced 
Technology Program (ATP) grant 
from NIST to develop a Computer 
Immune System (CIS) designed to 
shield computers and networks from 
previously unknown virus attacks. 
The Bit 9 CIS will not work through 
pattern recognition and heuristic 

monitoring of code behavior, tech-
niques employed by current anti-
virus software and IDSs. Instead, it 
will continuously check the system’s 
state to ensure that it conforms to 
CIS’s knowledge of what is the cor-
rect state for that system.

At least one commercial product 
has already reached the market-
place—Sana Security Inc.’s Primary 
Response is an application-level 
intrusion prevention system modeled 
after the human immune system. 
Primary Response’s computer cogni-
tion capabilities enable it to undergo 
an initial “learning period” during 
which it observes and learns to rec-
ognize normal operation of the appli-
cation it is to protect. Then, when-
ever it detects anomalous behavior 
by the application that deviates from 
its idea of “normal,” it can be config-
ured to block all access paths to the 
misbehaving application until it is 
patched. Primary Response’s learning 
is incremental, so that it can con-
tinuously adjust its understanding 
of normal application behavior, and 
adjust its own recognition of what is 
“anomalous” accordingly.

Current and future 
technologies

Computer immunology is defi-
nitely still in the realm of research 
and development. Those involved in 
developing prototypes tend to agree 
that widespread practical applications 
are unlikely before 2020. However, 
a few actual deployments of com-
puter immune systems have yielded 
promising results, providing interest-
ing new approaches in the areas of 
cybersecurity, robotics, and Semantic 
Web/data mining. IBM, among oth-
ers, is developing intrusion detection 
and antivirus systems that use artifi-
cial immunology. UNM is developing 
host-based and network-based intru-
sion-detection methods that mimic 
biological immune systems, using 
randomly-generated then selected 
(for anomalous behavior patterns) 
“antibodies”—detectors—to autono-
mously detect (through behavior 
pattern matching) and control or 
counteract foreign invaders (intrusive 
packets) [7] they haven’t seen before. 
IBM’s Digital Immune System for 
Cyberspace includes computer immu-
nology-based antivirus capabilities.

Outside the U.S., The Post Office 
(UK), Kings College London, and 
Anite Government Systems have 
jointly undertaken to develop a 
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Computational Immunology Fraud 
Detection (CFID) system, in which 
immunological capabilities will be 
used to detect and identify patterns 
of computer activity that indicate 
fraudulent behavior by users.

Both University of Memphis in the 
U.S. and the partnership of University 
of West England and University of 
Bradford/University of Nottingham 
have independent projects applying 
artificial immune system concepts, 
and especially the characteristics of 
B-cell paratopes in biological immune 
system response, to the problems of 
complex document classification for 
the Semantic Web and fuzzy logic 
applied to data mining. Other initia-
tives were referred to earlier in the sec-
tion on Technology Leaders.

In addition to the key appli-
cations in the areas of intrusion 
detection, anomaly detection, 
antivirus, and data mining, appli-
cations of computer immunology 
that have been proposed and/or 
prototyped include [1] [6] [10]—
■ Robot controllers/intelligent robot-

ic systems (e.g., robots used for 
mine detection and error detection 
in aerospace systems)

■ Fault detection in mechanical systems
■ Non-security-related anomaly 

detection in software and hard-
ware systems

■ Imagery enhancement and optimization
■ Training systems
■ Spam detection
■ Development of multi-objective opti-

mization algorithms for economics
■ Job scheduling
■ Development of cognitive systems

Standards efforts
As noted earlier, computer immu-

nology still lies very much in the 
realm of research and development. 
No standards have been proposed 
governing the implementation of 
immunology-based applications. To 
the extent that computer immune 
systems will be implemented using 
software agents and computer cogni-
tion, any standards specified in those 
disciplines will be relevant for com-
puter immune system technology. [1]

Potential government 
applications

The bulk of government-funded 
work in computer immunology to 
date has been in the areas of anomaly 
and intrusion detection and response, 
control of robotic systems, and fraud 
detection. Given the emphasis on 

computer network defense and net-
centric operations in the Department 
of Defense (DoD), the Intelligence 
Community, and the civilian agen-
cies, these applications are likely to 
continue to drive the majority of 
government research and investment 
into computer immunology in the 
foreseeable future. [5]

Computer immunology tech-
niques are also being incorporated by 
industry into autonomic computing 
solutions. Eventual adoption of those 
solutions by government will repre-
sent a back door entry of computer 
immune systems into the govern-
ment application space. [1]

Security implications
Computer immunology is being 

addressed entirely as an enabling 
technology, including an enabler for 
security solutions. None of the litera-
ture addresses the security implica-
tions of artificial immune systems 
themselves. This is understandable 
because the technology is still very 
much in its embryonic stages, as 
noted earlier, with the target date for 
real world implementations as distant 
as the year 2020. Currently research-
ers are striving to simply move the 
technology from “thesis-ware” to 
demonstrably functional prototypes. 

To the extent that these computer 
immune prototypes are implemented 
using software agents, comput-
ing grids, Web services, etc., they 
will inherit the security issues, and 
benefit from the security standards 
and solutions relevant to those tech-
nologies. As computer immunology 
moves through technology insertion 
into real world applications, the secu-
rity issues unique to immunology 
will certainly have to be addressed. 
At that time, standards proposals will 
no doubt begin emerge and security 
solutions will be defined.

Security initiatives
Computer immunology is being 

applied to intrusion detection and 
antivirus capabilities. [3] This approach 
combines anomaly/change detection 
algorithms based on natural selection 
processes, such as those found in DNA 
negative selection with the creation of 
software “antibodies,” detector agents 
that are able to respond unrecognized 
anomalies such as unrecognized packets 
that indicate possible intrusion or com-
puter viruses. The antibodies work on 
the principle of recognizing self and dis-
tinguishing it from non-self. Any entity 

encountered that is not recognized as 
“self” (i.e., a valid entity belonging to 
the system—is designated “non-self”). 
Each antibody is programmed to ignore, 
block, remove, or destroy any non-self 
entity it encounters, and also to issue 
warning signals to other entities in the 
system of the presence of the non-self 
entity, so that those entities can also 
work to detect and act upon any addi-
tional non-self entities. [6]

The computer immune system’s 
ability to learn about its environment 
and to learn from the results of its 
own responses to that environment 
enables the system to increasingly 
anticipate and to grow immunity to 
the “pathogens” (e.g., attack pack-
ets, malware) in its environment. 
This enables the system to “evolve,” 
over time reducing the probability 
of processing interruption caused by 
those pathogens. Because they are 
self-learning and adaptive, computer 
immunology based antivirus, and 
intrusion detections systems con-
tinually reduce the number of false 
reports (either positive or negative) as 
they learn about and adapt to chang-
es in their execution environment.

Conclusion
Computer immune systems have 

long been envisioned as a key enabler 
for next-generation systems to enable 
them to better protect themselves 
from attack, operate more reliably, 
and perform complex data and state 
discovery, classification, and reason-
ing more effectively. Research in 
computer immunology has gone on 
for over a decade, with a significant 
amount of promising prototyping 
having been performed to prove 
computer immunology concepts, but 
real-world applications are still very 
few and the general consensus among 
experts in the field is that widespread 
use of computer immunology prob-
ably will not occur before 2020.

This said, the prototypes that have 
been undertaken have translated purely 
theoretical advantages of applying the 
human immune system as a model to 
computers to demonstrable applications 
of computer immunology to solve vari-
ous real-world computing problems, 
most notably the need for better protec-
tion against cyber attacks and malicious 
code. With Sana Security’s Primary 
Response, computer immunology can 
even be said to have finally reached the 
marketplace, even if a limited form. It 
is not unreasonable to speculate that 
other “immunology-enabled” products 
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may soon follow, and that perhaps the 
projected “ready for prime time” esti-
mate of 2020 is too conservative. ■
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by Keith Hasselstrom and Peter Tran

The Department of Defense’s (DoD) effort to fight 
cyber crime requires a well-orchestrated effort 
between the law enforcement components of DoD 

and US civilian agencies, as well as with allied nations. 
A critical component to this effort is the seamless and 
automated flow of information between each organization 
to facilitate coordination, de-confliction and computer 
network defense efforts. The Computer Incident Markup 
Language (CIML) creates a framework for the description 
and sharing of computer crime information.

As terabytes of unstructured information flow through-
out organizations, an increased need for extensibility, 
structure and validation for information storage and 
migration methodologies has developed. This need has 
been the basis for the evolution of Extensible Markup 
Language (XML) and other similarly derived “Markup 
Languages.” XML, like HTML, is based upon Standard 
Generalized Markup Language (SGML), which allows 
documents to be self-describing, through the specification 
of tag sets and the structural relationships between the 
tags. HTML is a small, specifically defined set of elements 
and attributes that enables users to bypass the self-describ-
ing aspect for a document. XML, while retaining the key 
SGML advantage of self-description, avoids the complex-
ity of SGML. A focus area within the XML-based unified 
information migration is the aggregation and management 
of Cyber Crime Investigative Information for the Law 
Enforcement and Counterintelligence community (LE/CI). 
XML is not new; however, concrete application of the 
technology, such as with CIML, reinforces the importance 
and practicality of the technology.

The main thrust for this methodology is to provide 
stakeholders and those interested with an overview of 
LECI investigative information migration. It also provides 
a background for the methods, technical framework, com-
puter investigation definition, implementation, and ben-
efits for the LE/CI community. By applying this methodol-
ogy as a template to other government domains, informa-
tion sharing barriers can be lowered.

Background
In early 2002, the then-Joint Task Force 

Computer Network Operation Law Enforcement and 
Counterintelligence Center (JTF-CNO LE/CIC) stood up 
two systems (the “Systems”): one for storing law enforce-
ment (LE) investigative information and the other for stor-
ing counterintelligence (CI) investigative information. The 
Systems store similar information with the specific nation 
source being the system discriminator. For example, 
United States (U.S.) sources are stored in the LE system 
and non-US sources are stored in the CI system.

The Systems exist for the purpose of coordinating and 
de-conflicting DoD LE and CI investigations. The Systems 
include automating the identification of similar investiga-
tions within LE and/or CI; cross-correlation of investiga-
tive information; and system-wide, text based searching 
and investigation tracking.

The challenge with the Systems was the migration of 
information in and out, seamlessly and electronically. 
Information originators have their specific structures, if 
any structure at all.

Methodology framework
The main challenge that exists with aggregating infor-

mation from disparate sources is that the information is 
stored in varying formats that are unique to a particular 
source’s business practices. These practices may not be con-
ducive to sharing and distributing computer investigations 
outside the organization. In these cases, Investigative infor-
mation needs to be extracted, translated, and placed in a 
template that is understood by the aggregating database.

Utilizing XML, unstructured information such as a 
new article can have structure applied to identify people, 
places, and things. The final outcome is a document that 
has its information broken down into “marked up” ele-
ments that are comprehendible by an automated informa-
tion system. At this point, automation tools and databases 
can identify apples from oranges but still understand that 
both are fruit.

To leverage the full power of XML, there must be a 
template that defines the elements and attributes of a 
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document. This template in markup language terminol-
ogy is known as “XML Schema.” Automation systems can 
ensure that a document is properly marked by examining 
the document against its XML Schema.

The XML Schema of CIML is defined to express the 
use-specific investigative components such as victim-
system IP addresses, victim-system organization, victim-
system attack date, etc. By implementing existing XML 
tools, any computer investigation that is marked up can 
be matched against the investigation XML Schema (tem-
plate). If everything is compliant, the document is said to 
be valid.

The use of the XML Schema is critical to the success-
ful distribution of a document to an automated system 
that relies on the data to exist in a certain format. Both 
the sender and recipient have access to the XML Schema, 
enabling both parties to develop automated document 
authoring and decomposing tools.

The extension of common document markup tech-
niques is manifested in XML. The XML specification, 
which is controlled by the World Wide Web Consortium 
(W3C), allows for business and government bodies to 
develop their own markup language, satisfying a specific 
domain of information. For example, CIML. By adhering 
to the XML specification, automation products for docu-
ments can be built reliably.

Computer investigation defined
A CIML document stores computer investigative 

information including, but not limited to, case numbers, 
agencies, agency contact information, source computers 

involved, target computers involved, as well as subjects 
involved. Figure 1 (see below) shows most, but not all, 
of the information contained in a CIML document. The 
parsing engine that reads CIML documents and places 
the information within the LE and CI systems can receive 
investigative information from any source that provides a 
valid CIML document.

Scope
To complete the methodology, there is an effort required 

on sources that feed investigative information to the 
Systems. This means it is the responsibility of the source 
to place their information in a CIML document, validate 
the document, and deliver the document to the aggregat-
ing Systems. The delivery can be facilitated by electronic 
mail (E-mail), file transfer protocol (ftp) and/or any other 
file transfer method. Often this involves pulling informa-
tion from an existing database and writing out a CIML 
document as a flat file. Other methods include hand-typ-
ing a document or creating a template using a Microsoft 
Word format. Authoring a CIML document from various 
sources can be difficult. Issues can occur such as differ-
ences between CIML elements and the source of investiga-
tive information, centralization of investigation informa-
tion, having sufficient resources to perform the automated 
authoring of a CIML, and overcoming information obfusca-
tion and inter-service/agency political boundaries.

Many benefits are gained by this implementation. As 
investigative information comes from the field into the 
LE and CI database, correlated and conflicting pieces of 
information will be identified, aiding law enforcement 
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Figure 1. This model shows most of the information contained in a CIML document
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An acquisition effort led by the Defense 

Information Systems Agency (DISA) 

Chief Information Assurance Executive 

(CIAE) Office on behalf of the DoD Enterprise-

wide Information Assurance (IA) and Computer 

Network Defense (CND) Solutions Steering 

Group (ESSG) resulted in a competitive contract 

award for eEye Digital Security’s Retina® vulner-

ability scanner product. The Retina® tool will 

provide network administrators and security per-

sonnel with the ability to verify compliance with 

DoD CERT Information Assurance Vulnerability 

Management (IAVM) notices (IAVA, B, TA) as 

well as vulnerability notices published by the 

Service CERTS/CIRTS. The tool will undergo a 

60-day rapid deployment beginning in mid-July 

with installations at JFCOM and test sites from 

each Service. With the acquisition of the SCCVT 

tool completed, preparations for the companion 

remediation tool selection are underway. ■
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and counterintelligence agents who will work within their 
service component or across services. De-conflicting case 
information is the cornerstone of the CIML LECI database. 
In the end, the benefit to all LE and CI communities will be 
information dominance and optimal resource utilization. ■
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This paper describes Tim Berners-Lee’s futuristic vision known as the 
Semantic Web. The work of leaders in academia, the government and 
the commercial industry are discussed along with the steps they are tak-

ing in moving the Semantic Web technologies forward. A review of current 
standards efforts led by the World Wide Web Consortium (W3C) is given. This 
paper also discusses several current applications of the Semantic Web, the 
anticipated threats and vulnerabilities along with suggested countermeasures, 
and finally addresses an ongoing Semantic Web security initiative.

In a June 2002 interview on Meet 
the Press, FBI director Robert 
Mueller discussed the informa-

tion management dilemma intel-
ligence agencies have had in the 
past decade. Relating this problem 
to the events of September 11, 2001, 
Director Mueller stated—

“It would be nice if we had the 
computers in the FBI that were tied 
in to the CIA that you could go 
in and do flight schools, and any 
report relating to flight schools. 
What would be even better is if 
you had the artificial intelligence 
so that you don’t even have to 
make the query, but to look at pat-
terns like that in reports”.

What Director Mueller was describing 
is a Semantic Web, which allows not 

only users, but also powerful comput-
ing agents, to find hidden relation-
ships between data in government, 
corporate, and personal databases 
that already exist. [1]

On the Semantic Web, not just 
web pages, but databases, programs, 
sensors, and even household appli-
ances will be able to present data, 
multimedia and status information in 
ways that will permit a Web user to 
search, filter and prepare information 
in new and exciting ways. To fully 
understand the potential impact of 
the Semantic Web, imagine going to 
a search engine and typing the query 
“How many people live in the United 
States?” There will be many docu-
ments found, but few, if any, will 
actually contain the answer to the 
question being asked. There are a few 
reasons why this answer is difficult 

The Semantic Web
by Dina Dywan
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to find. First, current language pro-
cessing and search technologies are 
nowhere near good enough to find 
the correct documents. Second, there 
are web-accessible databases and 
programs that could be accessed to 
provide the answer, but word-based 
text matching is not sufficient to 
pull them out. Third, a complicated 
program could be written to find the 
pages containing population informa-
tion, identify the data, and retrieve 
the total count, but this is a massive 
undertaking and requires more effort 
than users would be willing to make. 
It is possible to imagine a day when 
a Semantic Web query tool could 
provide answers like—
■ http://www.census.gov/main/

www/popclock.html says the 
United States population is 
292,547,805

■ There is a database that can pro-
vide that number, but an authori-
zation number is needed

■ There is a web service that can 
compute the number, but it will 
cost $100

The Semantic Web will be an 
extension of the current Web, provid-
ing a better way for computers and 
people to work together. It will drasti-
cally improve our current methods 
of finding, sorting, and classifying 
information by using agents to per-
form sophisticated tasks for users. [2]

Description
In order to create the Semantic 

Web, smarter, machine-processable data 
must be created. The initial four stages 
of the “smart data” continuum are—
■ Text and databases (pre-XML)—

The initial stage where most data 
is proprietary to an application. 
The “smarts” are in the application 
and not in the data

■ XML documents for a single 
domain—The stage where docu-
ments and data achieve applica-
tion independence within a spe-
cific domain. XML has a standard 
syntax for metadata along with 
a standard structure for both 
documents and data. By using an 

open, standard syntax and ver-
bose descriptions of the meaning 
of the data, XML is readable and 
understandable by everyone and 
not just the application and those 
that produced it. The data is now 
considered “smart” and can move 
between applications in a single 
domain. [1]

■ Taxonomies and documents 
with mixed vocabularies—Data 
can now be composed from mul-
tiple domains and accurately clas-
sified in a hierarchical taxonomy. 
Relationships between categories 
can be used to relate and combine 
data. This classification capabil-
ity makes data smart enough to 
be easily discovered and sensibly 
combined with other data

■ Ontologies and inference rules—
An ontology is a document or file 
that formally defines the relation-
ships among terms. The most 
common type of ontology for the 
Web has a taxonomy and a set of 
inference rules. The taxonomy 
defines classes of objects and rela-
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tions among them. An ontology 
may be used to express a rule “If a 
city code is associated with a state 
code, and an address uses that city 
code, then that address has the 
associated state code.” The com-
puter doesn’t really understand 
this information, but it can now 
utilize the terms more effectively 
in ways that are useful and mean-
ingful to a human user. [3]

The evolution of smart data will 
be accompanied by the development 
of new web languages to translate 
Hypertext Markup Language (HTML) 
documents to metadata languages 
such as Extensible Markup Language 
(XML) and Resource Description 
Framework (RDF). Languages will also 
be created to allow ontologies, rules, 
proofs, and logics to be realized at a 
web-wide scale. Tim Berners-Lee, the 
inventor of HTML, HyperText Transfer 
Protocol (HTTP), Uniform Resource 
Identifiers (URIs), and creator of the 
World Wide Web’s first browser, also 
created “the layer cake” to depict how 
these new web languages are related 
to one another. Figure 1 (on this page) 
displays this model.

The Uniform Resource Identifier 
(URI) is a fundamental component 
of the current Web and is the foun-
dation of the Semantic Web. One 
form of URI is the Uniform Resource 
Locator (URL), most commonly 
known as the address that lets a user 
visit a Web page such as http://www.
yahoo.com. URIs provide users with 
the ability to uniquely identify 
resources as well as relationships 
among the resources. XML allows 
users to add arbitrary structure to 
their documents through tags. These 
tags are essentially hidden labels 
that annotate web pages or sections 
of text on a page. RDF expresses the 
meaning of the structure of these 
tags. An RDF statement is encoded in 
a set of triples, which are a lot like a 
simple sentence with three parts—a 
subject, a verb, and an object. In an 
RDF triple, almost all the words are 
composed of URIs and XML tags. 
These triples make the statement 
machine-processable. However, writ-
ing these RDF statements becomes 
very time-consuming. It is therefore 
expected that much of the RDF infor-
mation will come from databases. 
A ‘semantic link’ between similar 
terms such as a database with a ‘zip-
code’ column and a form with a 
‘zip’ field that means the same thing 

will need to be made. Ontologies are 
ways to describe the meaning and 
relationships of terms. Web Ontology 
Language (OWL), and Defense 
Advanced Research Projects Agency 
(DARPA) Agent Markup Language 
with Ontology Inference Layer 
(DAML+OIL) have been developed 
to create the ‘semantic link’ between 
terms by providing information on 
how to convert between them.

The remaining three layers of the 
cake are conceptual. They are being 
explored in research labs, but are 
not yet available on the Semantic 
Web. While having a system that 
understands basic concepts is very 
helpful, it would be even better to 
make logical statements that allow 
the computer to make inferences and 
deductions. Once systems are built 
following logic, they can be used in 
proofs. Different people around the 
world can write logical statements 
and software agents can follow the 
Semantic “links” to begin to prove 
facts. These software agents are pro-
grams that collect Web content from 
diverse sources, process the informa-
tion and exchange the results with 
other programs. The software agents 
will use encrypted blocks of data 
known as digital signatures to verify 
that the information is true. Digital 
signatures can provide proof that a 
certain person wrote (or agrees with) 
a document or statement. A user can 
then designate whose signatures to 
trust and whose not to trust by set-
ting their own levels of trust. [5]

Implementation
In August 2002, the Gartner 

Group reported—

“By 2005, lightweight ontolo-
gies will be part of 75 percent of 
application integration projects.”

The World Wide Web Consortium 
(W3C), the Internet Engineering Task 
Force (IETF), and the Organization 
for the Advancement of Structured 
Information Standards (OASIS) have 
had widespread support from cor-
porations and academic institutions 
alike for interoperability. The support 
of XML has spawned support of XML-
based technologies, such as Simple 
Object Access Protocol (SOAP) based 
Web services that provide interoper-
able interfaces into applications over 
the Internet. Using XML as a serializa-
tion syntax, RDF is the foundation of 
other ontology-based languages of the 
Semantic Web. Ontology languages 
such as OWL and DAML+OIL are 
already being used by many organiza-
tions to add semantics to their corpo-
rate knowledge bases. Adobe, for exam-
ple, is reorganizing its software meta-
data around RDF, and they are using 
Web ontology-level power for manag-
ing documents. IBM is also performing 
significant research at its Institute of 
Search and Text Analysis in California. 
Other companies, such as Germany’s 
Ontoprise, are making a business out 
of ontologies, creating tools for knowl-
edge modeling, knowledge retrieval, 
and knowledge integration. In the 
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Figure 1. The Layer Cake [4]

http://iac.dtic.mil/iatac
http://www.yahoo.com
http://www.yahoo.com


39

IA
new

sletter V
olu

m
e 7 N

u
m

ber 2 • Fall 2004 h
ttp

://iac.dtic.m
il/iatac

same Gartner Group report, it was also 
recommended that enterprises should 
begin to develop the need for semantic 
modeling and information manage-
ment skills within their integration 
competence centers. [6]

Leaders
The Semantic Web is progress-

ing in two places—in the efforts 
coordinated by the W3C, and by 
those promoting the Semantic Web 
technologies through demonstra-
tions, applications, and products. 
The W3C has organized four initia-
tives that are designed to work in 
collaboration with a large number 
of researchers and industrial part-
ners to stimulate development and 
facilitate the deployment and future 
standards work associated with the 
Semantic Web. These Semantic Web 
Advanced Development (SWAD) 
initiatives include—
■ SWAD DAML—This initiative is 

intended to build on the DAML 
infrastructure in an effort to 
demonstrate how it can be used 
by two or more working, user-ori-
ented applications

■ SWAD-Europe—This initiative 
will highlight practical examples 
of where real value can be added 
to the Web through Semantic Web 
technologies. The focus will be on 
demonstrating how the Semantic 
Web can address problems in areas 
such as site maps, calendaring, 
scheduling, quality ratings, Web ser-
vice description and discovery, trust 
and rights management and how to 
integrate the technologies together.

■ SWAD Simile—Being devel-
oped through a collabora-
tion by Hewlett Packard, the 
Massachusetts Institute of 
Technology (MIT) Libraries, and 
MIT’s Lab for Computer Science 
(LCS), this initiative is intended 
to enhance interoperability 
among digital assets, schemas, 
metadata, and services across 
distributed individual, commu-
nity, and institutional stores and 
across value chains that provide 
useful end-user services by draw-
ing upon the assets, schemas, and 
metadata held in such stores.

■ SWAD Oxygen—MIT/LCS has 
formed Project Oxygen to enable 
pervasive, human-centered com-
puting through various user and 
system technologies. The Semantic 
Web is intended to provide simi-
lar computing abilities. SWAD 

Oxygen is the joint effort between 
the W3C and Project Oxygen in 
working towards these goals. [7]

The Hewlett Packard (HP) Labs 
Semantic Web research group 
believes that the Semantic Web rep-
resents a huge potential technology 
disrupter, enabling new and more 
flexible approaches to data integra-
tion, web services, and knowledge 
discovery. The group is committed 
to furthering the Semantic Web 
vision through—
■ Standards work via the W3C 

to support the growth of the 
Semantic Web

■ Tools development to encourage 
the exploration and exploitation of 
the Semantic Web by developers

■ Core research to help develop 
the field

■ Applications research to demon-
strate the value of the Semantic Web

■ Consultancy within HP to promote 
its use within the company [8]

HP has already developed two 
open source software packages called 
Jena and Joseki. Jena is a Java frame-
work for writing Semantic Web appli-
cations. Joseki is the Jena RDF server. 
Jena features an RDF Application 
Programming Interface (API) for 
manipulating an RDF model as a set 
of RDF triples, an RDF/XML parser 
that is fully compliant with the RDF 
Core Working Group, a reasoning 
subsystem to construct inference 
models, and an ontology API. [9]

Standards
The W3C Semantic Web Activity 

(“the Activity”) has been established 
to serve a leadership role in both the 
design of specifications and the open, 
collaborative development of technol-
ogy. The Activity is focused on the 
design and development of enabling 
standards. Specifically, the RDF Core 
and Web Ontology Working Groups 
have been tasked to provide a set of 
base level standards for supporting 
the Semantic Web. The RDF Core 
Working Group is co-chaired by 
Brian McBride of HP Labs and Dan 
Brickley of the W3C. This standards 
effort is designed to revise the RDF 
Model and Syntax Recommendation, 
complete work on the RDF Schema 
Specification, and provide a means 
to support tighter integration with 
the XML Schema Part 2: Datatypes 
Recommendation. Jim Hendler of the 
University of Maryland chairs the 

Web Ontology Working Group. This 
effort is designed to build a language 
upon the RDF Core for defining 
structured, Web-based ontologies, 
which will provide richer integration 
and interoperability of data among 
descriptive communities. [10]

Applications
McDonald Bradley, Inc. (MBI) 

has worked with the Department 
of Defense (DoD) to complete a 
multimillion-dollar contract on the 
department’s intelligence Virtual 
Knowledge Base (VKB) project. For 
this project, MBI focused on the 
high-level Internet architecture and 
high-end requirements, especially 
security applications. It also looked 
at how to collect information from 
different systems and get the most 
relevant data to the war fighter in the 
field quickly, safely, and securely. [11] 
By exposing all information sources 
as Web services, abstracting the 
details into knowledge objects, pro-
viding an ontology for mining asso-
ciations between data elements, and 
providing a registry for the discovery 
of information sources, the VKB is 
utilizing key Semantic Web concepts 
and technologies to solve the infor-
mation management quandary that 
every organization today faces. [1]

MBI is currently working on a 
one-year, $7.8 million contract to 
help unify the DoD back-end intel-
ligence systems. The contract is for 
the Defense Information Systems 
Agency’s (DISA) new Net-Centric 
Enterprise Services (NCES) proj-
ect, which will provide enterprise 
services in support of the Global 
Information Grid (GIG). The proj-
ect will allow authorized users to 
quickly draw information from many 
intelligence, surveillance, and recon-
naissance resources and configure 
them into unique combinations via 
a Web browser. It will use emerging 
standards and the experience gained 
on the VKB project to develop an 
open-standard solution that is com-
pliant with Sun Microsystems Inc. 
Java 2 Enterprise Edition.11 MBI will 
explore the use of metadata tagging, 
data-content markup, taxonomies, 
ontologies, and other XML and 
Semantic Web techniques to help sys-
tems index and provide information. 
Users may include military intel-
ligence, as well as agents from the 
Central Intelligence Agency, Defense 
Intelligence Agency, the National 
Security Agency, and the Department 
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of State. Access based on individual 
users’ security clearance will be built 
into the design.[12]

In his February 2002 budget sub-
mission to Congress, President Bush 
outlined a management agenda for 
making government more focused on 
citizens and results, which includes 
expanding Electronic Government 
(E-Government). E-Government 
uses improved Internet-based tech-
nology to make it easy for citizens 
and businesses to interact with the 
government, save taxpayer dollars, 
and streamline citizen-to-govern-
ment communications. The Federal 
Enterprise Architecture (FEA), a 
business and performance-based 
framework to support cross-agency 
collaboration, transformation, and 
government-wide improvement, is 
using semantic technologies to meet 
the goals of E-Government. These 
technologies are being used because 
they offer the power of managed 
relationships for discovering knowl-
edge about the FEA models, about 
government agencies and bureaus, 
and about partnerships and programs 
of work. They are also being used for 
their power of models based on RDF 
for federated navigation and infer-
ence of distributed models. [13]

Security Implications
To succeed in the process of infor-

mation retrieval, the Semantic Web 
will be required to ensure security, 
privacy and trust. As information is 
used more and more by agents and 
not human users, security becomes 
increasingly important, and it is 
crucial for security mechanisms to 
be embedded into the fabric of the 
Semantic Web and be as automated 
as possible. The obvious solution 
is to extend security mechanisms 
applicable to distributed systems (e.g. 
Kerberos, Public Key Infrastructure, 
etc.) to the Semantic Web. However, 
this may be difficult given the com-
pletely decentralized nature of the 
web and the extremely large number 
of agents and users. Along with this 
is the problem of semantic meaning 
of the security information; it is not 
feasible to expect all entities to use 
the same terminology to represent 
security protocols and information. A 
security framework for the Web must 
be flexible, semantically rich, imper-
vious to common network problems 
like network partitioning, and simple 
enough to automate.

In order to secure the Semantic 
Web two main components are 
required: a semantic policy language 
for defining security requirements 
and a distributed trust management 
approach. As the Semantic Web is 
composed of web resources (e.g., 
web pages, web services, agents, and 
human users), security should be 
uniformly applied to, and be appli-
cable to, all. Decisions about who 
to believe and who to serve must 
be based on an entity’s credentials, 
delegation assertions, and the appro-
priate security policy. It is important 
for Web entities to be able to express 
their security and belief information 
in a clear and concise manner so that 
its meaning is unambiguous. The 
e-Biquity group at the University of 
Maryland Baltimore County suggests 
the use of a policy language based on 
a semantic language like RDF or OWL 
to markup security information. 
This policy language will provide 
constructs for users, agents, and web 
resources to clearly define their secu-
rity requirements. [14]

In 1996, the term “distributed 
trust management” was introduced 
and defined as creating policies, 
assigning credentials to users, and 
checking if the credentials of the 
requester conform to the policy 
before granting access to it. When 
combining several RDF statements 
together, there comes the issue of 
whether or not they can be trusted. 
RDF builds a “Web of Trust,” taking 
in to account the user’s credentials, 
the requester’s credentials, whom the 
user trusts and how much they trust 
them. The metadata will then be fil-
tered based on this level of trust. The 
following could be used to filter the 
metadata—
■ E-mail—The metadata could 

be filtered based on the E-mail 
address of the requester. For exam-
ple, one could trust members of 
the Yahoo! group “sw-discuss”

■ Digital signatures—Digital signa-
tures provide proof that a certain 
person wrote (or agrees with) a 
document or statement. RDF uses 
these signatures to ensure that the 
triples were actually said by who 
they’re claimed to be said by. It is 
up to the user to determine whose 
signatures to trust and whose not 
to. For example, a user could give 
all requesters with verified digital 
certificates a trust level of six and 
all others a trust level of zero

■ Ratings—A user could browse to 
a web page and find it completely 
useless. The browser would tell 
the user that ten percent of people 
visiting the page thought it was 
excellent. The user could then tell 
the browser to assign a trust rating 
of zero to all people that thought 
it was a good page

■ Affinity—If the user’s main goal 
is to filter out all metadata except 
that which is most likely to match 
their interests and opinions, there 
are data mining techniques that 
can cluster data based on patterns 
of similarity. This is the same tech-
nique used by http://www.amazon.
com to let a user know that “other 
people who liked this book also 
liked these other books.” The meta-
data layer could automatically detect 
clusters of similarity and group 
users based on those patterns [15]

Security initiatives
A “Web of Trust” is one of the 

ultimate goals of the Semantic 
Web. The “Semantic Web of Trust” 
requires that users describe their 
beliefs about others. The Friend of 
a Friend (FOAF) project is one that 
allows users to create and interlink 
statements about who they know, 
building a web of acquaintances. It 
is managed as a collaborative effort 
among Semantic Web developers on 
the FOAF (rdfweb-dev@vapours.rdf-
weborg) mailing list. FOAF is about 
creating a Web of machine-readable 
homepages describing people, the 
links between them and the things 
they create and do. Users can sign 
these files so information will be 
attributed to either a known source, 
or an explicitly anonymous source. 
In this project, a schema is intro-
duced to allow users to indicate a 
level of trust for people and subjects. 
[16] The FOAF vocabulary, originated 
by Dan Brickley and Libby Miller, 
allows the expression of personal 
information and relationships, and 
is a useful building block for creat-
ing information systems that sup-
port online communities. The ini-
tial focus of FOAF has been on the 
description of people, since people 
are the things that link together 
most of the things described on 
the Web: people make documents, 
attend meetings, are depicted in 
photos, and so on.

The FOAF vocabulary definitions 
are written using RDF/OWL to make 
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it easy for software to process some 
basic facts about the terms in the 
FOAF vocabulary, and consequently 
about the things described in FOAF 
documents. If people publish infor-
mation in the FOAF document for-
mat, machines will be able to make 
use of that information. If those files 
contain “see also” references to other 
such documents in the Web, we will 
have a machine-friendly version of 
today’s hypertext Web. Computer 
programs will be able to search a Web 
of documents designed for machines 
rather than humans, storing the 
information they find, keeping a list 
of “see also” pointers to other docu-
ments, checking digital signatures 
and building Web pages and ques-
tion-answering services based on the 
harvested documents. [17]

Conclusion
Had Semantic Web technol-

ogy existed in 2002, a fingerprint 
found on a catalog in Montgomery, 
Alabama, could have been linked 
to one in an INS database in 
Washington to more quickly assist 
investigators in the Washington, 
DC sniper shooting case. By using 
XML tags to make data “smarter”, 
users are allowed to perform much 
more intelligent and sophisticated 
searches than they can with today’s 
limited keyword searches. The 
benefits of these complex searches 
are immeasurable, and if properly 
designed, the Semantic Web has the 
potential to improve the evolution 
of human knowledge. ■
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While significant effort has been put into build-
ing defenses against network-based attacks, little 
attention has been paid to a more insidious 

threat, that of a trusted employee who is inappropriately 
accessing data. Most organizations depend heavily on 
traditional network-based security systems such as fire-
walls and intrusion detection systems to protect them 
from the “external threat” emanating from the Internet, 
and the potential damage from an external hacker or a 
virus remains the most significant concern for those in 
charge of the security of networks. However, the “insider 
threat”—potential sabotage of crucial systems or unau-
thorized release of sensitive information by an insider—is 
by some measures the far greater worry.

In 1998, the Computer Security Institute and the FBI 
reported that the average cost of computer attacks from 
external threats was $56,000, while malicious acts by insid-
ers are estimated to cost $2.7 million per occurrence. A 
study by the United Nations Commission on Crime and 
Criminal Justice, which surveyed 3,000 sites in Canada, 
Europe, and the United States, found that the “greatest secu-
rity threat came from their own employees or other people 
with access to their computers.” [1] The exact impact of the 
insider threat is difficult to ascertain because misdeeds by 
trusted employees often go unreported, since organizations 
don’t want the negative publicity that could result from a 
court case (and, because policies are often not in-place or 
are unclear, the outcome from a court case is not certain 
anyway). Thus, public data on these insider events primar-
ily describes a minimum level of threat, but that level is 
enough to draw attention to the problem as a whole.

Cyber indications and warnings
Many branches of government, including the National 

Science Foundation, DARPA, the U.S. Secret Service, and 
the Computer Science and Telecommunications Board 
of the National Academies, have funded research on 
the insider threat problem. As part of their Advanced 
Information Assurance Challenge Problems, the Advanced 
Research and Development Activity (ARDA) recently 
sponsored a Cyber Indications and Warnings Workshop 

to develop information assurance tools that reliably pre-
dict the presence of a malicious insider and provide some 
clues to his identity. Personnel from the Applied Research 
Laboratories, The University of Texas at Austin, partici-
pated in this workshop, comprising a major portion of the 
Data Fusion team, as discussed in more detail below.

The focus of the ARDA effort was on sophisticated 
attacks to secure facilities. The concern is with an attack by 
a malicious insider sponsored internally by a nation-state, 
where the insiders would have access to almost unlimited 
resources and would employ advanced techniques to hide 
their presence on a compromised system. [2]

The Cyber Indications and Warnings workshop 
included subject-area experts from diverse disciplines and 
organizations, including universities and private compa-
nies working together as a team, with representatives from 
several government agencies. The government representa-
tives directed and mentored the investigation to ensure 
that the outcome was both realistic and representative 
of the government’s working environment. Workshop 
participants were to design and develop a proof-of-con-
cept system for early indication and warning of malicious 
insiders. The emphasis was on timeliness of detection, tak-
ing a preventive approach, rather than concentrating on 
after-the-fact (forensic) analysis. The goal was to detect the 
intrusion and the intruder much earlier than has been the 
case in recent history of insider discovery. The historical 
cases have taken years. For instance, Robert Hanssen oper-
ated undetected as a spy within the FBI for over 20 years—
Aldrich Ames spied on the CIA for nine years. Thus, ARDA 
wanted approaches to the problem that would shorten 
the time between defection and detection. Moreover, the 
insider threat problem has become even more complex 
since the Hanssen and Ames incidents. Physical security 
remains a significant factor. However, as the workforce 
becomes more technologically savvy over time, malicious 
actions will increasingly involve insiders’ cyber activities. 
Thus, the workshop participants concentrated on finding 
early indications and warnings of malicious cyber actions.

by Sara Matzner and Tom Hetherington
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Technical approach

The first step in the workshop study was to better 
understand the threat. We began with an extensive inves-
tigation of the case histories and affidavits of known insid-
ers. From this study, we built a series of taxonomies that 
characterized the insiders’ physical and cyber activities, 
their motivations, their roles within the organization, and 
the assets they targeted. Going beyond the known cases, 
we postulated other possible activities, motives and tar-
gets. Since we had made the assumption that future cases 
would involve more on-line activity, the next step was to 
build a taxonomy of cyber actions that could be observed 
by monitoring their behavior. Figure 1 (see above) shows 

this taxonomy (represented in red) with examples of  
actual observable behavior (represented in blue).

Following this general study of the insider problem, 
teams of researchers were formed from the various rep-
resented organizations based on the technical approach 
to be taken. One group of researchers investigated the 
use of honey nets in uncovering methods and targets. 
[3] Another group took a top-down structured analy-
sis approach to the problem. They modeled the insider 
based on known behaviors and motivations and matched 
observed behaviors to the models. The Data Fusion team, 
in contrast, took a bottom-up approach. Input from mul-
tiple data sources (such as records of computer system, net-
work and application activity, and physical facility access) 
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Figure 1. Taxonomy of observable cyber actions
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were combined to augment the information provided by 
any single source.

Data fusion

The Data Fusion team took a data-centric approach to 
the problem, discovering evidence of malicious activity 
by correlating and analyzing a variety of low-level data. 
The result of this data fusion would be a “watch list” of 
names—individuals whose activities were suspicious and 
therefore might require further scrutiny. This approach is 
based on these hypotheses—

■ While it is possible that evidence of malicious 
insider behavior might come from a single action, 
other examples of malicious behavior can be detect-
ed from an accumulation of low-level data from a 
number of diverse sources

■ Fusing information from a variety of data sources 
will provide more accurate and timely indications 
and warning of insiders

Within any organization, there are many sources of 
electronic access data that could provide significant indica-
tions and warnings of malicious insider activity. However, 
many of these data sources are not being collected or, if they 
are collected, they are not being correlated and examined. 
Currently, the data fusion process across these logs is dis-
jointed and manually intensive. A human must access each 
log separately and draw a conclusion. During our discussions 
with government representatives, the comment was made 
that output from many of the audit logs is not kept because 
no one knows what to do with the information. So, the Data 
Fusion team set out to prove that audit log data combined 
with other data sources is valuable, and can provide signifi-
cant insight into an insider’s cyber activities.

The data sources included observables of both cyber and 
physical access. System, application, and network intrusion 
detection logs were matched with physical access logs and 
compared with the user’s role in the organization and the 
user’s access permissions. A range of sources of information 
was considered (such as logs from printers, authentica-
tion mechanisms, card readers, telephone calls, and travel 
records). Fusion occurred along multiple dimensions—for 
example, according to the type of indicator (such as card 
reader or printer) or by the level of the IP stack (such as 
network or application). Indicators from these sources were 
then mapped to the taxonomy of observable cyber activi-
ties, as shown in Figure 1 (see page 43).

A simple yet very powerful example of the application 
of the data fusion process is the comparison of computer 
login information with badge-reader access logs. The cor-
relation of these two data sources could indicate possible 
misuse of a user’s computer account by showing that the 
user was logged on to a secure network but was not physi-
cally in the building at the time. This could be an instance 
of another person masquerading as the legitimate user 
of the account. Another example is based on a user’s role 
within the organization and his digital access. Different 
roles have distinctly different patterns of computer usage. 
Print logs show significant printer usage for secretaries 
but not for system administrators. Overt actions such as 
scanning the network, information-level reconnaissance 
such as searching news groups or content on Web servers 
or performing bulk downloading of news groups may be 

unusual activity for certain users. Perhaps in isolation no 
one of these examples would warrant special scrutiny of 
an individual’s behavior. But several such actions, especial-
ly outside the user’s normal pattern or beyond his assigned 
role or tasking, would be worth further investigation.

The data fusion effort resulted in a number of signifi-
cant accomplishments. A proof-of-concept data fusion 
engine and new sensors (to monitor specific forms of 
insider behavior) were developed and tested. An assess-
ment was made of needed future research efforts.

Information was accumulated about both the physical 
and cyber activities of a test network. Logs from network 
intrusion detection systems were used to generate indica-
tions of unusual protocol activity such as ftp and http 
data uploads. Printer logs were analyzed and compared to 
the user’s role within the organization as well as with the 
user’s normal habits. Badge logs were used to determine 
unusual physical access. A novel sensor was developed that 
performed E-mail consistency checking. The contents of 
attachments were analyzed to determine if they contained 
masqueraded data. The E-mail sensor also performed con-
sistency checks that determined what content types might 
be hiding under the generic binary data tag created by 
some E-mail client/servers. The E-mail sensor checked for 
unusual use of encryption for communication as a possible 
source of inappropriate release of information. As part of 
a simple experiment, the basic bottom-up approach was 
evaluated against several trial scenario-based attacks.

The data fusion engine correlated multiple indicators 
that were related by IP, user name, etc. into a single indica-
tor. The grouping of all indicators for a particular user was 
designated as a case. Each case had an associated weight 
factor that was the sum of the weight for each of the cor-
responding indicators and a breadth factor that was a count 
of the distinct insider observable taxonomy elements rep-
resented by the corresponding indicators. Any case that 
reached a cumulative weight and breadth that was above 
a certain threshold was added to a “watch list”—a list of 
individuals requiring additional scrutiny. Certain features 
were selectable by the user, such as the criteria for generat-
ing an alert and for submission of names to a watch list 
based on the value of the breadth and weight of the indi-
cators. Any case that reached a higher cumulative weight 
and breadth threshold generated an alert. Figure 2 (see 
below) shows the data fusion system architecture.

����
��������

����
������
������

���

�������������������

��� ����

���������������

����������������� �����
��������� �����

������������

�������
�����

������
�����

������������

����������������

��������

Figure 2. Data fusion system architecture
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Conclusions
The final report of the Cyber Indications and Warnings 

workshop is being prepared by the Mitre Corporation. 
[4] For the Data Fusion effort, the results of the experi-
ment supported the initial hypothesis—multiple and 
diverse cyber observables can provide early evidence of 
malicious activity. However, these results are prelimi-
nary—the Cyber Indications and Warnings workshop was 
a short-term effort to provide a proof of concept. So, while 
our data fusion engine provides a framework for incor-
porating additional data sources, the underlying system 
must be made more complete and more robust. The next 
steps should include inputs from host intrusion detec-
tion systems (IDS) and from other cyber and non-cyber 
observables. Future work to improve early evidence of 
malicious activity should include covering components of 
the observable taxonomy in greater depth and breadth. An 
important discovery was that standard audit logs currently 
are not designed with security in mind. In the course of 
our study, we found several ways in which these logs could 
be significantly improved for security purposes.

Many research questions remain as yet unexplored. For 
example, what is the minimal number of sensor inputs 
required to obtain reliable inferences? How do you acquire 
a normal pattern when employees change positions and 
roles within an organization? A longer-term consideration 
is the addition of a self-improving feedback loop to the 
overall process.

In the end, we have made a significant start to a very 
difficult problem. The technology has been advanced to 
allow earlier indications of malicious insider behavior. 
Another Robert Hanssen-like insider should not require 22 
years to uncover. However, technological solutions can-
not prevent certain actions. A malicious insider can still 
leak information by either photocopying documents or 
memorizing classified data. Moreover, while the technol-
ogy to monitor activities of workers has improved signifi-
cantly, there are many non-technical issues that have to 
be considered. So, on the one hand, we are cognizant of 
the fact that the technology needs to be used wisely so 
that innocent employees are not subjected to unwarranted 
investigations. On the other, we can now begin to address 
one of Robert Hanssen’s comments when he was captured: 
“If I thought the risk of detection was great, I never would 
have done it.” [5] ■
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by Robert Lentz

Last year we initiated serious discussion on the infor-
mation security challenges to achieving netcentricity. 
I am very honored to address this prestigious group 

again on this critical subject. Thank you, Roger, for your 
leadership. To put things in perspective—What are the 
security trends by 2010?

It is estimated one cyberbug will hit the Internet every 
five minutes of every hour of every day. The number of 
security incidents will swell to 400,000 a year or 8,000 per 
week. Windows will approach 100 million lines of code. 
The average PC, which will cost $99, will contain nearly 
200 million lines of code. Within that code, it is estimated 
there will exist two million bugs. Unimaginable com-
puter power will challenge some of our best encryption. 
Sophisticated hacker tools will be widely available and will 
add another half-billion Internet users.

“So netcentricity is a dual-edged sword. We’ve heard 
about the tremendous operational advantages. But the 
security realities leave us at a critical crossroads.”

One consistent theme from last year’s workshop is the 
economic advantages to pursuing netcentricity. No doubt 
the force-multiplying effect of netting the force and the 
awesome operational opportunities can’t be passed by. But 
this is “Fool’s Gold” if one does not address security up 
front, aggressively (not on the cheap), and globally. Don’t 
assume it will get done; it’s a tough job.

The costs to add security are significant if, after the 
architecture is locked in and the code written, the weap-
ons platform enters acquisition on operational test and 
evaluation, or worse, a satellite system is launched.

46

In addition, the cost and operational damage to 
degraded critical infrastructures like the power system 
are another security reality. We’ve only seen a glimpse of 
the problem.

Software is the only modern technology that ignores 
quality until tested. The norm is one defect per every 
seven to ten lines of code.

Today, we react to cyber events instead of anticipat-
ing them. Ninety-percent of successful cyber attacks are 
against known vulnerabilities. They are preventable. 
Seventy-percent of these vulnerabilities are the result of 
design defects. And each effort to react to a cyber attack 
and to patch a system costs from $1–4 million per patch.

Timing and speed are everything in this business, 
not only for the conduct of netcentric operations but 
also for defending our networks. Implementing layers of 
defenses will do no good without breaking down stove-
pipes and establishing horizontal relationships domesti-
cally and internationally.

As we evolve our IA capabilities to enable netcentric-
ity, we need to provide several key services. First, we must 
ensure authentication through development of reliable 
cyber-identification credentials that will ensure that any 
person or computer requiring the identification of another 
person or computer can do so without worrying about an 
adversary trying to masquerade as someone legitimate. In 
addition, we must have interoperable standards that bridge 
all sectors including international partners.

Another key IA service will be “automation of privilege 
management.” This service will provide end-user access to 
necessary information resources easily, regardless of where 
these are located on the network, and, conversely, will 
help the owners of these information sources to manage 
the accesses of all new end users that the netcentric world 
will bring.

Cyber attacks occur often and with great stealth. 
Critical operational processes must continue to function 
effectively while under cyber attack. Our IA strategy is 
based on the idea that appropriate defenses must stop 
most attacks. These protection mechanisms include physi-
cal, electronic, and procedural components and capabili-

Editor’s Note

This was delivered by Robert Lentz, Director of 
Information Assurance (IA), Office of the Assistant 
Secretary of Defense for Networks and Information 
Integration (OASD/NII), in Berlin, May 2004.
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ties to alert and warn us of attacks. The defenses must 
then be kept current during rapid evolutions of technol-
ogy, attack strategies, and organizational change—all of 
which take a significant technical and operational effort. 
Should an adversary breach these protections, we must 
have the capability to detect, contain, and then respond to 
an attack.

IA entails high levels of situational awareness, signifi-
cant analytical capabilities to characterize the nature and 
extent of an attack, the formulation and coordination 
of effective courses of action, and the ability to rapidly 
execute approved courses of action across a global infra-
structure. The tools and procedures required to accomplish 
protection and reaction to attack in a highly technical, 
complex, joint multi-organizational environment are cor-
respondingly sophisticated.

We cannot afford to let the wireless revolution sneak 
up on us again. What do you think our security confi-
dence is on wireless systems? Not much. And worse, the 
cost to address wireless trust in a user-friendly way is 
very high.

It’s certainly a challenging time for the IA community. 
The pace of real-world operations remains high. We have 
forces in harm’s way in many places throughout the world, 
fighting the Global War on Terrorism. This is an interna-
tional team fight.

“Not only do our military operations depend on our suc-
cess, but, in a broader perspective, the computer infrastruc-
tures that drive our economies and services to our people 
also depend on our collective success. We must become 
organizationally agile and operationally adaptive.”

We must focus more on our processes and capabilities 
that provide products and services. Culture change is one 
of our biggest hurdles. We must re-think and re-implement 
accountability because of the paradigm shift to Network 
Centric Operations. Law enforcement must prosecute 
cyber attackers. We need vigorous IA discovery and inven-
tion, both scientific and technical, to complement and 
keep pace with IT innovations. Finally, we must do this 

work together for the greatest effectiveness and afford-
ability. All of us have to trust the network and software. 
Recently, one security expert told Congress that software 
assurance is the next Manhattan Project, at a global level.

We need to know information can’t be exploited or 
modified or that the wrong people have access or privi-
leges on our systems. We need to know the net will be 
available when a decision maker needs it. Lastly, when we 
look the commander, the CEO, or policy maker in the eye, 
and we tell them to trust the network, we had better know 
what we are talking about. ■
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by Timothy Madden

The U.S. Strategic Command (USSTRATCOM) and 
the Joint Task Force—Computer Network Operations 
(JTF–CNO) (now the Joint Task Force-Global 

Network Operations) hosted more than 140 registrants rep-
resenting five nations, six departments, four agencies, the 
four U.S. military services, and 18 individual commands 
for the 2nd Semi-Annual Conference on Intelligence 
Support to Computer Network Defense (CND) in McLean, 
Virginia, February 25–27, 2004.

The conference theme of “Defending the networks, 
Defending the nation,”—

“Speaks to the increased importance of—and empha-
sis on—computer network operations in the current 
national security environment and the Global War on 
Terrorism (GWOT),” noted CDR Michael Greenwood 
(USN), JTF–CNO J2/Directorate of Intelligence in intro-
ducing the conference’s keynote speaker, MG J. David 
Bryan, Commander, JTF–CNO (CJTF). “The brain trust 
at this conference is impressive, and we cannot waste 
this opportunity to enhance our understanding of CND. 
I can think of no one better qualified to open this con-
ference than General Bryan. He has been in the trenches 
for a long time, and laid the foundation of cyber secu-
rity for the Department of Defense and the nation.”

In remarks accompanying his presentation on the State 
of the Networks, MG Bryan said—

“We have been at war—in the Cyber World—since 
1998. The range hasn’t changed, but the capabili-
ties have gotten far better—making computer network 
defense (CND) even more important because the stakes 
are higher. If we fail at CND, we risk our economy, our 
diplomacy, our expressions of power. Computer networks 
are the underpinnings of all advanced nations.

When the Twin Towers went down, the priorities were, 
first, save lives; second, recover the casualties; third, 
get Wall Street—the nexus of the world’s economy—
back up and running.

I am now assisting with the transformation of the 
Army, and our networks are basic to that effort. Making 
networks happen is not magic—it takes lots of very pro-
fessional people, and the same is true of the intelligence 
supporting CND. This is not a pick-up game—it’s hard, 
it’s expensive, and it takes a committed cadre to force 
change through information technology.

We now work in real time and are in front of attacks on 
our networks; the next natural evolution is to stop attacks 
before they happen. Intelligence is the key. If that support 
is not there for CND, we will fail. Exploits now are fast, 
and getting faster. They are virulent, and getting worse. 
We have nearly 50,000 root-level intrusion attempts 
every year in the DoD Global Information Grid (GIG), 
and these attempts aren’t just noise—these are serious.”

MG Bryan discussed several major world events in the 
context of threat complexities, and issued a challenge to 
the attendees—

“Don’t let old rules rule you in the future. Risk aversion 
can actually increase risk. You need to challenge exist-
ing doctrine. The evolution of the JTF from Computer 
Network Operations (CNO) to Global Network Operations 
(GNO) will give us arms around the entire GIG, and the 
secret to it all is you—the pro on the line.”

Following the keynote address, COL David C. Grohoski, 
Chief of the Information Operations (IO) Capabilities 
Division, Joint Force Headquarters-IO, USSTRATCOM, 
gave a presentation on the JFHQ-IO’s mission, task orga-
nization, and CND requirements for intelligence. He said 
this was an “Infantry perspective” on the Secretary of 
Defense’s vision for IO.

“There should be an integration and synchronization 
of the capabilities and functions discussed in the IO 
Roadmap,” he said in comments accompanying his 
briefing, and that the “resulting synergy should be lever-
aged to support CND. We need to provide timely, accu-
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rate, relevant, and actionable intelligence. Intel support 
to CND means providing situational awareness and a 
common operational picture with which to develop pro-
active defensive plans. Our goal is to keep the network 
open for the warfighter.”

He maintained that—

“Information sharing is broken, and it needs to be fixed. 
We need to leverage our relationships with industry and 
academia, and establish a common database of the 
threat—to fingerprint the hackers and adversaries. We 
need consistency in our product, and we need to develop 
the doctrine. We need to plan, prepare, and execute 
defense in depth, and find, fix, and finish the threat in 
the deep fight.”

CDR Greenwood followed with his briefing on 
Intelligence Required in Support of CND, stating—

“Our business is operational; we do it because we sup-
port the warfighter, and the expectation is that we do 
our jobs.” The intelligence support spectrum goes from 
understanding the threat to attribution of the action, he 
said, adding that “we have to examine our product in 
terms of our collection and its relation to CND needs.”

In an exchange with the audience, CDR Greenwood 
agreed with the notion that integration, not collection, 
is the problem, but noted that “we are not vacuuming up 
everything we need to get, and much of what is collected 
isn’t being reported to those who can best use it.” He 
agreed that collaboration among allies is critical, indicat-
ing that the global unity of effort cannot be allowed to 
slide in the name of risk aversion.

In other briefings during the first day’s morning session—
■ Timothy D. Bloechl of the Office of the Assistant 

Secretary of Defense for Networks and Information 
Integration (OASD/NII), emphasized the integration 
theme, saying—

“Commanders generally understand the problem 
of cyber security. A decade ago, no one thought 
about cyber security; now, almost everybody in 
the military knows we have an issue. The net-
works must be thought of as weapons systems 
and treated accordingly. When commanders 
and staffs at all levels understand this, not 
just network operators and cyber warriors, 
we will be well on our way to improving our 
defensive posture.” He outlined the vision of 
“Dynamic Information Assurance for the Global 
Information Grid” and invited conference par-
ticipants to examine that strategy.

■ LTC Ed Sbrocco, Chief of Future Operations, 
JTF–CNO J3, defined and discussed CND Response 
Actions (CND RA), noting that “everyone has equi-
ties in this area, but deconfliction and cooperation 
need to occur without compromising investiga-
tions. There is a need for rapid attribution and rapid 
response, and that means forensics.”

■ Maj Douglas Kearsey, representing the CND 
Intelligence Branch at USSTRATCOM, discussed 
how the transfer of the IO/CND missions to 
USSTRATCOM was organized, noting that the com-
mand “needs partnerships with CND Intelligence 
stakeholders to get the job done.”

The morning session on the second day began with the 
“National Security Council (NSC) Perspective on CND,” 
presented by Col (S) Greg Rattray, Director for Cyberspace 
Security at the White House. The concern, he said, was 
one of survivability, noting that—

“The work and the effort have gotten harder as technol-
ogy has advanced. We have to keep up and get ahead, 
responsibilities need to be defined and clarified, training 
and awareness levels need to increase, and we need to 
consider the full spectrum of the threat.”
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He characterized the recent Livewire Exercise as “the first 
baby steps to deal with the threat,” and said the major issues 
are shaping the battlefield, dealing with insider risk, preparing 
for cyber espionage, improving attribution, and planning per-
missible defensive responses. He acknowledged that resource 
issues will compete, and challenged the cyber intelligence 
community to “step up with findings and make its case.”

“The intelligence process is to define what the fight 
looks like and determine the difference between an inci-
dent and a campaign,” he said. “We need to improve 
our counterintelligence capabilities and reach out to our 
international partners and global leaders, because what 
threatens them threatens us.”

Other presenters were—
■ John Wolf of USSTRATCOM briefed attendees on eval-

uations of specific threats, which have led to attribu-
tion and insights into how certain hacker groups think.

■ Ruby Huggins of the National Security Incident 
Response Center (NSIRC) outlined its relevance to CND, 
indicating that the intent is to share information and to 
collaborate at the lowest (most inclusive) level possible.

■ Irene Schwarting of the Department of Energy (DoE) 
provided insights into the department’s capabilities 
and concerns, noting that DoE is a “target-rich envi-
ronment” because of its responsibilities as custodian 
of the nuclear stockpile, guardian of the nation’s 
national power grid, and home of extensive research 
and development projects into critical technologies.

■ Gil Trenum of the Law Enforcement/
Counterintelligence (LE/CI) Center at JTF–CNO 
described the LE/CI’s mission as one of support, 
coordination, and deconfliction. He noted that vis-
ibility of the Center’s efforts and its tasking author-
ity are issues that need to be resolved.

■ Don Lewis of Defense Intelligence Agency (DIA) dis-
cussed the changing nature and role of the Military 
Infrastructure Office’s Information Operations 
Threat Analysis Division (MIO-9). His main issues 
were the need to refine and narrow the descrip-
tions and definitions of threat warning assessments; 
technical vulnerabilities within organizations, such 
as software anomalies and weaknesses; and threats 
posed by commercial off-the-shelf technology, not-
ing that most assembly and fabrication of IT prod-
ucts is being done off-shore.

■ Georgianna Hasselstrom briefed a U.S.-only  
audience on the objectives, focus, and key issues of 
current CND operations.

■ Ken San Nicholas of JTF-CNO’s J2 reported on the 
International CND Cooperation Working Group 
(ICCWG), a five-eyes (USA, GBR, CAN, AUS, NZL) 
information-sharing vehicle. He discussed the goals 
and initiatives of the organization’s sub-working 
groups (SWGs), and elaborated on specific connec-
tivity efforts. “What we do must include allies,” he 
concluded, “because this is an international problem. 
It’s not just the U.S., it’s all of us, all of the time.”

■ Doug Gardner of the Applied Technology Unit (ATU), 
JTF-CNO, concluded the conference’s final plenary 
session with a report on an ongoing effort to help 
the intelligence effort “by creating a single view of 
the problem, a way to see all events being traced, and 
gauging them by the likelihood and level of danger. 
That gives us visibility into the process of creating 
a threat matrix.” The effort, he concluded, needs a 
collaborative approach, using information from all 
sources, and the results would be shared with all.

The third day of the conference was highlighted 
by a visit from Lt Gen Thomas B. Goslin, Jr., Deputy 
Commander, USSTRATCOM, and Commander, Joint Force 
Headquarters-Information Operations (JFHQ–IO). He com-
mended the attendees for—

“The importance of the task,” and added, “informa-
tion is the coin of the realm. All tactics are based on 
information, good or bad. Today, all things are complex 
because everything is connected, but there are a lot of 
stovepipes. We need to make sure things work right; we 
need integrated information, regardless of who we are, 
and the need will only get greater.”

“Once 9/11 happened,” he said, “the continental United 
States became a battleground, an Area of Responsibility 
with a Commander. We had never been there before. We 
need integrated information—good, credible, workable—
from the cop on the beat to the very top. That’s when we 
will be most effective in battling the threats against us, 
whether criminal or terrorist.”

He concluded by directing the attendees to—

“Keep talking to us, let us know who we need to keep talking 
to. We need you, you know the details, you do the work. You 
are going to provide ideas. Innovation starts with you.”

Attendees participated in Working Groups during the 
afternoons each day. Those sessions were—

■ Senior Forum, chaired by Maj Kersey of USSTRATCOM

■ Collection and Analysis, chaired by Kim Wood, 
JTF–CNO/J2 Senior Analyst

■ Knowledge Management, chaired by Scott Atwood, 
JTF–CNO/J25 (Programs and Integration) Senior Analyst

The 3rd Semi-Annual Intel Support to CND 
Conference was hosted by USSTRATCOM at Offutt 
Air Force Base, Omaha, Nebraska, August 4–6, 2004. 
Proceedings from the conference will be available in the 
next issue of the IAnewsletter. ■
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