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IATAC Chat

In issues past, I’ve discussed some of the 

remarkable free products we offer to 

customers of the Information Assurance 

Technology Analysis Center (IATAC), such 

as State-of-the-Art-Reports (SOAR), 

various Tools Reports, the IA Digest, the 

Research Update, of course our award-

winning IAnewsletter, and many, many 

more. However, I have yet to really cover 

the additional free services and resources 

we offer, including our Subject Matter 

Expert (SME) Program and our 4-hour 

technical inquiry service—services that 

actually go hand in hand.

The free 4-hour technical inquiry 

service is a basic research service offered 

to our IATAC customers. This service is 

available to all Department of Defense 

(DoD) and government personnel as well 

as Defense Technical Information Center 

(DTIC) registered users. As part of IATAC’s 

mission objectives, we prepare and 

disseminate technical inquires or antici-

pated technical inquires from our users. 

Users request technical inquires via email, 

by phone, in person, or through our 

website. These inquiries cover the spec-

trum of basic strategy, policy, and gover-

nance to enabling technologies, system 

development, analysis, operations, and 

support. In addition, we maintain a 

detailed record of all inquires for future 

reuse by other customers looking for the 

same or similar information. For informa-

tion on our technical inquiry program, 

please visit our website at http://iac.dtic.

mil/iatac/inquires.html. 

Although IATAC has a robust in-house 

network of experts, the broad nature of IA 

makes it impossible for us to cover all 

possible areas in the field. For this reason, 

we have developed our SME Program. The 

SME Program is a completely voluntary 

effort comprising Information Assurance 

(IA) professionals from areas such as the 

government, industry, and academia. 

IATAC primarily uses these experts to 

assist in responding to technical inqui-

ries—hence how the two services go hand 

in hand. We also rely on the SMEs to share 

scientific and technical information that 

may have a significant impact on the 

entire IA community (articles, technical 

papers, research, etc.).

Through the program, SMEs have the 

opportunity to share their extensive IA 

knowledge with other IA professionals 

throughout the community; in fact, they 

often author many of the articles you read 

quarterly in this publication. IATAC 

receives more than 200 IA-related techni-

cal inquiries per year from DoD and the 

Government. SMEs are a pivotal resource 

for the IATAC mission. Often, they provide 

valuable information that IATAC passes on 

to requestors. SMEs also serve as direct 

points of contact whom the requestor may 

reach out to for further details regarding a 

specific inquiry.

In addition to supporting our inquiry 

service, SMEs are valuable contributors to 

our Scientific and Technical Information 

(STI) library. To support the advancement 

of science and technology, the DTIC has 

chartered IATAC (DoD Instruction 3200.14, 

13 May 1997, and DoD Directive 3200.12,  

11 February 1998) to collect STI, which 

includes technical papers, electronic data, 

audio, photographs, video, briefings, etc. 

The continuous flow of STI from SMEs to 

the IATAC STI collection continues to have 

a significant and successful impact on the 

IA community. For more information on 

our SME Program, please visit our website 

at http://iac.dtic.mil/iatac/sme.html. 

In this edition of the IAnewsletter you 

will, once again, find several articles of 

interest written by experts throughout the 

field. In the meantime, if you have any 

questions or concerns regarding the 

inquiry process, the SME Program, or 

other parts of IATAC, please do not hesitate 

to email us directly at iatac@dtic.mil.  n

The free 4-hour technical inquiry service is a basic 
research service offered to our IATAC customers. 
This service is available to all Department of 
Defense (DoD) and government personnel as well 
as Defense Technical Information Center (DTIC) 
registered users.

Gene Tyler. IATAC Director
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Abstract
Monitoring and defending current and 

future US Air Force (USAF) networks will 

require a synergy of emerging technologies 

and some degree of novelty in both acqui-

sition and operational art. In this article, 

we examine possibilities for future distrib-

uted defensive architectures and consider 

them in light of security and trust. As we 

consider current research efforts devoted 

to information and network security, we 

catch a brief glimpse at what the future 

cyber defense landscape, or “Cybercastle,” 

may look like.

Disclaimer
The views expressed in this article are 

those of the authors and do not reflect  

the official policy or position of the US 

Air Force, Department of Defense, or  

US Government.

Introduction

Many of the commercial systems 

found in the developed and devel-

oping world depend on computers and 

communication networks for the ability 

to conduct enterprise activities. 

Similarly, the Department of Defense 

(DoD) has overlaid major operational 

capabilities on information networks 

that support command, control, and 

communications (C3) at various levels. 

In 2005, the USAF officially recognized 

the criticality of the information domain 

as a strategic warfighting resource and 

redefined its mission statement to 

include “deliver sovereign options for the 

defense of the United States of America 

and its global interests—to fly and fight 

in Air, Space, and Cyberspace”. [1]

Secretary of the Air Force Michael W. 

Wynne subsequently reinforced this 

vision with the creation of a Cyberspace 

Command (AFCYBER). [2] The DoD has 

recently refocused its formal definition 

of cyber as “a global domain within the 

information environment consisting of 

the interdependent network of informa-

tion technology infrastructures, 

including the Internet, telecommunica-

tions networks, computer systems, and 

embedded processors and controllers,” 

consistent with presidential cyber secu-

rity policy. [3] In any current military 

understanding, cyber defense squarely 

encompasses computers (embedded and 

standalone) and their interconnectivity.

Currently, we are seeing a flood of 

threats to the electronic infrastructure  

of governments around the world, 

including our own. As we consider the 

landscape of the USAF network infra-

structure over the next decade, we may 

also consider possibilities for defending 

that infrastructure in a holistic, secure, 

and trusted manner. It makes sense as 

well that whatever revolutionary changes 

we may ultimately consider, the entire 

panorama of the defense industrial base 

(DIB) and our national commercial 

interests are envisioned. The Cyber-

castle, in this view, encompasses (but is 

not limited to) portions of the Internet 

that support military and high-encryp-

tion systems, DoD intranets, external 

information systems, wireless/radio 

communications systems, and infra-

structure control systems using Supervi-

sory Control and Data Acquisition 

(SCADA) systems.

Today, nearly 10% of all Internet 

nodes belong (unknowingly) to a 

malicious multi-agent system whose 

owner waits for a high bidder to make 

use of its services. As Internet usage 

worldwide continues to grow, and with 

average users unaware of their vulner-

ability to assimilation into a malicious 

C3 network, the next decade promises 

huge challenges directly rooted in 

cyber-network defense and protection. 

To deal with the possibilities for cyber-

terrorism in the ongoing Global War on 

Terrorism (GWOT) or possible malicious 

attacks of nation-state actors against the 

Cybercastle, we turn our attention to 

high-level goals for building defensive 

systems. What will the castle look like a 

decade from now? How strong will its 

walls be, or how strong do we need the need the need

walls to be in light of the veracity of 

those on the other side of the moat? What 

is a wall or a moat in cyberspace, given 

that threats can also come from inside 

the network? We discuss thoughts on 

these topics and give some insight on 

what technological advances or prices 

will most likely be paid to ensure the 

Cybercastle’s resilience.

F E A T U R E  S T O R Y

Guarding the  
Cybercastle in 2020
by Todd McDonald, Bert Peterson, Dan Karrels, Todd Andel, and Rick Raines
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Defensive Cyber Platforms
In the domain of space and air, the USAF 

focuses strategic and operational capa-

bilities across a range of platforms, 

where we define a platform as a delivery 

vehicle for some suite of weapons 

(bullets from a Gatling gun, air-launched 

cruise missiles, air-to-air missiles, etc.) 

that support some set of missions and 

objectives (suppression of enemy air 

defense, close air support, air superi-

ority, etc.). In some cases, the platform 

itself provides the actual strategic 

advantage; in other cases, the weapons 

(or payloads) delivered by the platform 

are of greater significance. Platforms, in 

general, exhibit long service life, incur 

large capital investment, support a 

variety of missions (consider the evolu-

tion of the B-52 bomber), and undergo 

intense scrutiny to guarantee reliability 

or operational qualities. Payloads, on the 

contrary, emerge from rapid develop-

ment lifecycles and achieve specific 

effects in some tactical, operational, or 

strategic context.

Targeting cyber as an operational 

domain will produce a wide variety of 

cyber platform and payload manifesta-

tions over the next decade. Though cyber 

as a warfighting domain is not limited to 

information networks and their underly-

ing capabilities, we abuse the term slightly 

so we may consider platforms that might 

support holistic network defense capabili-

ties. In considering defensive cyber 

platforms, we use the term “Cybercraft” to 

embody the notion of a delivery platform 

for C3 defensive capabilities. In our 

technical paper we posed the first 

conceptual use of Cybercraft as an 

autonomous, intelligent agent that 

accomplishes military purposes across a 

wide variety of electronic-based media. [4] 

The Air Force Research Laboratory (AFRL) 

Information Directorate has continued 

the vision with a project aimed at further-

ing basic research areas that support 

platform and payload integration for 

defensive missions.

As AFRL’s research partner in this 

endeavor, the Air Force Institute of 

Technology (AFIT) is considering a broad 

range of development possibilities for 

future defensive cyber platforms and is 

supporting technologies for the Cyber-

craft project itself. While keeping one eye 

on the needs of current USAF network 

defenders and keeping the other eye on 

the horizon to see what the art of the 

possible may be, we consider what the 

platforms used to defend the Cybercastle 

in the future may look like.

Building the Cybercastle
The defense of USAF networks in the 

future must not rely on the notion that a 

Maginot line exists that is beyond pene-

tration. As history clearly reveals, the 

ways around a wall are more numerous 

than one might assume. It is common 

knowledge that enemies exist almost as 

abundantly within walls as they do 

outside of walls. For example, the 

Computer Emergency Response Team 

(CERT) Coordination Center found that 

Currently, we are seeing a flood of threats to the electronic infrastructure of 
governments around the world, including our own. As we consider the 
landscape of the USAF network infrastructure over the next decade, we 
may also consider possibilities for defending that infrastructure in a holistic, 
secure, and trusted manner.
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the vast majority of the government 

insider incidents (90%) were caused by 

current employees, and most (58%) were 

people in administrative positions 

requiring limited technical skill. [5]

Despite proof of security or empirical 

demonstration of our finest defensive 

tools, acts prompted from social 

networking attacks that are foisted on 

non-malicious insiders can void the best 

technical layers of defense.

The defensive cyber platforms of the 

future must have several qualities that 

will provide them freedom to maneuver 

and operational resilience in the face of 

such adversarial waters, whether the 

attempts to compromise mission 

activities come from inside or outside the 

network infrastructure. We envision 

platforms with the ability to execute a 

wide variety of generic capabilities using 

a common, payload-based framework. 

Until we find a more appealing future 

abstraction, distributed multi-agent 

systems (DMAS) is a close picture for 

what this defensive architecture could 

look like: compositions of light- to 

heavy-weight agent components that 

securely communicate, collaborate, and 

respond to cyber attacks of a wide 

variety. Because this cyber DMAS will 

defend existing and future military C3 

systems, we have additional constraints 

that typical commercial networks may 

not be concerned with. Namely, cyber 

platforms must operate under tighter 

security, ensure fault tolerance and 

self-healing, and ultimately affect 

human life in some way (i.e., failing to 

protect critical mission systems).

Figure 1 depicts, in standard Unified 

Modeling Language (UML) format, a 

conceptual domain model of interest to 

consider future defensive architectures. 

At a basic level, platforms serve to protect platforms serve to protect platforms

specific host nodes with a network or host nodes with a network or host

IP-based context (desktop machines, 

routers, hand-held devices, radio 

equipment, etc.). At a basic level, plat-

forms possess state and execute state and execute state payloads

of various kinds: sensors, behaviors, and 

effectors, just to name a few. Payloads 

provide the touch point to the environ-

ment, which we define as the collective 

space of hosts connected to hosts via

networks where hosts are controlled by networks where hosts are controlled by networks

some OS that runs OS that runs OS applications. Payloads 

gather data about environmental 

components or alter the environment 

through specific effects. We define 

information about the environment and 

the conceptual glue that binds platforms 

and payloads to hierarchical levels of 

command and control as state, and we 

use behavior payloads to describe 

decisionmaking engines that bring 

logical correlation with sensor conclu-

sions. We note that platforms share some 

state in a global context when payloads 

need to collaborate and keep other’s 

knowledge local when payloads need 

only host-based context.

Much of the basic technology and 

defensive tools for our next-generation 

architecture exists in some form today, 

whether in commercial products or 

academic prototypes, and many research 

areas already give us considerations for 

platform design choices or specific 

payload configuration. Because basic 

functionalities—such as virus checkers, 

trust frameworks, trusted hardware 

components, self-repairing application 

environments, host-based integrity 

checkers, malware detection suites, and 

intrusion detection systems—all exist in 

some form currently (many immature 

but nonetheless demonstrable), one 

important question remains: what would 

a future defensive cyber platform most 

need so that we may rapidly, reliably, and 

securely integrate these technologies 

over time? In other words, what is the 

true revolutionary idea that our future 

defensive systems will need that our 

current tool suites do not provide?

We begin to answer these questions 

by considering that any single available 

technology is currently limited when 

used alone or used in a defensive 

vacuum. Namely, how do we measure 

the strength of any given technique 

when faced with an adversary that has 

subverted the OS or has taken control of 

the network infrastructure at some 

fundamental, administrator-privileged 

level? We can visualize this conundrum 

further by considering a modern virus 

checker that defends a system correctly 

as long as its signature-based algorithms 

detect and prevent known software 

threats from running maliciously. Unfor-

tunately, “we do not know what we do 

not know,” and this reflects more 

poignantly in our signature-based 

defensive mechanisms. In addition, 

these naive systems fail without having 

the full context of an attack. If the attack 

is “low and slow” or highly distributed 

Figure 1  Conceptual Defensive Cyber-Network Domain Model
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and dynamic, we should focus on the 

context of the attack, not the manifesta-

tion of it.

Assuming an adversary does not 

successfully install an administration-

level root kit with power to alter kernel-

level operations and assuming we have a 

correct and current signature set to evalu-

ate possible threats, a virus checker may 

provide defense along discrete attack 

vectors. Unfortunately, we cannot 

guarantee any of our base assumptions 

with any consistent measure. All applica-

tion-level, virtual-level, and OS-level 

defensive techniques share this common 

weakness: they can be lied to by any of 

the underlying hardware components of a 

system or by the operating system that 

manages those components if an adver-

sary gains root-level host access. As  

Figure 1 depicts, the notable difference of 

future cyber defensive platforms should 

be their independence from the rest of the 

environment in which they protect and 

operate. This concept depicts the only 

reliable way around a possible cycle of 

deception. We liken this concept to the 

military notion of taking the “high 

ground,” and we call this cyber high 

ground the root of trust, which forms our 

number one priority in building the walls 

of the future Cybercastle.

Secure Root of Trust
Secure root of trust as a platform quality 

combines three notions: security (or 

self-defense), trust, and fundamental 

host context. The ability for platforms to 

be on the high ground in comparison to 

the possible level of attacks that assault 

them goes without saying; likewise, 

when we hold the high ground, we do 

not want to yield this ground to the 

adversary or open up separate attack 

vectors that put this privilege in a posi-

tion of compromise. A self-defense guar-

antee centers on the ability to verify and 

validate that some hierarchy of plat-

forms can keep and hold the cyber high 

ground, even if one (or a number) of the 

platforms is in physical or operational 

control of an adversary. This defense 

guarantee logically includes a wide 

range of mechanisms from hardware-

based physical protection schemes to 

protocol-level proofs of security where 

distributed cryptographic voting 

schemes may be employed.

Trust is an elusive concept because 

its definition is rooted in social concepts 

as opposed to technical. Despite the 

overloading of the term itself, we can use 

trust to express a quality that military 

commanders make quite frequently: an 

objective dependability (whether by 

mathematical proof or demonstrated 

testing) that a system will perform 

according to its specifications, even 

though negative consequences can 

occur. For our look into the future, we 

also use trust to describe high confi-

dence that an adversary (whether inside 

or outside) cannot subvert the operation 

of a fleet of cyber defensive platforms. 

Depending on the description and 

expression of our security parameters, 

we may have some varying degree of 

trust expressed in terms of achieved 

security levels. These two views of trust 

(a system will perform as expected and 

confidence in an adversary’s cost of 

compromise is extremely high) provide 

some context to consider design 

tradeoffs for future defensive architec-

tures in the cyber realm. We may also 

consider other agent-oriented aspects of 

trust more common to information 

quality and collaborative agent societies, 

but we believe the more fundamental 

concepts have greater dominance for 

long-term system design.

In another workshop paper, we 

provide a closer look at how we may over-

lap system requirements analysis, attack 

modeling, and trust model specification 

to concretize a trust analysis space for 

Cybercraft. [6] To achieve the cyber high 

ground in the future, we must marry 

trust and security at some fundamental 

host context level. In other words, we 

need to consider the highest level of trust 

and security relative to the degree of 

independence from the host in which a 

cyber defensive platform operates. We 

can visualize an application-level 

platform that relies completely on the 

integrity of an underlying OS versus a 

possibly virtualized-level platform that 

sits possibly at the same level as an OS in 

terms of privilege. The virtualized 

approach affords the possibility for 

greater independence, but it still does 

not offer the highest level of indepen-

dence because it may be open to (unde-

tected) subversion. To get below the level 

of the OS or below the level of any 

possible hypervisor/virtual OS that may 

execute on a host, we must position the 

cyber defense platform at some funda-

mentally lower level where physical 

access to the hardware remains unhin-

dered or unobscured. We are investigat-

ing the tradeoff spaces and design 

possibilities for such a hardware-based 

root of trust that would support the 

addition of synergistic physical protec-

tion mechanisms while giving a generic 

payload execution environment for 

defensive C3 packages.

We note that a fixed, hardware-

based root of trust is not a new concept—

the Trusted Computing Group (TCG) has 

sought such expression for quite some 

time. [7] TCG specifications give an 

initial set of security-related building 

blocks to link trust with various compu-

tational components, such as storage, 

networking, software, and devices. In 

considering future defensive cyber 

platforms, the military environment 

provides the business case and opera-

tional bounds for feasibly acquiring and 

implementing hardware-based manifes-

tations of Cybercraft. The movement 

toward implementable and procurable 

secure hardware solutions in the 

commercial market at least demon-

strates the overlap with USAF and DoD 

goals to integrate such technology. A root 

of trust established in hardware for 

future defensive platforms will give us 

the basis for analyzing other trust-

related concepts, such as collaborative 

and adaptive decisionmaking problems 

where agents must consider varying 

levels of trust over time with the infor-

mation they gain from other agents.



8 IAnewsletter  Vol 11 No 3  Fall 2008 IAnewsletter  Vol 11 No 3  Fall 2008 IAnewsletter • http://iac.dtic.mil/iatac

Highly Scalable C3 Architecture
If defensive platforms are to be truly 

useful, they must integrate seamlessly 

into networks to share information and 

increase their level of autonomy. We see 

this relationship expressed in the 

domain model of Figure 2, where 

Cybercraft platforms are related to other 

platforms (for C3 purposes) with no 

explicit realization given. As Figure 3 

depicts, a conceivable (real world) USAF 

platform deployment hierarchy may be 

focused on traditional organizational 

units located at bases and managed by 

higher level network operations security 

centers (Integrated Network Operations 

Security [INOSC]/ Air Force Network 

Operations Center [AFNOC]). To operate 

with DoD and USAF relevance, plat-

forms must communicate and coordi-

nate functionally in networks of 

extremely large size. With a goal of one 

million or more such platforms residing 

on the same network, issues of scale 

become a dominating factor.

Suffice to say, there are very few 

networks in existence today that accom-

modate large-scale and complex C3. Three and complex C3. Three and

examples of large-scale networks are the 

Internet, GNUTella, and KaZaA, and each 

has a different topology and performance. 

The Internet follows a topology governed 

by several power-law relationships, [8] 

GNUTella employs a Peer-to-Peer (P2P) 

architecture, [9] and KaZaA uses a 

Hierarchical Peer-to-Peer (HP2P) archi-

tecture [10]. Many existing multi-agent 

architectures in fact fall into one of five 

categories: power-law, P2P, hybrid (HP2P), 

multi-layer, and hub-based. We may see 

glimpses of the future Cybercastle by 

looking at multi-agent communication 

topologies that currently scale to hun-

dreds of thousands of clients—and we 

briefly describe each one along with 

positive attributes for consideration.

Power-Law Functions—During 

1997–1998, researchers performed 

experiments to observe the traffic 

patterns at various points of the Internet. 

[8] As the Internet grew by 45% during 

this period, the observations remained 

consistent through that growth. Scien-

tists discovered that the structure of the 

Internet closely followed a power-law 

relationship among several graph 

topology metrics: the diameter of the 

graph, the out-degree of any node, and 

the average out-degree of the nodes of 

the graph. When displayed together on a 

log-log plot, these attributes formed 

linear relationships. This display yielded 

the notion of network topologies in large 

systems, in particular the Internet, as 

following a power-law relationship.

Because such power-laws have been 

shown to support large-scale networks, it 

makes sense to instantiate a network 

topology for defensive cyber platforms 

that follow these laws. However, building 

a network topology generator requires 

constructing a single node at a time, with 

the impact of each node on the overall 

structure remaining hidden until much 

later in the algorithm. Only once a 

sufficiently large number of nodes exists 

can the topology’s macroscopic proper-

ties be measured—thus limiting the 

efficacy of such organization for future 

platform aggregations.

P2P Architecture—A P2P [9] 

network is one in which the nodes may 

establish multiple connections to other 

nodes. That is, the nodes are both client 

and server (or neither) and are free of the 

usual distinctions between the two. 

Rather, they communicate in a manner 

that best benefits the system objectives, 

without regard for the communication 

flow semantics of the client/server 

paradigm. A small P2P network is shown 

in Figure 3-a, illustrating that each node 

connects to as many other nodes in the 

network as deemed necessary. As we 

increase the number of connections per 

node, we reduce latency between source 

and destination nodes, but we also 

increase processing and communication 

burdens on all nodes along the source to 

the destination path.

The spanning form of a P2P network 

also nicely facilitates fault tolerance, 

where nodes may part and join the 

network dynamically and without 

warning. However, suboptimal network 

growth may adversely affect this fault 

tolerance. As a P2P network grows, it 

remains difficult to maintain a given set 

of performance metrics—and easily 

results in increased processing or 

bandwidth burdens on each node. 

Distinguishing between different types 

of nodes—i.e., super peer nodes—may super peer nodes—may super

offer a better hybrid approach.

Hierarchical P2P (HP2P) Architec-
ture—An extension to the P2P structure 

includes super peers or super nodes. [10] 

These super peers act as regional hubs, 

absorbing additional burdens of the 

network traffic and processing load for 

distributed search and communications. 

These hubs may be interspersed across 

the network, as in the case of hubs Figure 2  Conceptual Hierarchical Relationships Among Defensive Cyber Platforms
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controlling local clusters of regular 

nodes, or they may represent the bridges 

between layers of distinct P2P networks. 

The structure of the HP2P architecture 

improves on the P2P structure by 

incorporating clusters connected 

through super peers. These super peers 

provide additional bandwidth and 

processing capability similar to  

hubs, but because they are still multi-

connected peers, they help retain the 

overall network structure. Such net-

works, as shown in Figure 3-b, are 

referred to as HP2P networks. P2P 

organizations scale to roughly tens of 

thousands of nodes, whereas HP2P has 

been shown to scale to approximately 

50,000 nodes. [11] The benefit is that 

HP2P networks improve scalability by 

providing designated routes to other 

parts of the network. The clusters 

themselves are conveniently distin-

guished, allowing more intuitive 

segmenting of mission and information 

hiding from the rest of the network.

Botnet/Internet Relay Chat (IRC) 
Architectures—Often referred to as 

botnets, a bot (short for robot) bot (short for robot) bot network is network is network

a multi-agent distributed system that 

may be networked to other bots that 

possibly reside on a larger network  

(e.g., the Internet) and is capable of being 

controlled by one or more users. One of 

the earliest uses of the term “bot” 

originates from IRC robots that were 

initially developed to run autonomously 

on IRC, allowing users to play games and 

performing simple authentication and 

chat channel protection functions. 

Botnets give us a small look at the power 

of organized agent societies that scale to 

large numbers of clients, and we can 

consider adaptations for cyber platform 

C3 topologies.

Though botnets were originally 

accessible only from IRC itself, they 

eventually offered the ability for users to 

log in and operate them with separate 

connections outside of IRC using propri-

etary protocols designed and tuned for 

C3. Thus, botnets were autonomous, 

operated in closed networks, and offered 

multiple interfaces for C3. They could 

also grow and shrink as bots became 

available or signed off. These features 

provide close corollaries to the desired 

features we wish to see in our future C3 

defensive platform frameworks.

Hub-Based Botnet Architectures—
Hub-based architectures focus on a 

central point of communication, called a 

hub, to which one or more leaf nodes 

connect. The hub is responsible for all of 

the routing and usually much of the 

processing in the network. This design is 

still very popular for network hardware 

because it is simple and efficient for 

small- to medium-sized networks. It 

suffers from scaling problems, complex-

ity in dealing with interconnected hubs, 

and networks in which graph cycles exist.

Botnets operating with a hub-based 

C3 structure have been known to 

connect 7,000 or more infected machines 

to a single IRC network at once. The 

ability to command an entire botnet at 

once is a significant capability to the 

botmaster. IRC networks as a means of 

botnet C3 are useful because of their 

simplicity, availability, and cost (free to 

botnet authors). They have since faded in 

use for malicious botnets because all 

communications and IP addresses can 

be logged, leading to discovery of how 

the botnets work and what purpose they 

serve. In addition, the authors and users 

of these botnets become vulnerable 

because they too must connect to IRC to 

interact with their bots.

Fast-Flux Botnet Architectures—
Fast-flux is a relatively new DMAS 

architecture, leveraged extensively by 

cybercriminals to support identity theft, 

spam email, and perform other types of 

computer-based crime. [12] It exploits 

the deliberate configurations of some 

networks to allow rapid changing of 

dynamic IP addresses, such as those that 

support cable and dial-up users. The goal 

is for a fully qualified domain name to 

have hundreds or even thousands of IP 

addresses assigned to it. The IP address 

to which the hostname resolves is then 

changed between the IP addresses 

frequently, with a very short time-to-live 

parameter. This prevents caching of the 

IP addresses by Domain Name Service 

(DNS) servers and forces DNS clients to 

continually recheck for the most recent 

IP address of the target hostname. Users 

attempting to connect to the destination 

host will connect to a different IP 

often—sometimes on a minute-by-

minute basis. The fast flux domain name 

can then be used to maliciously build a 

reliable network of hosts that serve Web 

pages that may or may not be infected 

with viruses, Trojans, or other malware. 

Fast-flux networks can be further 

extended to multiple layers, where 

infected hosts serve as redirectors to 

backend content servers, called mother-

ships, which serve both Hyper-Text 

Transfer Protocol (HTTP) and DNS, 

providing virtual hosting for up to 

thousands of different Top-Level 

Domains (TLD). Fast-flux networks with 

more than 400,000 nodes are believed to 

exist, [13] presenting a possible real-

world example of functioning large-scale 

systems and a possible glimpse of what 

C3 may look like for cyber defense 

platforms in the next decade.
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Extensible Agent Architecture
Secure root of trust and C3 requirements 

create a large separation between normal 

business class networks on which a 

typical DMAS might operate and the 

military context in which cyber platforms 

of the future will operate. As we 

discussed in our workshop paper, the 

uniqueness of the agent architecture for 

the future Cybercastle may also create a 

rich area of research and associated chal-

lenges. [14] We consider the requirements 

for the Cybercraft platform (essentially a 

lightweight agent with a possible realized 

manifestation in hardware), which 

receives and executes generic payloads

based on a common interface. We envi-

sion these payloads to be modules that 

execute persistently in agent process 

space, such as system and network 

sensors or communications modules.

There are countless possibilities for 

the further decomposition of the domain 

concepts seen in Figure 1 for cyber 

platform/payload interaction. We may in 

fact consider a broad range of 

possibilities for how a cyber defensive 

platform may be decomposed to achieve 

the goals of secure root of trust, scalable 

C3, and generic execution of payloads to 

support network defense goals. In our 

current research, we investigate the use 

of a classic design pattern from robotic 

control theory model known as Three-

Layer Architecture. [15] This paradigm is 

designed to support multi-staged 

information flow for core decisionmak-

ing activities and is built on a planning 

approach, where each of the three layers 

of the agent’s planning process attempts 

to break a complex plan into one or more 

simpler plans.

We illustrate a possible component-

based Three-Layer Architecture that 

meets the high-level goals for a defensive 

platform collective in Figure 4. The 

coordinator, coordinator, coordinator sequencer, and sequencer, and sequencer controller

structures provide the necessary 

interfaces to allow payloads to produce, 

share, and respond to state changes in 

the environment. The coordinator (often coordinator (often coordinator

called the deliberator) deals with 

high-level goals, the sequencer splits a sequencer splits a sequencer

goal into actions, and the controller

framework carries out the actions using 

a perceptual state and a primitive 

feedback loop. This process supports the 

implementation of more sophisticated 

and longer term goals, as well as ma-

chine learning, on which future defen-

sive cyber collectives will likely rely.

This architecture illustrates a 

layered approach to payload integration 

and command functions. The first stage 

of information flow involves sensor 

modules that collect data about the 

agent’s local or global environment. 

Other modules for the first stage include 

modules that provide secure and 

encrypted channels of communication. 

The second stage manages local percep-

tual state modules. Because the applica-

tion demands a small agent, the state 

tracking is minimal, based on current 

mission and policy. Learning and 

decisionmaking occur in the third stage. 

For this application, modules in the third 

stage implement the Unified Behavior 

Framework (UBF). [16] This behavior 

framework supports simple and aggre-

gate behaviors and is designed to be 

modified at runtime—illustrating one 

possibility for introducing flexibility and 

extensibility into the platform design. 

In this design, the behavior (or 

controller) carries out sets of actions 

designated by the sequencer and 

provides quick response to unexpected 

states (much like a human’s automated 

responses to tripping over a stone). The 

UBF maps behaviors together to form 

aggregate behaviors, and the mapping 

can be changed at runtime. Architec-

tural design such as this may help better 

express a commander’s intent or an 

operator’s policy expression, which may 

change frequently and unexpectedly 

based on the needs of the mission and 

the agent’s autonomy level.

The final stage in this model is an 

actuator stage. This stage usually consists 

of communicating alerts and status 

information back to human operators. 

However, if the system is under attack or 

detects threats to mission or resources, 
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such as distributed denial of service, 

modules in this stage may restructure the 

network or enable additional security 

constraints. Secure communications is 

built into the core agent design, with a 

key store that will most likely be distrib-

uted. Models such as this express intent 

for agent architecture with flexible 

payload support and execution of 

defensive missions that may or may not 

exist when the fleet is deployed. The 

modules at each stage need only support 

the interface and communication 

requirements of the agent design. This 

provides a framework that may grow in 

capability as the system evolves and may 

be reconfigured at runtime.

We believe the strength of such 

robotic-based control design helps focus 

delineation of tasks in the platform and 

helps identify the possible interfaces 

between discrete components. This 

design also reflects the concept that our 

defensive platforms essentially function 

in the role of distributed and coordi-

nated cyber sensor networks, with the 

added advantages of learning and 

large-scale communications. This 

particular design consideration offers us 

visibility into what the next generation of 

defensive agent collections will need to 

look like and helps us explore current 

technologies and design prototypes that 

may be integrated into a cohesive 

operational framework. Regardless of the 

particular agent design chosen, they will 

all need a high level of extensibility and 

flexibility to avoid monolithic platform/

payload realizations.

Autonomous Operations
Given flexibility in the agent architec-

ture itself, questions remain about how, 

when, and where to permit human oper-

ators to observe and control the keys to 

the future Cybercastle defensive infra-

structure. After all, attacks occur at the 

speed of electronic propagation, and 

detection/ response may need to execute 

at the same speed. Future systems will 

need some level of autonomy that our 

defensive cyber systems provide only in 

limited operational situations currently 

(i.e., quarantining a known detected 

virus). Future defensive platforms must 

provide visibility and fusion of data via 

payloads so that the cognitive band-

width of appropriate operators, adminis-

trators, and commanders remains low in 

the face of complex and coordinated 

network attacks. The effectiveness of the 

operator and the cyber platform network 

under consideration depends heavily on 

many factors, including the heteroge-

neity of the mission, the complexity of 

the interface to the cyber platforms, 

specific policies, the complexity of the 

payloads themselves, and the level of 

autonomy given to a cyber platform.

One common model for an operator 

control loop involves six levels of 

automation, as shown in Table 1. [17] 

Given a large network, a small number of 

centralized operators, the complexity of 

the USAF network defense mission, the 

number of varied activities in the future 

defensive landscape, and the speed of 

threats against this future integrated 

platform environment, it is unlikely that 

operators will be able to actively choose 

a course of action for each decision point 

(Level 1). Likewise, full software au-

tonomy (Level 6) is unlikely due to the 

nature of the missions involved and trust 

evaluation of commanders at various 

levels. Research will continue to refine 

how we may effectively and efficiently 

inject operator monitoring and control 

into the fabric of the Cybercastle walls.

Redundancy/Fault Tolerance
Through normal incidents that create 

network outages in connectivity 

providers and lower reliability of some 

military systems (wireless, satellite), 

networks today and in the future will 

undoubtedly experience periodic 

connection problems. Whether our 

future defensive cyber platform hierar-

chies remain connected and operational 

in such environments is a question of 

great importance. Cyber defensive plat-

forms in such network conditions must 

determine which missions are viable 

and how (if at all) the network must be 

reorganized. If a given set of missions 

cannot be completed, agent platforms 

must provide appropriate operator feed-

back or be programmed to execute 

autonomous decisionmaking evalua-

tions. An operator may want to cease 

processing specific missions or provide 

for an autonomous halt so other 

missions remain unaffected. Cyber 

defensive platforms will be the work-

horse to handle a wide variety of such 

network-related problems and will most 

likely act to provide correction, allow 

disconnected networks to rejoin, reeval-

uate traffic flows and patterns, and reor-

ganize network configurations so 

missions can continue.

A plethora of research into distrib-

uted systems exists for determining 

when a network becomes disconnected 

and how to establish new leadership. The 

Level Synapsis

1 The computer offers no assistance; human must make all decisions and take actions

2 The computer offers a complete set of decision/action alternatives

3 The computer offers a selection of decision/action alternatives

4 The computer suggests one alternative and executes that suggestion if the human approves (management 
by consent)

5 The computer suggests one alternative and allows the human a restricted time to veto before automatic 
execution (management by exception)

6 The human is not involved in the decision making process; the computer decides and  
executes autonomously

Table 1  Levels of Computer System Automation
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challenge for the Cybercastle of the 

future is determining if missions may 

continue based on more restricted 

resources. When loss of communication 

removes processing power, information, 

and assets that may be essential to 

completing the mission, we may allow 

our fleet of Cybercraft to know which 

resources are necessary to continue 

processing. How can we best represent 

these requirements? If the network is 

split evenly in two, each with the 

capability to continue the mission, 

should they both continue, should only 

one continue, or should both abandon 

processing? This provides yet another 

fertile ground of research, and the results 

will shape more precisely how defensive 

network suites function.

Looking Ahead
In the near term, there are several areas of 

achievable goals that we want to consider 

to develop and design the blueprints of 

the Cybercastle to meet the demands of 

the next few decades. Of interest will be 

the applicability of the HP2P design to 

military networks and our ability to 

formulate feasible options for hardware-

based levels of trust in a host/system 

design context. Cyber platforms will need 

to be overlaid onto networks with varying 

underlying physical hierarchical topolo-

gies and possibly some independent 

communication networks for key super 

peer platforms of importance.

To integrate revolutionary concepts 

into the mainstream operational 

networks of interest (which our future C3 

defensive systems will require to stay 

ahead of our adversaries), we must 

consider at some point how the transi-

tion from our current modes of operation 

might merge with newer technologies. 

We can start to gauge the design tradeoff 

space for the Cybercastle of the future by 

considering examples of current mis-

sion-critical systems, such as the 

Common Operational Picture (COP) and 

Air Operations Center (AOC). COP is a 

military system that distributes real-

time information about a mission area 

(typically geography-centric) to person-

nel who use the information for mission 

planning. In a simplistic view, imagine a 

terrain map viewed on a desktop 

computer. The COP then feeds informa-

tion about mission targets, friendly force 

locations (ground, air, and sea), points of 

interest, and other useful data overlaid 

onto the map. The information sent 

through the COP network typically 

consists of more than object position, 

and it allows operators to tie assets back 

to missions and vice versa. Such an 

integrated collection of missions may 

provide the perfect context for consider-

ing how revolutionary defensive changes 

may be integrated.

Regardless of what the Cybercastle 

physically looks like in 2020, we believe it 

must embody several of the principles we 

have discussed here: a secure root of 

trust that gives us the cyber high ground, 

a flexible C3 architecture that allows 

hierarchical and complex relationships 

among defensive nodes, and an exten-

sible agent architectural design that 

supports tailored payload development 

and implementation with minimal 

changes to established platform inter-

faces. Of course, this collective must also 

provide some ease of use, support for 

autonomy, and resilience against network 

failure/attack. We believe some of the 

building blocks exist for this Cybercastle 

already: namely, our earnest expectation 

as researchers and cyber warriors to see 

them realized so the USAF may indeed 

fly, fight, and win in Cyberspace.  n
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This article continues our profile 

series of members of the Information 

Assurance Technology Analysis Center 

(IATAC) Subject Matter Expert (SME) 

Program. The SMEs profiled in this 

article are Dr. Vic Maconachy and  

Mr. Allan Berg of Capitol College.

In October 2007 Dr. Maconachy 

assumed the position of Vice President 

for Academic Affairs and Chief Academic 

Officer, where he is charged with sustain-

ing and enhancing the academic quality 

of programs of study ranging from 

business administration to engineering, 

computer science, and information 

assurance. He also oversees the opera-

tions of the Innovation and Leadership 

Institute, Office of Academic Research, 

Library, and Space Operations Institute.

Before joining Capitol College,  

Dr. Maconachy held several leadership 

positions at the National Security Agency 

(NSA). He was appointed by the Director 

of the NSA as the Deputy Senior Com-

puter Science Authority, where he built a 

development program for a new genera-

tion of Cryptologic Computer Scientists. 

Before this position, Dr. Maconachy 

served as the Director of the National 

Information Assurance Education and 

Training Program (NIETP). He was 

responsible for implementing a multidi-

mensional interagency program, 

providing direct support and guidance 

to the services, major Department of 

Defense (DoD) components, federal 

agencies, and the greater national 

information infrastructure community. 

This program fosters the development 

and implementation of information 

assurance training programs as well as 

graduate and undergraduate education 

curricula. In this capacity, he served on 

several national-level government 

working groups and in an advisory 

capacity to several universities.  

Dr. Maconachy was the principal 

architect for several national Informa-

tion Security (INFOSEC) training 

standards in the national security 

systems community. During Dr. Macon-

achy’s time at the NSA, he held many 

different positions, including INFOSEC 

Operations Officer, INFOSEC Analyst, 

and Senior INFOSEC Education and 

Training Officer.

Before joining the NSA, Dr. Macon-

achy worked for the Department of Navy. 

He developed and implemented IN-

FOSEC training programs for users and 

system maintainers of sophisticated 

cryptographic equipment. He also 

served as the Officer in Charge of several 

INFOSEC-related operations, earning 

him the Department of the Navy Distin-

guished Civilian Service Medal. Dr. 

Maconachy is also a founder, past chair, 

and member of the National Colloquium 

for Information Systems Security 

Education. Dr. Maconachy holds a PhD 

from the University of Maryland, has 

written numerous publications and 

earned awards related to information 

assurance, and has received the presti-

gious National Cryptologic Meritorious 

Service Medal. [1]

Mr. Allen Berg is the Assistant Dean 

for Graduate Studies and Director of the 

Critical Infrastructures and Cyber 

Protection Center. Before joining Capitol 

College, Mr. Berg was the Director of 

Information Assurance and Infrastructure 

Protection Programs at Towson University, 

and he was an assistant professor and 

Deputy Director of the Center for Informa-

tion Assurance at the University of Dallas 

Graduate School of Management. Before 

joining the University of Dallas, Mr. Berg 

served as an Associate Director of the 

Institute for Infrastructure and Informa-

tion Assurance and the Deputy Director of 

the Commonwealth Information Security 

Center in the College of Integrated Science 

and Technology at James Madison 

University (JMU). During his tenure at 

JMU, he was instrumental in developing 

the remote-learning MS in computer 

science concentrating in information 

security and the remote-learning MBA 

concentrating in information assurance. 

In addition, he developed and imple-

mented marketing strategies that forged 

educational relationships between the 

university, corporations across the 

country, DoD, federal and state govern-

ment agencies, and other educational 

institutions. Mr. Berg served as a member 

Capitol College SME
by Angela Orebaugh

I A T A C  S P O T L I G H T  O N  F A C U L T Y
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The Vanishing Network Perimeter

Converged enterprise networks bring 

together a wide variety of applica-

tions, protocols, devices, and underlying 

network types. The result is a communica-

tions environment in which employees are 

no longer restricted to using network 

services from traditional office worksta-

tions. Instead, they now frequently access 

voice and data network application 

services while traveling and at home. The 

traditional enterprise network “perimeter” 

is disappearing, and network access now 

extends to just about everywhere. Separate 

networks are joining together to provide a 

seamless experience that does not require 

users to stop and restart a data or voice 

session when they change locations. 

Corporate network security must adapt to 

support this transition.

Historically, the intersection of the 

public Internet and the private corporate 

campus local area network (LAN) has 

been considered the one and only 

network perimeter and the most vulner-

able spot in the network because the 

Internet is a publicly accessible network. 

The Internet also falls under the manage-

ment purview of multiple network 

operators, rather than individual enter-

prise network managers. Therefore, it is 

considered an “untrusted” network.

This network junction should 

continue to receive access control, firewall, 

and intrusion detection and prevention 

filtering protection. Today, a full defense-

in-depth approach to security has become 

an industry best practice. With a defense-

in-depth approach to security, multiple 

security points are placed between the 

user of the data and where the data is 

processed and stored, helping enterprises 

better deter both internal and external 

attacks against their network or data. 

Attacks may vary in nature, with each 

requiring a different technological 

solution. The defense-in-depth security 

model helps protect against several 

different types of risks and reaches beyond 

the traditional network perimeter to 

permeate the wide area network (WAN), 

internal wired and wireless LANs, corpo-

rate servers, end-user computing devices, 

and enterprise data.

One recommended best practice for 

implementing defense in depth is to use a 

centralized management model, which 

involves automatically deploying software 

updates network-wide, in line with 

corporate policy, from a network opera-

tions center (NOC) or security operations 

center (SOC). This approach provides a 

substantial degree of automation that 

helps keep security, application, and 

operating system software updates 

synchronized. Keeping updates current 

becomes increasingly important as 

networks scale larger. A missed update 

could leave a chink in network armor, 

making centralized and automated update 

processes far more reliable and safe than a 

manual or ad-hoc process.

Identifying and Helping to Protect 
Network Trust Boundaries
If a concrete network perimeter no longer 

exists, how do you identify and strive to 

protect multiple network perimeters, or 

trust boundaries, that may be invisible? 

The answer lies with first identifying the 

various places where data is stored and 

used, such as in servers and client 

computing devices, and then considering 

the various ways potential internal or 

external attackers might cause harm,  

such as by— 

Attempting to gain unauthorized f

access to resources

Listening to or capturing packets f

in transit

Flooding network servers or devices f

with corrupt packets to create a 

denial-of-service (DoS) or distributed 

DoS (DDoS) attack that could over-

whelm the devices and render them 

inoperable.

Externally, firewalls and intrusion 

prevention systems (IPS) join with 

encryption and endpoint security capa-

bilities to help protect against data theft, 

unauthorized access, and the release of 

infected code (malware, such as worms) 

that remote and mobile devices might pick 

up from the public Internet. Internally, 

virtual LANs (VLAN), firewalls, and IPSs 

help thwart breaches between depart-

ments, between LANs, and between LANs 

and servers.

Securing the Converged 
Enterprise, Part 2 
Network Defense-in-Depth Architectural 
Considerations
by AT&T
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Let’s take a closer look at these 

various solutions, how they function at 

each network segment, and some deploy-

ment options and considerations.

External Defenses
External defenses are designed to help 

protect data and voice traffic in transit 

over the WAN, thwart unauthorized 

external access to internal resources, and 

keep private sensitive data stored in 

mobile computing devices confidential. 

Protecting the traditional network perim-

eter at WAN access points in the data 

center and at branch and remote offices 

falls in the “external defense” category. 

External defense also includes measures 

taken to protect data in transit and 

endpoint or client device security.

Break-Ins and Malware
To protect physical LAN-WAN intersec-

tions such as at data centers, branch loca-

tions, and home-office locations, 

installing a series of gateways between 

users and data resources is recommended. 

In many cases, virtual private network 

(VPN) providers offer this service to help 

ensure a private device never directly 

exposes its own IP address to the public 

Internet, public switched telephone 

network (PSTN), or other shared network. 

The idea is to install layers of security 

between the user and resource, making it 

more difficult for potential malicious 

hackers to discover the IP addresses of an 

enterprise’s servers and routers and break 

into them to cause mischief. If considering 

a gateway service, businesses should 

discuss with their service provider the 

appropriate number of gateways needed 

to achieve the desired level of security. 

Businesses should also address fees  

associated with the creation of multiple 

security layers.

Similarly, firewalls and IPSs are 

designed to protect connections at 

specified enterprise locations. Businesses 

can install and manage these devices at 

every site or purchase a managed service 

from a carrier. Alternatively, a network-

based service (which does not require a 

CPE purchase) can be used to filter traffic 

against user access control lists (ACL) 

and other enterprise criteria at the 

service provider point of presence. The 

point of presence is where the enterprise 

access connection either meets a Multi-

Protocol Label Switching (MPLS) 

backbone used for VPN services or meets 

the edge of an Internet service provider’s 

network where encryption is applied to 

create an Internet VPN.

As noted, firewall and IPS filtering 

can be conducted at each enterprise WAN 

access point. However, this solution is less 

scalable. Having the service directly in a 

provider’s backbone network allows 

businesses to scale these security capabili-

ties as users and sites are added to the 

network. By filtering “bad” traffic from the 

network before it traverses the last-mile 

access link, identified unauthorized access 

attempts and malware are segregated 

from the network and its internal IP 

addresses. Keeping the malicious traffic at 

a distance helps reduce the likelihood of it 

harming the network.

Monitoring for Internet Threats
To further defend the WAN, emerging 

public Internet scanning services that help 

detect precursors to worms and other 

malicious events are available. The service 

is designed to then notify users of the 

pending vulnerabilities. Other services 

can specifically examine individual 

Internet or VPN traffic and potentially 

detect a DDoS attack aimed at an indi-

vidual network. Some managed services 

will automatically deploy policies and take 

action to mitigate risks when certain 

events are detected on an individual VPN.

Encryption of Data in Transit
For added privacy protection of the data in 

transit, encrypted VPNs should be used in 

cases where traffic traverses the public 

Internet infrastructure. Encryption 

scrambles data and authentication infor-

mation to create a private “tunnel” for 

each customer through the publicly 

shared Internet to protect the privacy of 

data in transit.

The VPN can be in the form of an 

IPSec VPN service between fixed corpo-

rate sites or a Secure Sockets Layer (SSL) 

VPN service for remote and mobile users. 
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Both SSL VPN and IPSec VPN support 

encryption, data integrity, and authenti-

cation technologies, such as Triple-DES, 

128-bit RC4, Advanced Encryption 

Standard (AES), MD5, and SHA-1.

IPSec VPNs operate at Layer 3 and are 

recommended for static, “trusted” private 

enterprise sites that require LAN access on 

par with the primary site. IPSec encryp-

tion can be delivered in the form of a 

service that encrypts traffic across the 

service provider’s backbone and utilizes a 

carrier’s economies of scale as a business’s 

number of sites and traffic volumes grow. 

Alternatively, VPN termination equipment 

can reside on the premises and can be 

installed and managed individually or by a 

carrier in the form of a managed network 

service. To help protect the network, 

security controls should be placed 

between the VPN egress point and the 

enterprise network.

For mobile workers requiring “on the 

fly” encryption, SSL VPNs may be a good 

choice. Because they are browser based, 

require no installation or maintenance of 

special client-side software, and offer 

application-layer access control, SSL VPNs 

can be quickly deployed. Unlike IPSec 

VPNs, SSL VPNs encrypt and decrypt  

at Layer 7 (see OSI model illustration).

Encryption and MPLS VPNs
MPLS technology creates virtual circuits 

that keep one customer’s traffic from 

intermingling with another’s. 

Encryption over these types of VPNs is 

not necessarily needed but is recom-

mended for companies with the highest 

security requirements, such as those 

transmitting sensitive customer data. 

Services are available to encrypt traffic 

across the LAN or a shared MPLS back-

bone network segment.

Endpoint Security
Endpoint security involves creating poli-

cies for end-user computing devices, such 

as laptops, handhelds, and smartphones. 

The policies should cover—

Update status of the device  ff

software programs

Frequency of device scanning by ff

central NOC or SOC to check for  

out-of-date software

Protection against viruses and  ff

other malware

Use of personal firewalls and host-ff

based IPS software on the device

Data protection through data rights ff

management (DRM) solutions.

In the case of personal firewalls and 

host-based IPSs, consider the mobile 

device almost as a mini-network unto 

itself. It has an IP address for accessing the 

Internet. Without a personal firewall, the 

IP address is exposed directly to the 

Internet. Someone could find the IP 

address and compromise the system if the 

intruding system’s own source address is 

not filtered off the network. The same 

holds true with host-based IPSs: someone 

could inject malicious code onto the 

computing device, either to cause harm to 

the device itself or to potentially infect the 

corporate network the next time the device 

connects to it.

Those policies can be enforced 

internally or through a carrier service 

that matches incoming service requests 

from mobile devices to a corporate policy. 

The policy resides in either an appliance 

or router in the data center and the 

scanning can take place there. Industry-

wide, router and antivirus software 

makers have teamed together to build 

antivirus capabilities into common 

network equipment that scales to cover 

many devices as they attempt to access 

the network.

Policies can also be uploaded from 

the data center to a service provider’s NOC 

or SOC, where incoming requests are 

scanned on behalf of the business to help 

keep “bad” traffic further from network 

components. The scans compare the 

software versions residing on the devices 

with the corporate mandate. If there is a 

match, the connection is allowed. If not, 

the IPS technology takes the action as 

dictated by policy to block the connection, 

update the software, or quarantine the 

connection for later remediation. 

Other variables can be part of the 

policy as well, such as what type of 

connection the device is using to con-

nect. Certain types of connections might 

be restricted from accessing certain 

resources. Similarly, there might be 

different policy requirements for guest 

access and for extranet users (business 

associates who you allow access to some 

of your network resources).

Internal Defenses
The primary goal of deploying internally 

focused security layers is to enforce 

enterprise policies regarding users’ 

access rights. Layer 3 (see OSI model 

illustration) firewalls are used in a 

number of places to help verify that only 

authorized users gain access to the 

network by matching corporate policies 

of users’ network access rights to the 

connection information surrounding 

each access attempt. If there is no match, 

the firewall blocks the connection.

Segregating Departments
Many enterprises create VLANs to logi-

cally segregate user access to various 

corporate resources across their LAN. 

Enterprises often classify users and place 

them into segregated VLANs by depart-

ment, but they can also create VLANs 

using another corporate criteria, such as a 

job title. In some cases, guests are placed 

into a “guest VLAN,” and those users 

might not have access to anything but the 

public Internet.

Employees, guests, and extranet 

associates and vendors might represent a 

high-level classification of users, and 

employees may be further subdivided. 

Each classification is placed in its own 

VLAN, with access limited to resources 

specific to that user group. Similarly, Voice 

over IP (VoIP) traffic is usually placed in a 

separate voice VLAN with access limited 

to the corporate PBX (see “Securing the 

Converged Enterprise, Part I” for a 

discussion about securing voice traffic).

VLANs usually aggregate in Ethernet 

switches in the distribution layer of the 

corporate network. These switches reside 
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between wiring closet switches and core 

data center switches. In this location, 

businesses should deploy protection 

against members of a VLAN gaining 

access to another VLAN’s off-limits 

resources. These areas are locations 

where firewall filtering plays a role.

Firewalls represent the first level of 

access checking. They will either grant or 

deny a given IP address access to a 

resource. Deploying them at key “entry” 

points, such as where VLANs come 

together, where public and private 

networks meet, and where wireless and 

wired networks meet, reinforces corporate 

access policies to help ensure individuals 

see only the data they are supposed to see.

Many firewalls now also support 

application-layer inspection at Layer 7 

(see OSI model illustration) for perform-

ing IPS capabilities, which check for 

anomalous protocol behavior. They also 

identify applications that attempt to 

“sneak” through the firewall at Layer 3 by 

hopping across TCP ports or by piggy-

backing onto the open TCP port 80 

(defined to carry Web traffic).

Locations where a switch or router 

links one network or network segment to 

another form trust boundaries. A trust 

boundary is a vulnerable network border 

that provides an opportunity for a hacker 

or malicious code to enter the network. 

Each trust boundary represents a poten-

tial point of entry for a clever hacker. 

Firewalling and IPS capabilities, at a 

minimum, should be present at each of 

these boundaries.

Where Wired and Wireless LANs Meet
There is a juncture where 802.11-based 

wireless LANs (WLAN), also called “Wi-Fi” 

networks, meet the wired LAN. Security 

mechanisms built into Wi-Fi access points 

(AP), controllers, and client devices cover 

user authentication and encryption of 

passwords and authentication messages at 

the lower two OSI layers. However, as 

another trust boundary, this point in the 

network should also be checked to ensure 

wireless users match their wired access 

network rights and to prevent the mali-

cious code from getting onto the network 

via the wireless network.

Some WLAN systems have per-user 

firewalls built directly into them. Others 

do not, requiring wireless users to pass 

through either the central NOC/SOC 

firewall or a firewall appliance that 

front-ends the WLAN controller. Some 

large networking vendors that partici-

pate in both wired and wireless markets 

have integrated the systems to a point 

where security devices on the wired  

LAN (whether managed internally or by 

a service provider) communicate with 

the WLAN controller, thereby applying 

both wireless and wired security 

protection capabilities to the radio 

frequency (RF) traffic.

Wi-Fi networks operate in unlicensed 

spectrum, which means anyone can use 

these frequencies as a network medium, 

even if they potentially interfere with 

another network. Wireless, which radiates 

in three dimensions, is less controllable 

and traceable than wires that plug directly 

from user computers into Ethernet switch 

ports. Radio waves can leak outside the 

building, making it possible for an attacker 

to piggyback on a user connection and 

gain access to the corporate network. 

Theoretically, if wired authorization, 

authentication, and accounting (AAA) 

measures are rock solid, they will help 

prevent attackers from coming in through 

the wireless back door. At this point in 

time, that is not a risk most enterprises are 

willing to take. 

Wireless IPSs that operate at the RF 

level to detect unauthorized (rogue) 

devices can be deployed as an integrated 

part of a WLAN system, an overlay 

monitoring system operated in house, or a 

third-party service (see wireless IDS/IPS 

illustration). Many can detect whether 

the rogue device is actually connected to 

the corporate network. Rogue devices 

that are connected are more dangerous 

because such a connection means an 

unauthorized device has established a 

potential path to network resources. 

Unconnected rogues might simply belong 

to a nearby network operator.

OSI is considered the primary architectural model for inter-computer communications. Layers 1–3 handle data 
transport issues. Layers 4–7 deal with applications. The layers are as follows—
Ñ Layer 1—Physical Layer. Is the physical medium by which the customer information and packets are 

transported from origination to destination (OC3, cable, wireless, LAN, copper, SONET, private line)
Ñ Layer 2—Data-Link Layer. Transports frames across the physical layer and provides transmission error 

notification (Frame Relay, ATM, Ethernet)
Ñ Layer 3—Network Layer. Provides routing and related functions that enable multiple data links to be 

combined into an inter-network (routing protocols [BGP], IP, VPN, VPLS, MPLS)
Ñ Layer 4—Transport Layer. Provides end-to-end transmission correctness, data recovery, and flow control using 

(Transmission Control Protocol [TCP] and User Datagram Protocol [UDP])
Ñ Layer 5—Session Layer. Establishes a session (allows two networked resources to hold ongoing communica-

tions across a network) and security (SQL, Net BIOS)
Ñ Layer 6—Presentation Layer. Determines how computers represent data; ensures information sent from the 

application layer of one system will be readable by the application layer of another system (data compression, 
data encryption, format conversion, use of image, ASCII, MPEG)

Ñ Layer 7—Application Layer. Generates or interprets data (File Transfer Protocol, Simple Mail Transfer 
Protocol, electronic mail, Web browser).

OSI Model

Application – Layer 7

Presentation – Layer 6

Session – Layer 5

Transport – Layer 4

Network – Layer 3

Data Link – Layer 2

Physical – Layer 1
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Even if a rogue access point is not 

connected to the network, it is still a red 

flag. It might try to connect to the network 

or lure a client device to the network.

Wi-Fi clients are designed to 

associate to the wireless access point 

with the strongest signal. If the client 

associates to a malicious rogue, the rogue 

can flood the client (or the network to 

which the client connects) with messages 

to cause a DoS attack. In an effort to 

capture that user’s credentials, the rogue 

access point may also lure the user to a 

phony Web site that appears to be the real 

thing. This is a breach called phishing.

Most wireless IPSs alert businesses 

to issues surrounding rogue activities 

and have the capabilities to automate the 

process of shutting down a rogue. 

Caution should be exercised with that 

option, particularly if the network is in a 

multi-tenant building or a fairly popu-

lated environment. The detected rogue 

might be a legitimate device in use by 

the business down the hall or the 

residence next door. Automatically 

shutting down these devices could create 

other issues.

When using wireless IPS systems, it 

is important to program them so they 

continually scan all worldwide chan-

nels—even those not sanctioned for use 

in the company’s own particular 

country. Otherwise, the rouge access 

point might be overlooked.

Conclusion
Convergence is happening across 

devices, networks, protocols, and appli-

cations. This integration affords busi-

ness users many productivity and 

time-saving benefits and entirely new 

communications capabilities not previ-

ously possible. However, because 

employees increasingly work in branch 

offices, in home offices, or in a mobile 

fashion from anywhere on the road, 

there is no longer a single network 

perimeter to protect. Instead, there are 

multiple, invisible network edges that 

need defending as users access the 

corporate network from many locations 

(both trusted and untrusted) and start to 

store sensitive data in their mobile 

computing devices.

Because of the distribution of users 

and computing devices, applying 

security measures to the converged 

enterprise has become a multi-dimen-

sional discipline that requires a defense-

in-depth approach to network security to 

help protect against various types of 

risks, such as—

Unauthorized access to resourcesf

Theft of data packets in transitf

Break-ins to personal  f

computing devices

Introduction of viruses and other f

malware onto the corporate 

network that could render one or 

more systems inoperable

Unauthorized use or alteration of f

enterprise data.

Centralizing the functions of 

pushing software updates and managing 

access control, firewalling, and intrusion 

protection helps ensure an enterprise 

consistently enforces a single corporate 

policy or set of policies network-wide. 

This centralization also allows security 

measures to scale as the network and 

number of users and devices grow. CPE 

can be installed and managed in house 

or through a service provider in the form 

of a managed service. Alternatively, a 

WAN service provider can deploy and 

manage a centralized, multi-layer 

defense from its own NOC or SOC in the 

form of a service. In this scenario, rules 

and policy engines in the corporate data 

center communicate with the provider’s 

NOC or SOC, where they are enforced.

The traditional network perimeter 

has vanished and the convergence of 

different traffic and application types on a 

common network means putting many 

more “security-related eggs” into a single 

basket. A threat to the data network, for 

example, has suddenly become a threat to 

the voice network, too. These conditions 

are challenging enterprise IT departments 

to build a comprehensive, multi-dimen-

sional foundation that uses a mix of 

services, products, policy, and network 

automation to cast a strong net of security 

measures across their organizations’ 

dynamic and ever-evolving communica-

tions infrastructure.

Key Points to Securing a  
Converged Environment

Utilize the network as a  f

security device

Deploy a centralized defense-in-f

depth architecture for consistent 

enforcement of policy and scalability

Aim to detect and block malware on f

the endpoint and in the network

Use strong authentication  f

with users

Help protect data using multiple f

solutions, including DRM, encryp-

tion, and access control

Take both preventative and near real-f

time measures to help protect data.  n
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Public and private parties have been 

conducting product evaluations ever 

since products originated. The degree of 

trust in those evaluations is dependent on 

the evaluator’s expertise and objectivity. 

Government laboratories generally have a 

high degree of public trust, but they may 

not operate at competitive rates. The US 

Government did not initiate testing of 

commercial information assurance (IA) 

products until the late 1970s, but their 

inability to test an exponential rise in 

security products gave rise to commercial 

laboratories. This article discusses how 

the International Common Criteria (CC) 

Standard meets that need.

Since 2000, Common Criteria Test 

Laboratories (CCTL) have been conducting 

evaluations of IA products under the 

National Information Assurance Partner-

ship (NIAP); overwhelmingly, results have 

indicated that the security of these 

products has improved. The Common 

Criteria Evaluation and Validations 

Scheme (CCEVS), which is the US imple-

mentation of the International Common 

Criteria Standard (International Organiza-

tion for Standardization [ISO] 15408), is 

flourishing with more than 100 ongoing 

evaluations and nearly 300 evaluations 

completed to date.

History of Evaluations
In the 1980s, the US Government evalu-

ated products against security criteria 

under the Trusted Products Evaluation 

Program (TPEP). Later, the Trust 

Technology Assessment Program (TTAP) 

became a joint National Security Agency 

(NSA) and National Institute of Standards 

and Technology (NIST) effort to commer-

cialize the evaluation of commercial  

off-the-shelf (COTS) products at the lower 

levels of trust. Under the auspice of the 

National Voluntary Laboratory 

Accreditation Program (NVLAP), TTAP 

accredited and provided oversight of 

commercial evaluation laboratories 

focusing initially on products with 

features and assurances characterized by 

the Trusted Computer System Evaluation 

Criteria (TCSEC) B1 and lower levels of 

trust. European Community evaluations 

were performed under the purview of 

national test standardization bodies asso-

ciated with NVLAP. The TTAP was estab-

lished to transition from TCSEC-based 

evaluations to CC-based evaluations 

under a common evaluation methodology.

In the 1990s, European-developed 

criteria were filling a role roughly equiva-

lent to the TCSEC and Information 

Technology Security Evaluation Criteria 

(ITSEC). Canadian Trusted Computer 

Product Evaluation Criteria was the 

Canadian equivalent of the TCSEC. In 

January 1996, The CC, a multinational 

effort to write a successor to the TCSEC 

and ITSEC that combines the best aspects 

of both, was released. In the United States, 

120 product evaluations were conducted 

under TPEP and TTAP during a 16-year 

period, with an average cost to the US 

Government exceeding $1 million per 

evaluation/validation. During that time, a 

typical C2 (roughly equivalent to today’s 

Evaluated Assurance Level [EAL] 2 or 3) 

product evaluation required between 1.5 

years and 3 years to complete.

EAL refers to the functional or 

assurance claims in predefined packages. 

For example, EAL 1 means that the 

product has been functionally tested using 

available off-the-shelf vendor documenta-

tion. EAL 4 means the product has been 

functionally tested with insight into the 

design and comprehensive test coverage. 

Testing was supported by an independent 

search for obvious vulnerabilities. An EAL 

7 evaluation would mean more formal 

methods and systematic covert channel 

analysis was performed. These products 

must be modular and layered in design, 

and an independent search for vulnerabili-

ties by an attacker with high-attack 

potential is accomplished by NSA.

History of the Common Criteria
In 1994, the United States joined the 

Europeans and Canadians to develop the 

first version of the international CC. In 

1999, the ISO adopted the CC and became 

ISO 15408. Then in 1998, the Common 

Criteria Mutual Recognition Arrangement 

(MRA) was established with initial signa-

tories: Canada, France, Germany, the 

United Kingdom, and the United States. 

Australia and New Zealand joined in 

Common Criteria Testing 
Continues to Improve 
Security of IA Products
by Steve Rome
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Figure 1  Signatories of CCRA (March 2008)

1999, followed by Finland, Greece, Israel, 

Italy, the Netherlands, Norway, and Spain 

in 2000. Under MRA, each member 

nation mutually recognizes and accepts 

evaluations against the Common Criteria 

standard accomplished at CC EALs 1–4. 

The original MRA was signed in 1998 by 

Canada, France, Germany, the United 

Kingdom, and the United States. 

Australia and New Zealand joined in 

1999, followed by Finland, Greece, Israel, 

Italy, the Netherlands, Norway, and Spain 

in 2000. The arrangement has since been 

renamed Common Criteria Recognition 

Arrangement (CCRA), and membership 

continues to expand. The European 

Union countries within the former ITSEC 

agreement also typically recognize 

higher EALs. Evaluations at EAL5 and 

above often involve the security require-

ments of the host nation’s government; in 

the United States, NSA conducts addi-

tional testing.

Nations can sign up to accept 

evaluations that member nations perform 

(certificate consuming), and they may 

become certified to conduct evaluations 

(certificate producing). Figure 1 illustrates 

the current 24 signatories. Italy is working 

to become a certificate-producing nation 

in 2008. Many other nations have inquired 

about joining the CCRA.

US Policy
The National Security 

Telecommunications and Information 

Systems Security Committee (NSTISSC), 

now known as the Committee on 

National Security Systems (CNSS), 

published the National Security 

Telecommunications and Information 

Systems Security Policy (NSTISSP) No. 11, 

Subject: National Policy Governing the 

Acquisition of Information Assurance (IA) 

and IA-Enabled Information Technology 

(IT) Products, in January 2000 and revised 

it in June 2003. For the US national secu-

rity community, it mandated that all 

COTS IA and IA-enabled products be 

evaluated by at least one of the following—

International Common Criteria MRAf

NIAP Evaluation and Validation f

Program (CCEVS)

NIST Federal Information f

Processing Standard (FIPS) valida-

tion program.

To learn more, readers may wish to 

read the fact sheet at the following 

website http://www.cnss.gov/Assets/pdf/

nstissp_11_fs.pdf.

In October 2002, Department of 

Defense (DoD) Directive (DoDD) 8500.1 

was issued mandating compliance with 

NSTISSP 11, which requires that products 

be evaluated or in evaluation (with 

successful evaluation a condition of the 

purchase). In February 2003, DoD Instruc-

tion 8500.2 mandated that products being 

Common Criteria Recognition Arrangement (CCRA)

Certificate Producers

Certificate Consumers

JapanGermanyFranceCanadaAustraliaUSA

HungaryGreeceFinlandDenmarkCzech RepublicAustria

TurkeySingaporeMalaysiaItalyIsraelIndia

UKSouth KoreaSwedenSpainNew ZealandNetherlands
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evaluated also conform to a Government 

Protection Profiles (PP) (whenever one 

exits). Government PPs identify sets of 

security and assurance requirements for 

specific technology types. A PP is a 

combination of threats, security objec-

tives, assumptions, security functional 

requirements (SFR), security assurance 

requirements (SAR), and rationales. For 

current validated US PPs, visit the US 

Scheme at the following website http://

www.niap-ccevs.org/ppl.

For US Government entities not in the 

national security community, NIST 

published Guidelines to Federal Organiza-

tions on Security Assurance and Acquisi-

tion/Use of Tested/Evaluated Products 

(Special Publication 800-23) in August 

2000. These guidelines apply to all US Civil 

Government and recommend CC evalua-

tions and validations. See http://csrc.nist.

gov/publications/PubsSPs.html.

Common Criteria Today
In the United States, CCEVS oversees the 

nine accredited CCTLs that are currently 

conducting more than 120 product evalu-

ations. Figure 2 illustrates the current 

NIAP laboratories. Information about each 

laboratory can be found at the following 

website: http://www.niap-ccevs.org/

cc-scheme/testing_labs.cfm.

Of the roughly 300 products that have 

completed evaluations, the security 

posture of most has been improved. A typi-

cal evaluation not only improves the 

documentation but also usually finds 

areas that vendors correct in the product 

as a result of penetration and other testing. 

Laboratories work closely with clients to 

improve their products. Security improve-

ments have greatly reduced vulnerabilities 

in products, and our clients believe that 

the CC experience provided value. 

Evaluation levels have been focused higher 

over the past year, but all US laboratories 

have experienced a steady flow of new and 

repeat clients as the US Government and 

private industry embrace NSTISSP 11.

For insight into evaluations that other 

CC member nations have conducted, 

visit the following website:  

http://www.commoncriteriaportal.org.

An interesting trend is that more 

users within the community are recogniz-

ing the value of security testing, especially 

as it applies to accreditation decisions. The 

Common Criteria was always reliant on 

the security product user understanding 

the environment in which the product 

would be employed. For evaluation results 

to be used properly, one must examine the 

Security Target and the Validation Report, 

which for US evaluations, is posted on the 

CCEVS Web site. Although the CC evalua-

tion provides significant insight into the 

security posture and the validation of 

vendor claims, some product vendors have 

begun asking Booz Allen Hamilton for 

testing that can be submitted as evidence 

for accreditation decisions efforts to 

facilitate receipt of an authority to operate 

(ATO). In these cases, we do not perform 

CC testing but may issue a security 

assessment report that not only provides 

senior managers and system owners with 

information about security vulnerabilities 

and associated risks present on the 

product or system but also helps them 

allocate resources to implement safe-

guards for reducing the overall system 

security risk posture.

As threats to our systems evolve, the 

CC and its implementation will need to 

continuously adapt to serve users. The CC 

Development Board meets semiannually 

to further develop the CC standard. The 

US CC Scheme also develops and distrib-

utes new policies to enhance the value of 

CC evaluations for vendors and customers. 

The goal is to continually reduce the 

vulnerabilities to products in use.

You can stay current on the latest poli-

cies for the US Scheme at the CCEVS 

website: http://www.niap-ccevs.org/

cc-scheme.

What’s Next
Users throughout the private and public 

sector have a need to understand more 

about products used in their systems and 

how to reduce overall risk associated with 

vulnerabilities introduced by those prod-

ucts. The CC and associated testing 

provide some of that information, but it 

must be a part of an overall system evalua-

tion. Consumers will continue to ask more 

about system components, and the CC 

will likely evolve to meet that demand. 

The best minds in industry and the 

Government will continue to discuss and 

shape the future of product evaluations.  n
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Founded in 1927, Capitol College is a 

private nonprofit institution that offers 

BA and MA degrees as well as professional 

development training and certificates. The 

52-acre campus, located in Laurel, MD, is 

dedicated to engineering, computer 

science, information technology, and 

business. All graduate-level degrees are 

available online and are supported by 

software that delivers live, real-time 

lectures. Capitol College prepares students 

for challenging, competitive careers by 

blending academic excellence with prac-

tical learning experiences though collabo-

ration with business and government 

agencies, such as the National Aeronautics 

and Space Administration (NASA)-

supported Space Operations Institute, 

National Security Agency (NSA), and 

Department of Homeland Security (DHS). 

In addition, Capitol’s faculty members  

are scholarly practitioners who are recog-

nized in their fields and well-connected to 

the industry. [1]

Capitol College offers both a BA and 

an MA in information assurance. Courses 

in the Bachelor of Science in Information 

Assurance (BSIA) map to the seven 

domains of the Systems Security Certified 

Professional (SSCP) certification and 

prepare students for the CompTIA 

Security+ examination. [2] The Master of 

Science in Information Assurance (MSIA) 

includes a core curriculum with elective 

courses in specialty focus areas. MSIA 

graduates prepare for careers as informa-

tion systems security officers, information 

security analysts, administrators and 

consultants, risk managers and auditors, 

chief technical officers, chief information 

officers, and many more. The MSIA 

provides students with the professional 

competencies specified by the joint NSA 

and DHS Committee on National Security 

Standards (CNSS) and the (ISC)2 organiza-

tion’s requirements for the Certified 

Information Systems Security Professional 

(CISSP) credential. [3] NSA and DHS have 

designated Capitol College as a National 

Center of Academic Excellence in Informa-

tion Assurance Education (CAE/IAE). 

Capitol’s graduate curriculum in informa-

tion assurance is mapped to the six CNSS 

standards, including the three standards 

at the advanced level. In addition to 

complying with the CNSS requirements, 

the eight required courses are mapped to 

all ten of the CISSP domains. [4]

Capitol College’s Critical Infrastruc-

tures and Cyber Protection Center (CICPC) 

provides education, training, certification, 

research, and outreach focused on the 

nation’s critical and cyber infrastructures. 

The CICPC collaborates with government, 

industry, and other academic institutions 

to address legal, technology, and policy 

change issues in critical infrastructure 

protection and cyber security.

In March 2008, Capitol College hosted 

“America on the Cyber Edge: A National 

Symposium for Pulling Together Silos of 

Excellence in Information Assurance.” The 

event was a step in the right direction for 

addressing cyber security in the United 

States. The intent of the symposium was to 

create a dialogue and use academia as a 

middle ground to discuss the nation’s 

preparedness to deter, detect, and respond 

to a cyber attack. The symposium charac-

terized the nation’s current state of 

preparedness as silos—silos of  

opinions, silos of expertise, silos of varying 

responsibilities, and silos of planning. The 

result is no coalesced action. A call to 

action was proposed to urge officials to 

sign pledges indicating their commitment 

to protecting the United States’s informa-

tion infrastructure. [5]

Capitol College continues to gain 

recognition for its academic reputation 

and research. The national editorial review 

team at http://GetEducated.com, an 

independent, online degree clearinghouse, 

has designated Capitol College’s MS degree 

in computer science a “Best Buy” for 2008. 

The list also ranked Capitol’s MS in 

information assurance as an honorable 

mention candidate. In addition, Capitol 

received a grant for three new scholarships 

under the Department of Defense (DoD) 

Information Assurance Scholarship 

program (IASP). Programs like IASP assist 

Capitol in its efforts to continue to produce 

information assurance professionals 

equipped to ensure the security of the 

nation’s critical infrastructures.  n
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In previous editions of the IAnewsletter

(Vol. 8 No. 3, Winter 2005/2006 and Vol. 

9 No. 3, Fall 2006) Mr. Wayne Wise and  

Mr. John Palumbo of the United States 

Strategic Command (USSTRATCOM) 

described the structure and status of the 

Department of Defense (DoD) Enterprise-

Wide Information Assurance (IA)/

Computer Network Defense (CND) 

Solutions Steering Group (ESSG) and its 

efforts. This entry will explain the struc-

ture and status of a key sub-element of the 

ESSG, the DoD Enterprise-Wide IA/CND 

ESSG Technical Advisory Group (TAG).

Mission
The TAG exists to provide technical advice 

to the ESSG and to provide technical 

requirements for solutions to be procured 

and implemented in support of ESSG 

priorities. To do this, the TAG performs 

seven basic activities—

Provides initial requirements for 1.

inclusion in a Request for 

Information (RFI)

Evaluates responses to RFIs to refine 2.

requirements for a Request for 

Proposal (RFP)

Holds Industry Days (which usually 3.

last several days) to view demon-

strations from selected vendors and 

to further refine requirements for 

an RFP

Makes recommendations to the 4.

ESSG for each product category as 

to whether or not the market space 

is mature enough to hold a competi-

tive acquisition

Staffs functional requirements 5.

through all 12 voting Combatant 

Commands (COCOM), services, and 

agencies (CC/S/A) before the release 

of an RFI

Provides requirements to the Defense 6.

Information Systems Agency’s (DISA) 

IA/NetOps Program Executive Office 

(PEO-IAN) for inclusion in the RFP

Prepares Solutions Definition 7.

Documents (SDD) for use by 

PEO-IAN’s Acquisition Activity.

Membership
The TAG is chaired by Tarah Busbice, 

Director of the Applied Technology Unit 

(ATU) of the Joint Task Force—Global 

Network Operations (JTF-GNO). Like the 

ESSG, the TAG consists of 12 voting orga-

nizations casting 11 co-equal votes 

(USSTRATCOM and JTF-GNO share a 

vote). Every organization within DoD 

should be able to find its TAG representa-

tion in the scope of each of these 12 

members. Per the TAG Charter, the TAG 

membership list is as follows—

USSTRATCOMf

JTF-GNOf

Defense-Wide Information Assurance f

Program (DIAP)

DISA (representing DoD agencies and f

activities not otherwise represented 

in this membership list)

United States Joint Forces f

Command (USJFCOM)

National Security Agency (NSA)f

Defense Intelligence Agency (DIA) f

(representing intelligence commu-

nity members not otherwise repre-

sented in this membership list)

Joint Staff J6 (C4 Systems, repre-f

senting COCOMs other than 

USSTRATCOM and USJFCOM)

United States Air Forcef

United States Navyf

United States Armyf

United States Marine Corps.f

Peer Organizations
In addition to its responsibilities to the 

ESSG, the TAG supports peer organiza-

tions in the ESSG structure. These peer 

organizations include the following—

Acquisition Working Group (AWG)f

Concept of Operations (CONOPS) f

Working Group (CWG)

CND Architecture Working  f

Group (CAWG).

Accomplishments
In the past 4 years, the TAG has performed 

its seven basic activities (listed above) to 

assist in the evaluation and acquisition of 

products for the following DoD Enterprise-

Wide IA/CND programs—

DoD EWIA/CND  
ESSG Technical Advisory 
Group (TAG)
by Tarah Busbice
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Secure Configuration Compliance f

Validation Initiative (SCCVI)—eEYE 

Retina Scanner and Remote 

Enterprise Manager (REM) Security 

Management Console

Secure Configuration Remediation f

Initiative (SCRI)—Citadel (now 

McAfee) Hercules (SCCVI and SCRI 

are referred to jointly as the Secure 

Configuration Tool Suite [SCTS])

Spyware Detection and Eradication f

Program (SDEP)—e-Trust PestPatrol

Host-Based Security System f

(HBSS)—ePolicy Orchestrator/

Management Agent (MA)/Host 

Intrusion Prevention System (HIPS)/

System Compliance Profiler (SCP)/

Rogue System Detection (RSD)

Insider Threat Focused Observation f

Tool (IntFOT)—Oakley InnerView

Wireless Detection Device f

(WDD)—Naval Research Lab’s 

Flying Squirrel Application

Wireless Mapping System (WMS)f —

Naval Research Lab’s Woodchuck 

Application (which is being bundled 

with Flying Squirrel).

Future Taskings
The TAG is currently performing its 

seven basic activities to assist in the eval-

uation and acquisition of products for 

the following DoD Enterprise-Wide  

IA/CND programs—

If nsider Threat Detect 
(InTDET)—The InTDET solution will 

correlate, analyze, and enhance 

existing capabilities. These include—

Host-based policy violations•

Host-based behavior profiling•

Host- and network-based  •

trend analysis

Behavior profiling at the •

network level

Printer monitoring•

Significant false-positive reduc-•

tion capabilities

Technical Media Analysis Tool f

(TMAT)—TMAT will provide DoD 

with an enterprise-wide capability to 

quickly and accurately determine the 

extent of a network attack and attri-

bute that attack back to its source

Secret Internet Protocol Router f

Network (SIPRNet) Network Access 
Control (NAC)—SIPRNet NAC is 

primarily aimed at providing device 

authentication on SIPRNet. SIPRNet 

NAC will also pursue policy enforce-

ment and remediation capabilities 

on SIPRNet

Wireless Intrusion Detection f

System (WIDS)—This program is 

self-explanatory

Host-Based Security System f

(HBSS) New Capabilities—The 

HBSS New Capabilities Team is 

currently pursuing a Configuration 

Compliance Module, Rootkit 

Detection, and Data Loss 

Prevention capabilities

Secure Configuration Compliance f

Validation Initiative (SCCVI) 
Recompete—This program  

is self-explanatory

Secure Configuration Remediation f

Initiative (SCRI) Recompete—This 

program is self-explanatory.

TAG Week
The TAG meets monthly for the better part 

of a week in an event known as TAG Week. 

Each future tasking, determined by the 

ESSG as necessary to move forward, is 

chartered by the TAG as a sub-TAG Team, 

which reports directly to the TAG Chair. 

Each sub-TAG Team meets during TAG 

Week (usually for 4 hours per team). After 

each sub-TAG Team has met, each Team 

Leader provides a brief to the primary 

representatives of the TAG (referred to 

informally as the Full TAG) on its accom-

plishments. Whenever possible, the Full 

TAG meeting ends mid-Thursday, thus 

giving traveling Full TAG and sub-TAG 

Team members the ability to avoid 

Saturday travel. The following sub-TAG 

Teams presently meet during TAG Week—

WIDS sub-TAG Teamf

HBSS New Capabilities  f

sub-TAG Team

TMAT sub-TAG Teamf

SIPRNet NAC sub-TAG Team.f

ww continued on page 30
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Penetration testing has been a part of 

information security since the early 

1990s, yet it is still very much a misunder-

stood practice—many consider it some-

thing of a “black art.” Many chief 

information officers (CIO) and informa-

tion security officers (ISO) become excited 

at the thought of hiring a firm to perform a 

penetration test because they imagine 

that the very act of commissioning one 

validates the idea that they and their orga-

nization are serious about security. This 

notion, combined with a lack of under-

standing of penetration testing realities 

and misconceptions about what penetra-

tion testing entails, tends to distort expec-

tations about the penetration testing 

process, means, and results.

In practice, there are a number of very 

real, very important considerations 

concerning scope, risk, and goals that any 

organization who wishes to commission, 

engage in, or conduct penetration testing 

must carefully evaluate.

Definition of Penetration Testing
Time after time, organizations contact 

security firms to “do a pen test” but insist 

the testing be done under tightly 

constrained conditions and with highly 

structured rules of engagement, thereby 

defeating the purpose of the exercise.

Therefore, it is important to establish 

some nomenclature. What is the definition 

of “penetration testing”? The National 

Institute of Standards and Technology 

Special Publication 800-42 (NIST SP 

800-42), Guidelines on Network Security 

Testing, defines it as—

“…Security testing in which evalua-

tors attempt to circumvent the security 

features of a system based on their  

understanding of the system design and 

implementation…to identify methods of 

gaining access to a system…”

“Penetration test” is an oft-abused 

term and should not be confused with 

“vulnerability assessment.” The goal of a 

vulnerability assessment is to determine 

the level of risk and exposure an organiza-

tion presents on external and internal 

networks, devices, and hosts. In a vulner-

ability assessment, risk is highly managed 

and impact to production systems is taken 

very seriously. Any possible negative 

impacts are factored in as an audit risk.

The goal of a penetration test is to 

break into stuff. To do so, the testers must 

pose temporarily as bad actors and 

assume a hostile attack posture to properly 

simulate real-world attack scenarios. Truly 

bad actors are not constrained by client 

requirements, uptime issues, or proper 

authorization. Although responsible pen 

testers take pains to avoid any intentional 

negative impact while posing as bad 

actors, the attack toolset and techniques 

necessarily become more direct, and the 

risk of negative impact rises. As NIST SP 

800-42 goes on to say—

“Penetration testing should be per-

formed after careful consideration, notifica-

tion, and planning…is a very labor-

intensive activity and requires great 

expertise to minimize the risk to targeted 

systems…the possibility exists that systems 

may be damaged in the course of penetra-

tion testing and may be rendered inoper-

able…Although this risk is mitigated by the 

use of experienced penetration testers, it can 

never be fully eliminated.”

Below is a general illustration of the 

types of security testing an organization 

can undertake—

The vast majority of vulnerability 

assessments fall into the top category, 

Cooperative-Cooperative, with some 

elements of Cooperative-Hostile. These 

engagements usually employ industry-

standard vulnerability scanning tools and 

data collection utilities, which are largely 

passive and operated under controlled 

conditions. In these scenarios, the rules of 

engagement tend to be very well defined, 

the audit risk is manageable, and the 

overall impact is generally low.

Penetration testing normally falls into 

the bottom two categories, where the 

testers assume a hostile posture and 

utilize a larger and more “unfriendly” 

So You Say You Want a 
Penetration Test...
by Casey Priester, CISSP, CISA, CEH, SSCP
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toolset, up to and including denial-of-

service tools. Some of the techniques 

utilized by competent pen testers are 

large-scale packet manipulation, Layer 2 

protocol manipulation, buffer overflows, 

SQL injection, social engineering, and 

other techniques largely considered hacker 

activities. These practices carry an 

element of risk that may not be suitable for 

certain organizations.

Black Box Testing
“Black box” testing, also referred to as 

“zero knowledge” testing, is a scenario 

in which a penetration tester operates 

with only the barest minimum of infor-

mation about the target organization, 

such as a Web site or domain name. A 

common request is that penetration 

testers perform black box or zero knowl-

edge testing on a network, operating 

under the assumption that to fully simu-

late real-world conditions, testers should 

operate in the same environment and 

with the same constraints on informa-

tion that potential attackers would face. 

The flaw in this assumption is that the 

pentesters can operate with the same 

lack of legal restraint that actual 

attackers operate under.

In practice, a potential attacker has 

virtually unlimited time to do research, 

reconnaissance, and data gathering on a 

target network. When pen testing an 

organization with zero knowledge, 

forming a definitive picture of all available 

networks and services an organization 

may employ could take months of con-

certed effort. In addition, because of the 

nature of the tools and techniques used in 

penetration testing, there are further legal 

ramifications to consider; for example, if 

the testers incorrectly identify a target host 

or network as belonging to the client, the 

testers could be held legally liable for 

negative impact on those targets.

In addition, attackers are not con-

strained by the practicality or legality of 

other, less technology-oriented informa-

tion-gathering methods, such as dumpster 

diving, spear-phishing, pretexting, or 

theft. Knowing that the human element is 

often the weakest link in security, deter-

mined attackers employ a wide range of 

clandestine or social engineering attacks 

to gain information. In extreme cases, they 

may attempt to gain physical access to a 

property for the purposes of theft or 

network backdooring. These common 

tools in an attacker’s repertoire are not 

usually available or practical for penetra-

tion testing engagements. If this type of 

activity is requested or required, the 

testers would need to research and acquire 

sufficient legal protections for all parties 

and allocate sufficient time in which to 

carry out these activities, thereby incur-

ring substantially greater cost to the client. 

For these reasons, black box testing is 

usually not a cost-effective measure when 

performing a pen test of an organization.

“Gray box” or “partial disclosure” 

testing is the most common type of 

penetration testing—and the most 

recommended—because it more accu-

rately simulates a real-world scenario; that 

is, the pentesters are provided the type 

and quality of information a knowledgable 

attacker would be able to eventually obtain 

via DNS, whois lookups, search engines, 

SEC filings, minor social engineering, and 

network reconnaissance. Usually, this is as 

simple as providing the tester with the 

exact netblocks and domain names owned 

by the organization.

“White box” or “full disclosure” 

testing provides testers with complete 

knowledge of the hosts, networks, applica-

tions, ports, protocols, and source code to 

be tested. This is the most cost-effective 

approach for penetration testing because it 

eliminates all discovery, enumeration, and 

footprinting requirements for the testers. 

There are some risks to this type of testing, 

however. First, it does not simulate reality 

in any way—if an attacker ever obtained 

this level of detail about your organization, 

you would have bigger problems. Second, 

having full knowledge of every aspect of a 

system fundamentally changes the way a 

tester may approach attacking the system, 

which may run counter to the intent of the 

exercise, which is to simulate an attacker. 

Finally, if any penetration testing firm 

insists on full disclosure to carry out a 

penetration test, you should review that 

firm’s qualifications very carefully—it may 
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not possess the requisite skills to do a 

proper penetration test. White box 

penetration testing is best used as a follow 

up to black or gray box testing.

Secondary Exploitation
A central consideration of penetration 

testing is the depth of penetration and 

level of secondary exploitation desired. 

Some organizations may request that 

testers immediately cease operations as 

soon as verifiable compromise occurs. 

Others may not be satisfied if the  

testers compromise the entire demilita-

rized zone (DMZ)—they require a full 

assessment of how deep a determined 

attacker can penetrate an organization.

If full compromise and deep network 

penetration are desired, testers will often 

employ rootkits, agent-based tools, and 

other malware on compromised hosts in 

an attempt to gather information and 

create a base from which to deploy attacks. 

These tools will often remain active for 

weeks to maximize information gathering 

and to test network protections and 

security practices. The presence of these 

tools increases the risk of operational 

impact to the compromised hosts.

Stealth Attacks
Penetration testers are sometimes asked 

to attempt to evade detection or to engage 

a vigilant target. There are excellent busi-

ness justifications for this approach, chief 

of which is to determine the abilities of an 

organization to detect, identify, and 

appropriately respond to intrusion 

attempts on the production network. 

However, this is not the most cost-effective 

approach. Several techniques for “flying 

under the radar” exist, and they are largely 

time based. Therefore, it may take days or 

weeks for testers to perform what would 

normally take hours, which can increase 

the cost of the effort substantially.

Successful intrusions into organiza-

tions with properly funded, trained, 

prepared, and alert staff are extremely 

improbable and exceedingly rare. The net 

result of such an exercise is better viewed 

as a “live fire” training exercise or an 

operational evaluation opportunity 

rather than a true test of organizational 

information security—most successful 

full-scale intrusions occur when vigilance 

is low or nonexistent.

Social Engineering
Another common request for pen-testing 

firms is that they attempt some social 

engineering attacks on the target organi-

zation. Social engineering comes with a 

high degree of risk not only for the target 

organization but also for the penetration 

testers themselves. Securing the proper 

authorizations and legal waivers before 

engaging in these activities is critical, and 

coordination with human resources, legal 

departments, security organizations, and 

even local law enforcement may be neces-

sary to adequately ensure against liability 

or harm.

That being said, social engineering as 

a part of a penetration test has some value 

because it can help an organization 

evaluate the efficacy of security awareness 

training or test employee adherence to 

standards of conduct. It can help reveal 

poor security practices, policy gaps, or low 

security vigilance. As discussed above, the 

human element is often the weakest link in 

the security chain, and attackers take great 

advantage of this inadequacy.

These tests of the “human element” 

can be as simple as interviewing employ-

ees about security practices or posing as a 

vendor to solicit information about specific 

hardware or software used in the enter-

prise. They can involve other, more risky 

activities, such as posing as an employee 

to gain passwords or remote access; 

“dumpster diving” to determine whether 

sensitive data is being improperly dis-

posed; attempting to tailgate employees 

into secured areas; and hijacking radio 

frequency (RF) access cards. Not all 

penetration testing firms will offer these 

services, and some methods verge on the 

exotic. Some methods cross into the realm 

of physical security testing. However, 

attackers make no such distinction. They 

will use any and all methods to gain access 

to a desired target network or system.

If requesting social engineering 

services as part of a penetration test, it is 

necessary to be very specific about the 

activities desired and to adequately 

gauge the impact these tests may have on 

the organization’s networks, systems, 

and, most importantly, personnel. 

Employees who are successfully “duped” 

by a social engineer may react negatively, 

and organizations must take care to 

address the fallout from social engineer-

ing activities.

Relative Perceived Value
Most organizations value IT assets based 

on their own internal calculations of the 

asset’s value and often allocate security 

protections accordingly—high-value 

systems are usually more heavily 

protected than low-value systems. 

However, attackers rarely, if ever, know the 

organization’s valuation of that system. 

The majority of attackers value systems 

based on some combination of the avail-

able attack toolkit, their skill/preference of 

attack type, and the level of exploitability 

of the host. They discover systems using 

bulk scanning tools designed to search the 

Internet for specific vulnerabilities, and 

then they seek to exploit them. Even if they 

know that a specific system is of high ulti-

mate value (such as an online accounting 

system), they may find it unbreakable—

but they will look for other vulnerable 

systems on the same network which they 

can penetrate, establish a “beach head” 

on, and use to attack the high value 

system from within. Attackers understand 

intuitively that if the front door is locked, 

the side window may not be, and once 

they are past your perimeter defenses, 

they can take a detailed look at what is 

behind them and reassess target values.

Relative Perceived Value is the 

difference between the perceived value to 

an organization of a protected asset and 

the perceived value of that asset to a 

rational attacker. If the Relative Perceived 

Value is heavily skewed towards the 

attacker, the more time and resources will 

be brought to bear on it, and the chance 

the asset will be compromised rises. This 

concept can have a major impact on the 
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ultimate efficacy of a penetration test.  In 

an effort to reduce costs, an organization 

may seek to limit the scope of a penetra-

tion test to a single system or a small group 

of systems. Because of how attackers 

generally apply value to systems, the effort 

may ultimately fail to give an accurate 

representation of the overall security of the 

system. The system may be externally 

impenetrable but within reach of other, 

less secure systems.

Therefore, it is important to test not 

only the system but also its full operational 

context. Relative Perceived Value is 

important to a penetration test in that it 

helps better define the scope, thrust, and 

intent of the effort. Penetration testers 

understand what attracts attackers from 

both a strategic perspective (in terms of 

using it as a “beachhead” from which they 

can launch further attacks) and an 

absolute perspective (in terms of the value 

of the data or function of the target). By 

working with the penetration testers to set 

the testing plan and overall agenda based 

on this understanding, the overall value of 

the effort greatly increases. In addition, 

the organization can gain valuable 

knowledge on how to approach future 

security initiatives.

Negative Results
The vast majority of all successful 

network incursions occur as a result of 

poor configuration, known vulnerabilities 

left uncorrected, or the unwitting infec-

tion of an internal host by a user—not by a 

zero-day vulnerability or hacker über-tool. 

In a security-conscious organization that 

pays proper attention to detail, the attack 

surface is exceedingly narrow. In addi-

tion, as the baseline level of security 

applied to devices, firmware, and proto-

cols increases, entire classes of attacks 

become useless. For example, at one time 

it was a trivial exercise to knock network 

devices offline simply by port scanning 

them or sending them bad packets, in 

which case they would often “fail open.” 

As a result, there will be cases in which 

testers are simply unable to penetrate the 

network. This does not mean the exercise 

was a waste of money—a properly docu-

mented pen test can give very valuable 

information confirming the efficacy of 

existing controls.  Nor is it a guarantee of 

perfect security. Attackers are opportu-

nistic by nature; they tend to go after the 

“low-hanging fruit” and are constantly 

developing and employing new exploits 

and tools, often within hours of a vendor 

patch release. As new attacks develop, and 

as changes—however small—occur in the 

organizational network, the security 

posture changes. Today’s impenetrable 

network is tomorrow’s botnet; it only 

takes a single vulnerability.

Penetration testing is not for every 

organization. It carries a moderate to high 

level of audit risk and can be expensive 

and time consuming. However, performed 

properly and with a full understanding of 

both the risks and the benefits, it can 

impart great value to an organization’s 

security posture and practices.  n
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I am interested in seeing a 
specific topic in the IAnewsletter, IAnewsletter, IAnewsletter
how do I go about that?

If you are receiving this news-

letter, you should already be 

aware that this is a free quarterly 

publication. Our intent with the 

IAnewsletter is to feature timely and IAnewsletter is to feature timely and IAnewsletter

interesting articles from across the 

information assurance (IA) community. 

If you are interested in seeing us cover a 

specific topic, there are essentially two 

methods to go about doing this. The first 

method is to author an article on the 

topic. You can find article submission 

instructions on our website, along with 

all past editions of IAnewsletter, at  IAnewsletter, at  IAnewsletter

http://iac.dtic.mil/iatac/IA_newsletter.jsp

If you are not interested in author-

ing an article, you can send your sugges-

tions directly to the Information Assur-

ance Technology Analysis Center 

(IATAC). We often solicit articles from 

across Department of Defense (DoD) 

organizations and from our subject 

matter experts (SME). We cannot 

guarantee that we will publish an article, 

but we are always looking for new and 

innovative ideas.

If you have any questions or concerns 

or are interested in proposing a topic, 

please email us at iatac@dtic.mil  iatac@dtic.mil  iatac@dtic.mil n

Letter to the Editor

Voting representation for each 

sub-TAG Team mirrors the voting mem-

bership of the Full TAG. The primary 

representative to the TAG from each voting 

member organization appoints the voting 

member for his or her organization on 

each sub-TAG Team. In addition to the 

appointed members, other organizations 

voluntarily send non-voting representa-

tives to sub-TAG Team meetings and Full 

TAG meetings.

In addition to the sub-TAG Team 

meetings, an activity not reporting to the 

TAG holds its meetings during TAG Week. 

This activity is the CND User-Defined 

Operational Picture (UDOP) Require-

ments Approval Board (RAB), which 

reports directly to the ESSG.

Decisionmaking Process
To the maximum extent possible, the TAG 

strives for consensus from all attendees on 

all decisions at TAG meetings. When 

consensus is not possible, the TAG 

requires a 60% supermajority vote of its 11 

voting members (7 votes) to reach a 

binding decision (again, USSTRATCOM 

and JTF-GNO share a vote).

Additional ESSG Activities
Although the TAG supports numerous 

ESSG initiatives, a number of ESSG efforts 

do not fall under the TAG. Instead, these 

initiatives report directly to the ESSG. 

Among the efforts managed directly by 

the ESSG without TAG involvement are 

the following—

CND UDOPf

Enterprise Sensor Grid (ESG)f

Web Content Filteringf

Anti-Virus (AV) Acquisitionf

Federal Desktop Core  f

Configuration (FDCC)

DoD Intranet Demilitarized  f

Zones (DMZ)

DoD Ports, Protocols, and Services f

(PPS) Management Process

SIPRNet Firewallsf

Tier 1 and Tier 2 Security Information f

Manager (SIM)

Non-Secure Internet  f

Protocol Router Network (NIPRNet)/

Internet Gateways

Enterprise Certification and f

Accreditation (C&A)—Enterprise 

Mission Assurance Support  

System (EMASS).  n
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