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1 Introduction

Department of Veterans Affairs (VA) plans to aggressively pursue data center consolidation and these efforts are already well underway.  VA’s motivation for undertaking this effort closely aligns with Office of Management and Budget (OMB) primary objectives:
· Reduce costs
· Reduce environmental impact
· Improve efficiency and service levels
· Enhance business ability and effectively manage change 
By consolidating prioritized mission critical information technology (IT) systems from 80 or more facilities to approximately 4, VA will achieve economies of scale through reduced energy consumption and lower operational costs.  More importantly, VA will recognize substantial savings by eliminating long-term capital investments needed to maintain and modernize 80 or more computer rooms, most of which are well over 20 years old with an unsustainable infrastructure and lag considerably in energy efficiency. 
Aging infrastructure in computer rooms is an issue with VA.  The move to modern facilities will improve VA’s ability to maintain services and reduce costs.  VA has demonstrated that system availability improves after data center consolidation.  Over time, VA also will realize reduced costs through economies of scale requiring less operational costs to run more efficient and better automated data centers.
In Fiscal Year (FY) 2011, a decision was made to consolidate these mission critical IT systems in Department of Defense (DoD) data centers as opposed to leasing data centers. VA expects this to enhance the potential for success of the mandated merging of Veterans Health Information Systems and Technology Architecture (VistA) with the DoD equivalent, Armed Forces Health Longitudinal Technology Application (AHLTA), into a single integrated electronic health record system (iEHR).   An agreement between VA and DoD is expected to be finalized by the end of calendar year 2011. 
The most significant impact the National Data Center Program (NDCP) will have on these organizations and the programs they support are 1) improved disaster recovery and continuation of operations in the event of a catastrophic disaster, 2) assured performance and availability, 3) improved protection of privacy information and record retention, 4) reduced costs related to economies of scale and higher environmental efficiencies, and 5) improved cost accountability.
2 Agency Goals for Data Center Consolidation
VA’s high-level goal is to consolidate all VA enterprise assets into approximately four data centers with no VA owned data centers.  VA will achieve this goal in a series of planned phases, the first of which will be to co-locate VA health care IT systems currently operating in 80 or more medical center locations into two Defense Information Systems Agency (DISA) Defense Enterprise Computing Centers (DECCs).  
The phased approach VA is using to consolidate its data centers across the agency incorporates comprehensive enterprise-level system consolidation, modernization, virtualization, disaster recovery, and energy optimization.  This will result in the achievement of the established goals while minimizing risks to continuous operations upon which patient health and welfare and Veterans services are dependent.   
The primary benefits of this consolidation are:
· Reduce the overall energy and real estate footprint for VA data centers to reduce the cost of investments.
· Maximize sustainability and reduce the cost of data center hardware and software investments through economies of scale and standardization.
· Shift IT data center operations to a less costly, more efficient, sustainable infrastructure that will allow implementation of more efficient computing platforms and technologies.
NDCP goals for data center consolidation are:
· Maintain cross-agency goals for a highly available, scalable, and redundant data center infrastructure that will substantially reduce the governments risk and provide for fiscally responsible future IT growth.

· Provide the data center infrastructure and interconnecting back-up capability required to support high availability and comprehensive disaster recovery for all mission critical IT systems to ensure continuous operation in the event of a disaster and minimize risk of extended outages that may delay or jeopardize services to the Veteran.

· Optimize space, IT asset utilization, and processing capacity to minimize environmental impacts to achieve cost savings through energy consumption reductions and economies of scale for purchasing and operational resources.

·  Increase the IT security posture of VA enterprise IT systems through implementation of standardized processes and monitoring tools across all systems located in the national data centers (NDCs).

· Provide automated and standardized security hardening of hardware and software platforms in accordance with National Institute of Standards and Technology (NIST) 800-53 and Federal Information Security Management Act (FISMA) guidelines to ensure the integrity and confidentiality of protected Veterans privacy and health records as required.

· Provide automated and standardized monitoring of IT systems for availability and performance to improve service levels across the agency.

· Ensure continuous IT system availability and performance through implementation of redundancy, virtualization, and disaster recovery measures.
3 Implementing Shared Services/Multi-tenancy
VA strives to unify and consolidate IT systems and operations, resulting in the institution of common best practices, associated measures, and a single approach to the provision of service to VA customers that focuses on continual service improvement.  
Services include:
· Wide Area Network (WAN):  Management through a centrally managed WAN.

· Local Area Network (LAN):   Management through a centrally managed LAN.

· Help Desk Services:  Management through a National Service Desk.

· Cyber Security Services:  Improved cyber security through consistent operations.

· Data Privacy Services:  Improved data privacy through consistent operations.

· IT Asset/Configuration Management Services:  Improved asset management by centralizing servers.

This project encompasses the development and deployment of applicable service management policies, processes, procedures, and strategies necessary to successfully implement and nationalize the service desk function in VA as a single point of contact (SPOC) for all IT incidents, service requests, and related communications.  
The current operational environment for health IT systems within VA results in a decentralized, independent process that is less than optimal. It presents as ineffective in overall service, is neither cost effective nor efficient, and does not leverage potential enterprise economies of scale.  There are a number of factors such as longstanding independent decentralized pockets of organizational structure, insufficient national governance, and absence of standardized policies and processes, etc., that have resulted in the creation of many disassociated IT service operations at various levels across VA.
Key Benefits:
· Improved customer support.

· National recognition by VA as one line of support.

· Enterprise view of support through integration of Information Technology Infrastructure Library (ITIL)® processes.

· Reduced operational costs through improved resource utilization.

· Increased overall effectiveness through common tools and processes.

· Standardized policies, processes, metrics and tools.

· Continual service improvement focus.

· Improved continuity of service capabilities.
Adoption of a unified virtual 24x7 service desk function is essential to the provision of an efficient and effective IT service delivery/support program in VA, enabling users to obtain prompt, reliable support for IT resources used to facilitate patient care and support critical business operations, while increasing the potential for improved customer satisfaction. 
Left unchanged, VA service operation functions will continue to operate in a non-standardized, disconnected manner.  Service levels will remain inconsistent across the enterprise, which directly affects VA’s funding and ability to determine service/support capabilities, as well as the ability to meet service level requirements and ensure customer satisfaction.  Management will not have the benefit of an enterprise view of support; therefore, will continue to have no insight into the level of effort or true costs of support. This will render VA management unable to effectively utilize available resources (staffing, technology, time, etc.).  VA’s commitment to implement ITIL® process framework and opportunity to enhance service operations will be compromised.
4 Agency Approach, Rationale and Timeline

The overall objective of NDCP project is the consolidation of IT systems across the entire VA enterprise in a minimal number of NDCs and no VA owned data centers.  VA IT systems will move to Defense Information Systems Agency’s (DISA) Defense Enterprise Computing Centers (DECCs) to host select IT systems in the initial phase of this multi-phased project.  The deployment of these DECCs will dovetail into future phases leading to deployment of the final NDCs to host, operate, and maintain all VA enterprise IT systems.
High-level Phasing Plan:  
	Phase 0
(VHA)
	2006-2009
with a 12 month moratorium included
	Co-location of VistA and related systems from regions 1 and 4 into regional data centers.  

	Phase 1
(VHA)

	2011-2013
	Co-location of VistA and related systems from medical facilities in regions 2 and 3 into DECCs.  

	Phase 2
(VHA)

	2014-2015
	Co-location of VistA and related systems from existing regional data centers into the DECCs.

	Phase 3
(VHA, VBA, NCA
 and National)

	2015-2016
	Establish NDCs within approximately 4 DECCs.

	Phase 4
(VHA)
	2016-2017
	Co-location of all remaining enterprise IT systems from medical facilities throughout the four regions into the NDCs.

	Phase 5
(NCA and National)
	2017-2020
	Co-location of remaining systems into the NDCs and decommission ITC facilities.


As part of VA’s strategy to greatly consolidate data centers, VA will initially co-locate and manage systems with intent to migrate to Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).
VA will build a common architecture which includes, but is not limited to, virtualization, cloud computing, shared services, identity management, monitoring, and data exchange within the Department. 

It is recognized that supporting and provisioning remote servers will be a huge cultural change for IT staff used to providing localized service and support.  In anticipation of data center consolidations, VA will acquire necessary support software and train staff in its use as well as develop processes and procedures designed to deliver remote support and provisioning. 
By consolidating the NDCs into approximately four DISA DECCs, VA will no longer own any data centers. There will be a considerable cost savings by going into another government agency’s data center versus going into commercial leased space.  VA has determined the project scope and timeline for data center consolidation by identifying the following initial target Agency component / Department data centers to be consolidated:
	No.
	Agency Component
	Data Center
	Location
	Action to be taken
	Action Taken during Calendar Year

	1-81
	VHA
	VA Medical Center data centers
	Throughout US
	Consolidated / Decommissioned
	2011-2013

	82
	VHA
	Sacramento Regional Data Center
	Sacramento, CA
	Consolidated / Decommissioned
	2014-2016

	83
	VHA
	Denver A Regional Data Center
	Denver, CO
	Consolidated / Decommissioned
	2014-2016

	84
	VHA
	Philadelphia A Regional Data Center
	Philadelphia, PA
	Consolidated / Decommissioned
	2014-2016

	85
	VHA
	Brooklyn Regional Data Center
	Brooklyn, NY
	Consolidated / Decommissioned
	2014-2016

	86
	National
	Office of Information Field Office (OIFO) Silver Spring
	Silver Spring, MD
	Consolidated / Decommissioned
	2014-2016

	87
	VHA
	Philadelphia Annex Regional Data Center
	Philadelphia, PA
	Consolidated / Decommissioned
	2014-2016

	88
	National
	OIFO Hines Building 37
	Hines, IL
	Consolidated / Decommissioned
	2014-2016

	89
	National
	Denver B Fortrust
	Denver, CO
	Consolidated / Decommissioned
	2014-2016

	90
	National
	Philadelphia B Directlink
	Reading, PA
	Consolidated / Decommissioned
	2014-2016

	91
	National
	Austin Information Technology (IT) Center
	Austin, TX
	Consolidated / Decommissioned
	2017-2020

	92
	National
	Hines IT Center
	Hines, IL
	Consolidated / Decommissioned
	2017-2020

	93
	National
	Philadelphia IT Center
	Philadelphia, PA
	Consolidated / Decommissioned
	2017-2020

	94
	National
	Capital Region Data Center
	Falling Waters, WV
	Consolidated / Decommissioned
	2017-2020

	95
	NCA
	Culpepper COOP
	Culpepper, VA
	Consolidated / Decommissioned
	2017-2020

	96
	NCA
	National Cemetery Data Center
	Quantico, VA
	Consolidated / Decommissioned
	2017-2020

	97
	National
	Capital Region/CRRC (Martinsburg)
	Martinsburg, WV
	Consolidated / Decommissioned
	2017-2020


5 Agency Governance Framework for Data Center Consolidation

VA has developed a governance model under NDCP, which is a chartered VA project.  The project is sponsored by Jeff Shyshka, Deputy CIO for Enterprise Operations and Field Development, and John Rucker is the program manager (PM).
A master schedule is being developed in conjunction with stakeholders that include hospital data center management and hospital administrative management to ensure the schedule developed meshes as closely as possible with local requirements while still meeting National timelines.  As required by OMB, a set of key schedule baseline milestones from the integrated schedule are incorporated into the master schedule for reporting purposes.  By project charter, changes to baseline schedules must be approved by the PM and have to be communicated to IT management.  A spend plan will be used to plan and monitor the execution of the funds provided for each fiscal year.  Changes to the cost/ spend baseline must be approved by the PM and reported to IT management. 
NDCP is charged with developing the project plan to accomplish data center migration as well as to implement the migration plan as approved by VA management.  NDCP will ensure that VA eliminates redundant infrastructure and operations, eliminate isolated systems solutions, and develop common metrics and operational policies and procedures for NDCs.
NDCP will establish governance for the program:
· Provide tracked performance measures to OMB to publish on their Web site;
· Establish NDCP service level agreements (SLAs), as required, for NDCs and shared services;
· Establish a steering committee with NDCP executive representation.
5.1 Cost Benefit Analysis
This cost benefit analysis provides an economic justification for the proposed regulations implementing NDCP Data Center Consolidation Plan. The justification is provided in a qualitative analysis of the likely costs and benefits resulting from several alternatives considered, including the proposed action.  NDCP believes that this analysis provides a sufficient assessment of all relevant costs and benefits associated with this proposed action. 
	#No.
	Cost Reduction Strategy
	Reduction in Costs

	1
	Reduced energy consumption through leasing data centers with a lower PUE (more efficient facility infrastructure)
	42.29%

	2
	Reduced Maintenance Costs through consolidation of IT system in fewer data centers.
	72.74%


Reduced Energy Consumption Through Leasing Data Centers with a Lower PUE.  This project will lower energy costs and reduce environmental impacts through the use of more efficient HVAC, electrical systems and eliminating decentralized duplication of data center environmental systems.  The energy cost savings for this project compares the electrical operating cost of delivering equal amounts of total IT system power to existing data center space (status quo) and current technology data center space (this project).The estimated energy cost savings is in excess of 42% upon completion of the project.  The 15-year lifecycle reduction in VA’s energy footprint is approximately 603,000,000 kilowatt-hours. 
Reduced Maintenance Costs Through Consolidation of IT System in Fewer Data Centers.  This project will reduce facility maintenance costs by increasing the power density of the data centers from 60 watts per square foot (wsf) to 150 wsf, thereby reducing the square footage required to accommodate VA enterprise IT systems.  Reducing the square footage reduces the associated cost of maintaining that square footage. The increased power density of the new DCs will result in a maintenance cost savings of approximately 72 percent per year once the project is complete.  The maintenance cost savings for this project compares the lease and maintenance costs for the NDCs against the cost of maintaining VA owned facilities. 
Note: The agreement between VA and DoD which is expected to be finalized by the end of the 2011 will bring enhanced cost savings and show greater cost benefits than planned previously, assuming leased commercial facilities. Final analysis of this option is pending further information from DoD. 
5.2 Risk Management and Mitigation

Risk management is an important process area within NDCP.  A risk management framework has been developed to manage risk on projects executed in support of NDCP.  Risk management is implemented at the project inception and revisited throughout the project life cycle.  The risk management framework enables the team to reduce negative consequences of risk by replacing reactive behavior with proactive strategies and plans.  
The approach for risk management is based on practices that are consistent with industry standards and includes planning for risk, identifying risks, performing quantitative and qualitative risk analysis, risk response planning, and monitoring and control of risks. 
Implementation of the risk management approach as described in NDCP Risk Management Plan is supported by the Risk Register.  All risks for the program are logged in the Risk Register located on NDCP SharePoint Portal.  The Risk Register is a SharePoint database that maintains all current and historical records.  The database is used to oversee risks including tracking by program, phase, project and sub-project levels which supports the three levels prescribed by OMB.   
Finally, NDCP manages and controls risks under the guidance of risk manager(s) to ensure that projects are running effectively, and if not, adjust them accordingly. Risks are reviewed on a weekly basis by the risk manager(s) to observe the system for defined triggers and execute the predetermined risk response plans.  The weekly program management team meeting is the forum for raising new risk, providing status updates for existing high priority risks, and approving risks for review by the Executive Committee. 
5.3 Acquisition Management
NDCP’s acquisition plan strategy is a phased approach to be implemented over a 15 year period to achieve the comprehensive consolidation.  Many acquisitions are to be planned over the life of this program.  NDCP is currently in Phase 1 of the program.  Phase 1 focuses on VistA and related IT systems and involves co-location of VistA and related systems from medical facilities in regions 2 and 3 into DECCs.  
The current Phase 1 procurement actions will acquire all hardware/software identified for the VistA consolidation and VistA related applications that will be co-located with VistA in the DECCs, in addition to the infrastructure components required to support the initiative.  Specifically, Phase 1 has the following planned equipment acquisitions:
Server 


Virtualization Software

Storage


Monitoring and Security Tools

Networking 

Racks and Cables

NDCP is considering the feasibility of solution-based contracts, including acquisition of products, installation, maintenance, training, and migration services.  Alternatively, it may be in NDCP’s interest to acquire the products apart from the implementation/migration services.  
Commercial off-the-shelf (COTS) products exist that meet the government’s requirements.  By procuring through commercial means, the government does not expend labor resources to develop these items, thereby lowering the costs and shortening their delivery time.
A memorandum from the Assistant Secretary for Information and Technology dated June 1, 2007, made the National Aeronautics and Space Administration (NASA) Solutions for Enterprise-Wide Procurement (SEWP) IV contract mandatory for all VA offices.  It is cost effective for VA to use this contract vehicle instead of creating a unique contract for these procurements.  The memorandum recognizes the mutual agreement of the involved parties to work together as Federal partners and to demonstrate their commitment to achieve compliance with acquisition.  The agreement establishes a framework for the relationship to support the mission of both agencies as well as improve efficiencies and leverage resources and capabilities.  A significant part of this effort will focus on capability and performance; cost is of lesser concern.  Included in capability is access to the resources necessary to perform the services required and to meet short deadlines.
5.4 Communications Strategy
NDCP developed a communications plan to ensure the successful implementation of NDCP initiative in affecting key stakeholders’/ customers’ perceptions, attitudes, and behaviors by keeping all constituents apprised of NDCP progress.  This is accomplished by creating positive, informative, and consistent impressions of the NDCP initiative to ensure appropriate information management measures are in place.
The successful implementation of the communications plan will yield the following benefits: 
· Ensure alignment and consistency in message delivery across the NDCP program.
· Reduce risks associated with stakeholder/customer misunderstandings or unrealistic expectations.
· Gain buy-in and promote cooperation, collaboration, and cohesion in project tasks. 
The scope of the communications plan addresses the needs of both internal and external NDCP stakeholders with guidance and specific details in the plan under each of these areas:
· Identification of target audiences: VA Central Office, Veterans Integrated Service Networks (VISN) Directorates, medical facilities, and service lines.
· Strategic message development including responsibilities for delivery of key NDCP messages.
· A list of strategic messages and responses that mitigate potential issues and concerns.
· Classification of communication tools/media for conveying messages (e.g., meetings, status reports, project alignment meetings, briefings, announcements, presentations, document repositories, project reviews, etc.).
· A survey for collecting stakeholder feedback for process improvement across communication channels.
NDCP understands that tailoring stakeholder communications is an on-going process through the life cycle of the project.  Continual process improvement through feedback and progressive elaboration will enable the program/project to deliver effective communications. 
6 Progress
6.1 FDCCI Consolidation Progress
 NDCP has made significant progress in meeting its goals for consolidation of six data centers in calendar year 2011.  However; in 2011, a turn in direction was made at the VA Secretary level to consolidate these mission critical IT systems in Defense Information Systems Agency’s (DISA) Defense Enterprise Computing Centers (DECCs), in lieu of leased data centers, to enhance the potential for success of the mandated merging of VistA with the DoD equivalent, AHLTA, into a single integrated electronic health record system, iEHR.   An agreement between VA and DoD is expected to be finalized in calendar year 2011.  
In addition, there have been some delays on procurements required for these consolidations.  Due to the change in direction and procurement delays, the six consolidations for calendar year 2011 will be moved to 2012. Based on this change, NDCP will now be consolidating 52 data centers in 2012. 

This year, VA was successful in working with DISA on an agreement to consolidate Phase 1 VA mission critical enterprise IT systems into their DECCs. There are considerable cost savings in leasing with another government agency versus leasing from a commercial site. The majority of required hardware and software procurements for the migrations are either complete or expected to be complete by the time the agreement is reached.  NDCP looked at commercial and public best practices in developing VA’s 2011 consolidation plan.  

6.2 Cost Savings

By consolidating prioritized mission critical information technology (IT) systems from 80 or more facilities to approximately four, VA will recognize economies of scale through reduced energy consumption and lower operational costs.  Much more importantly, VA will recognize substantial savings by eliminating long-term capital investments needed to maintain and modernize 80 or more computer rooms, most of which are well over 20 years old with an unsustainable infrastructure and energy inefficiencies.

NDCP is currently in Phase 1 of its consolidation program, co-locating VistA and related systems from medical facilities in regions 2 and 3 into DECCs. The majority of required hardware and software procurements for the migrations are either complete or expected to be complete by the time the agreement is reached with DoD, expected by late FY 2011.  VA anticipates completion of the DoD data center stand-ups in FY 2012 which will free up space in 80 or more VA medical center computer rooms for repurposing as a result of the VistA migrations. This will result in a greatly reduced operational IT footprint, allowing for reduced energy consumption and IT-related operational costs.  
Additionally, once iEHR is successfully completed and thoroughly tested, the VistA systems will be decommissioned.   NDCP assumes the life expectancy of this should be a maximum of 5 years and assumes iEHR will be fully implemented within that timeframe.
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