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Intreduction

Macroeconomics has undergone a revolution in
the past 20 years, in which significant challenges
have been made to supposedly well-established
theories and facts. Among the most important of
these prevailing theories is the positive correla
tion between money and real output.
Traditionally,most economistsand policy-
makers have interpreted this correlation to imply
that Federal Reserve open market operations
could affect real output. Thisinterpretation has
persisted in spite of weak and sometimes con-
tradictory empirical evidence. Unfortunately, we
cannot attempt to examine al of the existing
evidence on the direction of causality between
money and output. Instead, this paper examines
whether Granger-causalityisavalid test for cau-
sality and what can beinferred from existing tests
of Granger-causality.The answers to these ques
tionsare of paramount importance, since most
policymakers assume that money causes output
in aconsistent and reliable way. Thiscorrelation
isillustratedin figures 1, 2, and 3 using three
measures of money: base, M1, and M2.!

B8 1 The seriesis detrended using a Hodrick and Prescott (1980} filter
Figure 4 itiustrates this method as it is applied to real output (GNP).
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The usual method of distinguishing among
competing economic theories involves econo-
metric testing. However, asiswell known (see,
for example, Black [1982] ), econometric models
indicate correlation, but not causality. Even the
econometric technique of Granger (1969) does
not necessarily identify causality as the term is
commonly understood. We will show in the fol-
lowing section that the concept of Granger-
causality is not robust to changes in the underly-
ing model of the economy.2 In other words, it is
impossible to interpret Granger-causalityinde-
pendent of theory. Given this, sections II
through Iv examine models that try to explain
the correlation between money and output.

Traditionally, this correlation was explained by
assuming some type of nominal rigidity (either
prices or wages). Tobin (1970), however,
showed that the correlation between money and
output could be a result of the Federal Reserve’s
operating procedure and that it did not necessar-
ily imply that changes in money caused output
changes. Section II1 shows that if the Federal
Reserve accommodates increasesin output with
acorresponding increase in the money supply,

B 2 Seealso Cooley and LeRoy (1985)
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then one would expect to observe a positive
correlation between output and money even
though money is not causing output.

Red business cycle theorists have recently
argued that the correlation between money and
output could be due to reverse causality; that is,
i output can cause money independent of the

foal GNP and Monstary Bass

Percent deviations

20 ' Federal Reserve’s reaction function. Section Iv
15+ A 5 examines a model by King and Plosser (1784)
10 5 ‘o showing that M1 and output are correlated
: e . because increases in real output cause increases
0.5 e a in the demand for financia intermediation. This
LIV WP AR increased demand leads to the expansion of
0.0 - \&/ - M\j" broader monetary measures, such as M1 and M2,
A AR AR I B A even though changes in money have no influ-
05 oo X RN ence on rea output.
1.0+ g a - B Section V reviewsthe empirical evidence
H i Real ': . uncovered in these theoriesto help ascertain the
1.5 " GNP . direction of causality in the money-output corre-
« N |ation. Section VI concludes with a discussion of
201" policy implications.
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SOURCES: Data Resources, Inc., and Board of Governors of the Federa
Reserve System. Causdity isa very elusive concept. In practice,

most people define x causing y to mean that a
changein X leadstoachangein y. As an anal-
om, wewould implicitly assume that if we could
cause a low-pressure system to appear over acity
(al else remaining constant), then there would
feal GNP and M1 be a high probability that rain would fal. This
causality usually means that if low-pressure sys-
tems cause rain, then low-pressure systems must
precede rain.

Ascan be seen in figure 3, M2 appears to lead
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:Z GNP. Does this chronology imply that M2 causes
) GNP?The Granger definition of causality
25 requires two assumptions. As stated by Granger
2.0 and Newbold (1986, p. 220):
15 a) The future cannot cause the past. Causdity
10 can only occur with the past causing the present
' or future.
0.5 b) A cause contains unique information about
0.0 an effect that is not availableelsewhere.
05 Accordingto the first assumption, then, if M2
1.0 always leads changes in GNP, we can logically
’ infer that GNP does not cause M2. Does this
-1.5 mean that we can conclude the aternative, that
-2.0 . M2 causes GNP?Consider the following example.
25k baasa b v aa b aaaadso s lssaaly Suppose that agroup of individua|Salways
1963 1968 1973 1978 1983 1988 listens to weather forecastsand that these fore-
NOTE: Sample period is from 1959:1Q to 1988:IVQ. castsare alwaysaccurate. Further, suppose that
SOURCES: Data Resources, Inc.,, and Board of Governors of the Federa  these people decide to carry umbrellas on days
Reserve System. that rain is forecasted. Clearly, carrying an

umbrellaand rain will be correlated, and carry-
ing an umbrellawill precede a rainstorm.



Real GNP and M2

Per cent deviations

2.0
15
1.0
0.5

s Real GNP

0.0
-0.5
-1.0
-1.5
-2.0

Illllllllllllllllllll!llllllll_L

2.5

1963 1968 1973 1978 1983 1988

NOTE: Sample period isfrom 1959:1Q to 1988:1VQ.

SOURCES: Data Resources, Inc., and Board of Governors of the Federal

Reserve System.

 Logged Real GNP and GNP Trand

Log
3.7

3.6

3.5

3.4

33

3.2

Logged real - GNP trend
GNP .-

lllllllllllllllllllllllllllllll

3.1

1963 1968 1973 1978 1983 1988

NOTE: Sample period is from 1959:1Q to 1988:IVQ.

SOURCES: Data Resources, Inc., and Board of Governors of the Federal

Reserve System.

http://clevelandfed.org/research/review/
Best available copy

According to the first assumption of Granger-
causality, rain cannot cause umbrellacarrying.

Y et, clearly, meteorol ogists would reject the con-
clusion that umbrellas cause rain.

The problem with our umbrellaand rain
example isthat assumption a) isviolated. This
assumption is also frequently violated in many
econometric tests. A third variable that uniquely
causes peopl e to carry umbrellas is omitted.
Strictly speaking, rain does not cause umbrellas,
but the expectation that rain may occur causes
people to carry umbrellas. Ekpectationsare not
formed in avacuum, however; low-pressure sys
temsin this example could be shown to cause
both umbrellacarryingand rain. Neglecting this
third variablewould cause one to conclude that
carryingan umbrella Granger-causes rain.

Because of the importance of expectations in
economics, avariable, X, that precedes another
variable, y, will frequently not cause y. Variable
X may depend on the expected value of 3, caus
ing X and y to be correlated. Since expectations
depend on numerous variablesthat are, in prin-
ciple, observable by the econometrician, one
could conceivably conduct a Granger-causality
test by including al relevant variables. The econ-
ometrician, however, would need to have awell-
defined model of how expectations are formed.
It istherefore extremely important that Granger-
causality tests be interpreted in light of the theory
that one istrying to test.

Consider the formal definition of Granger-
causality. Le ©, bedl the information available
in the universeat time t. Le x,and y, be two
random variableswithin this universe. Granger
saysthat X causes (does not cause) y if

F()’py [glﬂf) ?‘: (Z) F(y“.klnt' x,)

for k > 1, where F(.].) isthe conditional prob-
ability density function of y,. 5 given 2, or Q,
- X, ,and , - X, isdefined to be the universe
less x, .

Suppose that these conditional distribution
functionsare equal. If X and y are correlated, it
followsthat there must exist athird variablein
Q, that causes both X and y. For example, let
y denote the occurrence of rain and let X de-
note the occurrence of umbrellacarrying. Leav-
ing umbrellacarryingout of the information set
does not affect the conditional distribution of
rain or, in other words, weathermen can accu-
rately predict rain without seeing whether peo-
ple are carrying umbrellas. Because the entire
universe, including low-pressure systems, is
assumed to be in the information set, this exam-
ple correctly predicts that umbrellacarrying does
not Granger-cause rain.



Sims (1972) showed that Granger-causality is
identical to the concept of exogeneity. In other
words, X Granger-causes y if x isexogenous to
y and y isnot exogenousto x. Avariable X is
exogenous to y if the occurrence of X isinde-
pendent of the occurrence of y. Similarly,a var-
iabley is not exogenous to x if the occurrence
of y isdependent on x occurring. Thus, the
occurrence of rain is exogenous to whether
people carry umbrellas: rain will fal regardless
of whether people carry umbrellas. The converse
is not true, however; if it starts to rain, people
will tend to carry umbrellas.

At first glance, Granger-causality or exogeneity
seems to be a reasonable definition of causality.
However, it ignores the case of bivariate causal-
ity, where two variables cause each other. For
example, rain causes puddles, and the evapora
tion of puddlescauses raintofal at a later date.
To make Granger-causality operational, the uni-
verse of information must be restricted and the
moments of the conditional distribution func-
tions must be tested for equality. The universe of
information is restricted by theory. In practice,
the distribution functions are said to be equal if
their firss moments (the means) are equal. Test-
ing for Granger-causality usually. involves the fol-
lowing: A variable x issaid to Granger-cause
(not Granger-cause) » with respect to the
information set /, if

E, o 1) # ) E, M - x) fork= 1

Because we do not consider al moments of
the distribution, and we do not use dl of the
information set, Granger-causality as practiced is
neither a necessary nor a sufficient condition to
determine the direction of causation between x
and y.

Consider the case where al the relevant
information in the universe isincluded in a
Granger-causality test, but only the means are
tested to see if they are equal. If the means were
found to be unequal, then one could logically
infer that X must cause y. If the means were
found to be equal, however, then one could not
infer that x did not cause y.

Now consider the second assumption in the
case where dl the moments can be tested, but
the universe of information is restricted in an ad
hoc manner and an important determinant of y
isaccidentally omitted. Equality between the
conditional distribution functions necessarily
implies that x does not cause y. However, if the
conditional distributions are not equal, then we
cannot infer that X causes . Thisisthe case in
our example: umbrellas help to predict rain and
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thus Granger-cause rain if lomi-pressure systems
are excluded from the information set.

Since any operational test of causality involves
restricting both the moments of the distribution
functions to be tested and the information set in
the universe relevant to the problem, employing
a Granger-causalit). test exposesone to the risk
of incorrectly rejecting causality when it is pres
ent and incorrectly rejecting the assumption of
no causality when causality is not present. The
econometrician can seek the direction of causal-
ity using a Granger-causality test only by using
theory to determine which variables are helpful
in predicting y,, , . However, even after choosing
variables based on some theory, a specification
test should be conducted to help ensure that
important variables have not been omitted.

It should be clear from this discussion that
Granger-causality is neither a necessary nor a suf-
ficient test for the existence of true causality.
First, if bidirectional causality exists, then
Granger-causality cannot indicate the presence of
causality. Second, even when bidirectional cau-
sality is not present, the Granger-causadlity test
may fail to identify whether causality is present if
the information set excludes relevant variables or
if all moments of the conditional distributions
are not tested for equality. In addition, Granger-
causality is not a useful test for showing the
presence of contemporaneous causality.

Sections 11 and I present representative theo-
ries that have been developed to explain the
money-output correlation. Section Iv then inter-
prets the econometric evidence that has been
uncovered in light of these theoriesand the
problems discussecl above.

il. Meney Causes Output

Most economists currently favor the interpreta
tion that money causes output. They believe that
some nominal rigidities, or price/wage sluggish-
ness, allow changesin nominal variables, like
money, to have red effects. These rigitlities can
be motivated by nominal wage contracts
(Fischer [1977], Gray [1976]), or by incomplete
information (Lucas [1972,1977]).

For expositional ease, we consider the nomi-
nal wage contracting model as exemplified by
Fischer. In his moclel, agents in the economy
have rational (model-consistent) expectations,
but wages are “sticky” because of the existence
of long-term nominal wage contracts. Further,
Fischer assumes that employment is demand-
determined; that is, employment is always
chosen so that the real wage isequal to the mar-
gina productivity of labor. Thus, changesin the



money supply that were unexpected a the time
the contract was signed will have red effects.
Unanticipated increasesin the money supply
will cause pricesto be higher than expected and
will cause the real wage to be lower than
expected. The decline in the real wage lowers
the marginal cost for firms to hire additional
workers. leading to an expansion of employment
and thus output.

Consider a scaled-down version of the model
analyzed by Hoehn (1788). In thisexample, con-
tracts will not he overlapping, and the only
source of uncertainty will be from the money
supply process. Assume that the aggregate pro-
duction function is Cobb-Douglas, that is, >,
= N, where Y, and N, are red output and the
labor supply, respectively. Because wages are
assumed to be demand-determined, we set the
real wage equal to the marginal productivity of
capital. Taking logarithmsgives

() w,-p,=(y)-(1-yn,

where w,, p,,and n, are the natural logarithms
o wages, prices, and employment. Labor supply
isassumed to be of the following form:

(2) ny=p, . Blw, - p)forB,, B8,>0

Setting labor supply equal to labor demand,
one can solve for the red wage rate that clears
the market From this equation, it is assumed
that wages are chosen so that the labor market
clearson average.? Thisgivesthe following
equation for nominal wages:

(3) l('*{:ErAl[)/*' [/”(')/)—(1—'}’)3()J,/7

where /= [1+B,(1-v)] !

To close the maodel, we must posit a form fot
money demand and money supply Money de
mand 1s taken to be the simple quantity equation,
that 15, M9 = KP}, Inlogarithmicform, it 1s

(4) md =p,+y+k

For our purposes, this year'slog of money
supply 1s equal to lagt year's money supply plus
arandom shock That 1s, 72, = m, 4 €
where the shock e, isassumed to be an inde
pendently, identically distributed random vara
ble over time With these assumptions, output
equals

B 3 Actually, this assumption is not quite true. Wages in Hoehn's model
are chosen not so that £NY = A, but so that £in (N ) = £n% = hNS = nS.
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(3) ¥y, =4+ ve,,

where A = y[B,+ B n(y)]].

For this simple case, in which contractsdo not
overlap and there are no shocks other than those
to the money supply, changes in output depend
only on the shock to this period's money, ¢, . If
one were to randomly determine different reali-
zations of ¢, , and were then to graph money
supply and output against time (different realiza-
tionsof ¢, ), one would obtain a picture very
similar to that given in figure 1. In this case,
money causes changes in output. tiowever,
because changes in money and output occur
contemporaneously, money does not Granger-
cause output.

Equation (5) isalso the output equation that
resultsfrom asimple linearized version of the
Lucas (1772,1777) model. Here, workerscon-
fuse nominal and red shocks. Unanticipated
increases in money result in higher nominal
wages, which workers confuse with higher red
wages. They do not know the extent to which
higher wages reflect an increase in the relative
price of their product or an increase in the gen-
eral price level. Unanticipated changes in the
money supply will cause increasesin output as
workers rationally mistake this nominal shock for
achange in their real wage.

Models of the type discussed above were orig-
inaly developed in response to the lack of
empirical and theoretical support for traditional
Keynesian and monetarist models. Both the
Lucas and the Fischer models have recently
come under attack. Barro (1777) shows that con-
tracting models such as Fischer’s are inconsistent
with maximizing behavior. He argues that there
isnoapriori reason why labor should be
demand-determined in these models.

In addition, economists question why firms
have not indexed their wages, because sticky
wagesresult in aleged output swingsat both the
firm and the macro level. Ahmed (1787) also
presents empirical evidence showing that nomi-
nal wage contracting is not important for explain-
ing output movementsin Canadiandata. Although
Lucas model is consistent with maximizing
behavior, it also lacks empirical support. Mishkin
(1983) and Boschen and Grossinan (1982), for
example, find evidence against the equilibrium
monetary explanation of the business cycle.

The following section shows why the Federal
Reserve's operating procedure may cause money
and output to be correlated.



Ill. Post HoE:
Dogs The Federal Reserve
Cause Christmas?

Figure 5 plots a scatter diagram of quarterly
changes in the monetary base versus quarterly
changesin output. Fourth-quarter points gener-
aly lie to the northeast of the first- through third-
quarter points. Therefore, money and output are
both higher on average in the fourth quarter, or
around Christmastime. One could erroneously
conclude that Federal Reserve policy causes hol-
iday spending.

Clearly, causality in this case goes the other
way. Output increases in the fourth quarter be-
cause of holiday spending, and the Federa
Reserve, attempting to remove the seasonality
from the interest-rate series, accommodates this
higher output by increasing the money supply.
Thisisan example of a point given by Tobin
(1970) in hisseminal article, "Money and
Income: Post Hoc Ergo Propter Hoc?” meaning
"after thistherefore because of it."" Tobin’s
argument was that a positive correlation between
money and output may be the result of the Fed-
eral Reserve'soperating procedure and not a
reflection of the common belief that money
causes output.

Real GNP and Monetary Base

Monetary base, not seasonally adjusted

3

®
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NOTE: Sample period isfrom 1959:1Q to 1988:IVQ.
SOURCES: Data Resources, Inc., and Board of Governors d the Federal

Reserve System.
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Instead of presenting Tobin’s model, we show
how the operating procedure of the Federa
Reserve can cause one to incorrectly conclude
that the Federal Reserve causes, or &t least influ-
ences, business cycles. Consider the following
variation of the model presented in the previous
section: L& output be Cobb-Douglas, so that the
log of real wageswill again be given by equation
(1). Further, assume that the log of the labor
supply is given by the following equation:

(6) n5,=B0+Bl(W,—p,)+,Bzr,
for By, B,,8,> 0.

Thisequation differsfrom equation (2) be-
cause the labor supply isaso assumed to be
influenced by the real interest rate, »,. Equation
(6) assumes that the labor supply depends posi-
tively on the real interest rate, because of the
intertemporal substitution effect. That is, when
interest ratesare high, workerstransfer consump-
tion from today until tomorrow to take advantage
of the high real rate. Consumption is reduced,
thus increasing the margina utility of consump-
tion in the current period. This, in turn, increases
the incentive for agents in the economy to work
additional hoursin order to consume moretoday.

Instead of assuming that there are long-term
nominal wage contracts, this model assumes that
wagesvary to clear the market continuously so
that money does not influence output. By equat-
ing the real wagein equations (1) and (5), we
solve for the equilibrium amount of labor sup-
plied (demanded) in thiseconomy:

(7)) n,=[By+ By (W +JB,7,.

Red interest ratesin the economy are
assumed to fluctuate randomly around a con-
stant mean r :

8 r=r+n,.

Temporary changes in interest rates, 7, , can
result because of either shifting tastes or tempor-
ary changes in government expenditures. Incor-
porating this variable into equation (7), we see
that output depends positively on the innovation
in real interest ratestoday.

9) Y= 'Y[Bo + ,31172(’)/) + Bz r ]J + 'Yf.Blet-

To close the model, we assume that money
demand isgiven by equation (4) and that the
Federa Reservefollowsa nominal interest rate
rule:



(10) ms,=b+ AR, - r),andA >0,

where R,=r1,+ Ep, .y - P,.

Nominal interest rates are assumed to be the
sum of the red rate plus expected inflation over
the next period. Using equations (4), (8), (9),
and (10), the reduced form for the nominal
interest rate is given by the following equation:

(11) R, =r+7,[(1/(1+A)
+ By J /(1 + A\)]

Innovationsin the real interest rate are
assumed to be temporary. An increase in the red
interest rate causes policymakersto expand the
money supply in order to stabilize nominal
interest rates. Pricesare then temporarily high
and deflation is expected over the next period,
which will offset the increase in the real interest
rate. When A approaches infinity, the nominal
interest rate approaches the long-term real inter-
edt rate, ». That is,when A approaches infinity,
the Federal Reserve isfollowing an interest-rate
peg.

From equation (11), the reduced form of the
money-supply equation is given by

(12) ms = b+ A[(1/(1+ A))
+ B, J/(1+ Mln,.

If one were to randomly determine different
realizationsadf 7, , and were then to graph
money supply and output against time (different
realizationsaf 7, ), one would again obtain a
picture very similar to that given in figure 1. A
temporary increase in interest ratescauses peo-
ple to supply more labor today. Thisoccurs
since high red interest ratesimply that, on the
margin, individual sgreatly value consumption
today, causing them to work longer hours today.
The increase in interest rates also causes the
Federal Reserveto expand the money supply in
order to smooth nominal interest rates, which
causesatemporary risein prices.

This example implies that, on average, prices
will fal over the next period, leading to a
decline in the nominal interest rate. Unlike the
example given in the previous section, interest
ratesin thismodel cause changesin both output
and money. Thus, money and output are posi-
tively correlated. Like the example given in sec-
tion II1, however, interest ratesdo not Granger-
cause output, because interest ratesand output
occur contemporaneously.
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The above model illustrates how an interest-
rate target can produce a positive correlation
between money and output. The example was
extremely simple and predicted that money and
output would move contemporaneously. One
could likewiseconstruct examplesin which
money leads changes in output and would thus
appear to cause changesin output.

For example, consider an economy in which
money has no real effects, but in which agents
are able to predict future output. The prospect of
higher future output will cause agents to borrow
(or save less) in an attempt to smooth their con-
sumption stream over time. Thisincreased bor-
rowing will boost interest rates. If the effect on
output today from an increase in interest ratesis
negligible, then changesin money will occur be-
fore changes in output when the Federal Reserve
pursues an interest-rate peg. In this economy,
money leads, but does not cause, output.

The next section discusses another mecha
nism in which output can cause changesin
money. Unlike the model presented in this sec-
tion, the mechanism will not come from the
Federal Reserve'soperating procedure, but will
result from the public's willingness to hold cur-
rency versus either demand or time deposits.

V. Output Causes Money

Red business cycle theorists typicaly assume
that the cause of business cyclesis either a shock
to consumer preferences or a shock to real pro-
ductivity.* Becausean indirect measure of these
shocks can be obtained through the use of
Solow residuals (see Solow [1956]), theorists
have tended to concentrate on technology
shocks asa source of business cycle fluctuations.

Red business cycle theory has been successful
in explaining the quantitative aspects of business
cycles. These include the standard deviations
of —and comovementsamong—real variables
such as output, investment, consumption, and
hoursworked. In contrast, monetary-driven bus
iness cycle models have concentrated on
explaining the qualitativeaspects of the correla
tion between money and output.®

Becauserea business cycle modelsdo not
include a role for money, they have been criti-
cized for not explaining the comovements

B 4 Fora thoughtful exposition of real business cycles, see Prescotl (1986)
or Stockman (1988).

& 5 As noted by Stockman (1988. p. 35). "The large-scale econometric
models do not qualify because they are not true structural models in the sense
of the Lucas critique of econometric policy evaluation....”



Cross-Correlations of Output
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Variablex x(t-4) x(t-3) x(t-2) x(@-1) x@) x@+1) x(t+2) x(+3) x(t+4)
Red GNP 25 45 68 87 1.00 87 68 46 26
Monetary base .08 .20 .29 39 44 44 42 .39 37
M1 A2 25 35 37 34 26 21 .16 A5
M2 62 .68 69 62 48 .29 10 -.08 -25
Interest rates -.55 -.36 -.15 .10 34 47 51 49 45
Red interest rates -.57 -41 -.20 07 30 40 44 43 41
(O3] -70 =75 =75 -.69 -.56 -.40 -23 -.05 13

NOTE: Sample period is from 1959:1Q to 1988:IvVQ.
SOURCES: Data Resources, Inc.,and Board o Governorsd the Federal Reserve System.
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among nominal variablessuch asthe price level,
wages, and money (see Summers [1986] ). How-

ever, asfigure 6 and table 1 illustrate, the

comovements among interest rates, prices, and
real output are qualitatively consistent with real
business cycle theory. In particular, interest rates
have been contemporaneously procyclical and

prices have been countercyclical since 1959.¢

O 6 Prior lo 1953, prices seem lo be more procyclical.

1988

Procyclical interest ratesarise in red business
cycle models generated by temporary productiv-
ity shocks. A temporary increase in productivity
today, which is expected to lead to higher out-
put in the future, causes individualsto borrow
money in order to smooth consumption. Coun-
tercyclical pricesarisein these models because
the demand for real money balances increases
when output increases. Assuming that the Fed-
eral Reserve does not fully accommodate the
increasesin interest ratesand output, it follows
that prices must fdl.

Table 1 providesfurther evidence that the
Federal Reserve may accommodate increasesin
output. Note that the strongest correlations
between the monetary base and output occur
contemporaneously and with money lagging out-
put by one quarter. Real business cycle theorists
argue that the correlation between the monetary
base and output isthe result of the Federal
Reserve’s operating procedure. They point out
that this correlation is small relative to the corre
lation between output and broader measures of
money, such as M1 and M2.

Table 1 showsthat while the contemporaneous
correlation between the monetary base (percent
deviations from trend) and real GNP isonly .44,
the correlation between M2 (percent deviations
from trend) and red GNP two quarters later is
.68. Although table 1 indicatesthat the correlation
between M1 and real GNPissimilar to the corre
lation between the monetary base and real GNP,
the correlation between M1 (percent deviations
from trend) and red GNPis.59 if one ignores
the tremendous increase in M1 during 1986.

While the monetary base is determined solely
by the Federal Reserve, components of M1 and
M2, such as checking accounts, short-term time
deposits, money market accounts, and mutual



funds, are determined by commercial banksand
the public.' This suggests an important role for
reverse causality. The public appears to respond
endogenously to future output changes by shift-
ing its portfolio from currency to demand and
time deposits. Some mechanism must therefore
serve to link output and deposits.

King and Plosser (1984) develop a model in
which individualsdemand both currency and
financial services (demand deposits). In their
model, demand deposits, like other goods, are
producecl with capital and labor. They derive a
demand curve for both inside money (financial
services) and outside money (currency). They
assume that the cost of making a transaction
depends negatively on the real amount of inside
and outside money that a person holds. The
demand for both financia servicesand currency
increaseswith real output in this model, explain-
ing why empirically both real currency and red
demand deposits are correlated with real output.

However, King and Plosser also show empiri-
caly that there isa positive correlation between
nominal demand deposits and currency with redl
output. If one restrictstheir cost of transactions
and assumes that with larger purchases (higher
output) there isan extracost associated with
currency over demand deposits, one can also
generate a positive correlation between nomina
demand deposits and output. Thisassumption
seems natural because the demand for high-
ticket durable goods is much more procyclical
than for lessexpensive purchases such as serv-
ices. A model like this can explain the positive
correlation between nominal bank depositsand
read GINP.

An example of reverse causality occurred dur-
ing the Great Depression. The monetary base
grew dlightly through the period, while the
money supply, defined by M1, declined substan-
tialy as depositors shifted out of demand depos-
itsand into currency. The result was a decline in
the currency/deposit ratio as output fdl and
banksfailed. The ensuing bank failureswere
probably both a cause and an effect of the Great
Depression. The decline in the money supply,
therefore, was partly the effect of factors that
caused the Great Depression, although it map
also have been a contributing factor in causing
the financia collapse® Empirical work has not
been able to distinguish this causation.

B 7 The Federal Reserve currently can control the nonbonowed monetary
base wilh a fair amount of precision. However, to control total monetary hase,
the Federal Reserve would need to alter the current administrative practices of
the discount window and reserve accounting practices. See Laurent (1979).

B 8 See Friedman and Schwartz (1963)
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Red business cycle models have generated a
resurgence in interest to test for the direction of
causality between money and output. The next
section reviewsthis literaturein light of the the
ories presented in sections | through Iv.

V. Begsd the Money-
Quiput Relationship

To determine the direction of causality between
money and output, economists since Sims
(1972) have employed Granger-causality tests.
The results of these testsare not robust to
changes in the sample period, to changesin the
variablesincluded in the test, or to whether the
dataare in loglevel or first-differencedform.

Sims finds that money Granger-causes output
in asimple bivariate setting. In a later paper,
Sims (1980) determines that money fails to
Granger-cause output when the commercia
paper rateisincludec! in the test. Littermanand
Weiss (1985) replicate this result and also show
that the nominal commercia paper rate Granger-
causes both money and output. They find that
the real interest rate, however, does not Granger-
cause either output or money.

Eichenbaum and Singleton (1986) replace the
commercial paper rate with the real rate of
return on stocks and the red rate of return on
Treasury billsin their Granger-causality tests.
They find that while the red rate of return on
Treasury billsdoes not Granger-cause output, the
redl rate of return on stocks does. Their model
allows no explanatory power for money once
these variablesare included.

Stock and Watson (1989) find that money
Granger-causes output if the rate of return on
stocks is omitted and the nominal rate of return
on Treasury billsis included. Friedman and
Kuttner (1989), however, find that this result is
sensitive to the sample period chosen. They aso
determine that money failsto Granger-cause
output (except for one subsample) when the
nominal commercia paper rate is replaced by
the spread between the commercial paper rate
and the Treasury hill rate.

What do these resultstell usabout the direc-
tion of causality between money and output?
Firgt, the inclusion of interest sates seems to
weaken the explanatory power of money. This
seems to be inconsistent with a money-driven
business cycle. McCallum (1983), however,
argues (but does not show) that if the Federa
Reserve attempts to peg the interest rate, then
interest-rate innovations are a better indication of
the influence of money on output than are
monetary innovations. Thisresult is obtained



because monetary innovations that affect output
also cause interest ratesto change. There are al'so
nonmonetary shocks that cause interest ratesto
change, leading to changesin output.

Second, different measures of the rate of
return yield drastically different results. The rea
son is probably that some rates of return area
better proxy for future changes in output than
others. As Friedman and Kuttner indicate, the
primary determinant of the spread between the
Treasury bill rateand the commercia paper rate
isthe default risk on corporate securities. The
primary determinant of the default risk of corpo-
rate securities is probably the anticipation of
future business conditions, that is, future changes
in output. The real rate of return on stocksin
Eichenbaum and Singleton's study is probably
also a proxy for future changes in output.

The issue of whether money issignificant in
its ability to predict future output when the
spread or return on stocksisincluded in the
causality test tells us little about the actua direc-
tion of causality between money and output.
Money will Granger-cause output whether
money actually causes output or whether future
output causes money, whenever the spread (or
the return on stocks) isa proxy, but an imperfect
proxy for future output. Money would appear to
be significantfor both models because it helps
to eliminate some of the noise present in the
spread. Similarly, money will not Granger-cause
output if the spread (or the return on stocks) isa
perfect proxy for future output. The two models,
money causing output and output causing
money, are thus observationally equivalent in
their predictions concerning whether money
Granger-causes output.

Thisanalysis indicates that inferences about
the direction of causality between money and
output cannot be made from the existing
Granger-causality tests. One of the mgjor prob-
lemswith the existing empirical studiesis that
they use M1 astheir measure of money. As indi-
cated in the previous sections, broader measures
of money respond to future business conditions
more than narrow measures of money, such as
the monetary base. It appears that it would be
difficult to distinguish between money causing
output or output causing money when measures
of money containing endogenous components
are used. The same cavesat holdsfor narrow meas
ures of money like the monetary base. These
measures, however, do not seem to respond to
future business conditionsto the same degree as
M1 or M2.

These results suggest that the use of causality
testsshould proceed aong the lines indicated by
Sims(1989). He urges that researchers should
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concentrate on combining the theoretical tech-
niques developed by real business cycle theo-
ristsand the empirical technique of vector auto-
regressions. That is, researchers should proceed
along the lines of Prescott (1986), but should
compare more than simple correlations when
matching simulated data to actual data. Sims
recommends that they compare the results of
Granger-causality tests run on both simulated
data and actual data. This requires models to
pass stricter empirical tests before being judged
as either successful or unsuccessful. Applying
this technique to help determine the direction of
causality between money and output would
require building a real business cycle model
with money and then comparing the vector auto-
regressions run on simulated data from both
model swith actual data.

Vi. Conclusion and Palisy
implications

This paper hasshown that Granger-causality tests
alone cannot settle the debate about the direc-
tion of causality between money and output.
One reason is the ever-present problem of a
potentially missing third variable. In section I,
we showed how umbrellas could Granger-cause
rain when a variable proxyingfor the expecta
tion of rain, low-pressure systems, is excluded
from the tests. The above studies seem to affirm
the notion that leaving out variablesthat proxy
for the expectation of future output could leave
money with explanatory power when no causal-
ity isactually present. It should be clear that this
debate is not likely to be settled on the basis of
Granger-causality testsalone. Unfortunately,the
issue can probably never be completely settled
without having the Federal Reserve conduct con-
trolled experiments with monetary policy that
would be infeasible.

Causdlity testsare not necessarily useless,
however. They may provide some information
about the direction of causdlity, aslong as they
are interpreted within the confines of a model.
That is, we must start with the null hypothesis
that a specific model iscorrect and attempt to
test whether or not we can reject this hypothesis.
This approach isin the spirit of Eichenbaum and
Singleton (1986); however, the suggestions
made by Sims (1989) seem more appropriate.

Many policymakers currently assume that
money causes output in a consistent and reliable
way. Economistshave been unable to demon-
strate this relationship, however. If money does
not cause output, are policies predicated on
such causation benign or harmful ?At first glance,



it would seem that the effects of current policy
would be benign if money does not cause output.

However, by not being able to pin down the
direction of causality, we cannot rule out other
possibilities. For instance, it may be possible that
inflation or monetary growth decreases output.
Support for this proposition comes from Kor-
mendi and Meguire (1985). Using crosscountry
data, they find a negative correlation between
inflation and the growth rate of rea output. The
possibility that inflation may lower output
should not be too surprising, given that inflation
isatax on real cash balances. As is the case with
any other tax, we would expect increases in this
tax to depress output. For example, higher rates
of inflation cause people to engage in wasteful
activitiesin order to economize on money hold-
ings, thus serving to lower output.

Because researchers cannot tell whether
increasesin money cause output to increase—
and there is some evidence that increases in the
growth rate of money actually depress output-—
how should policymakers proceed?Policy
actions should be analyzed in light of their
potential costs and benefits. Traditional Keynes
ian analysisassumes that al output fluctuations
are inefficient and that policy could improve
economic welfare by stabilizing output. How-
ever, as Lucas (1987) points out, the welfare
gainsassociated with smoothing businesscycle
fluctuationsare small and are dwarfed by the
potential gains associated with increasing long-
run economic growth.

The costs associated with stabilizing output
may not be small. If unanticipated money
increases output as described by Lucas (1972,
1977), then the real output effectsfrom money
are welfarereducing. The reason isthat the out-
put effectsof money are generated by misper-
ceptions on the part of the public. As Lucss
points out, thisanalysis prescribes that the Fed-
erd Reserve should follow a rule when conduct-
ing monetary policy. In Lucass model, any out-
put changes induced by money are inefficient.
Even if hisreasons for why money affects output
are incorrect, it still may be best for policymakers
tofollowarule.

Stockman (1988) also makesthe point that
conducting policy asif output fluctuations are
inefficient can be damaging. If the true explana-
tion of business cyclesturns out to require both
Keynesian and redl business cycle elements,
then there may be substantial welfare losses
associated with output stabilization. Asargued by
red business cycle theorists, some output
changes are efficient. In aclclition, it is presently
impossible to distinguish inefficient from effi-
cient movements in output. Using monetary pol-
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icy to offset these shocks could very well leave
usworse off. Therefore, even if money has real
effects, it is not clear how aggressively, if at al,
monetary policy should try to stabilize output.

Policymakers should accept the possibility that
money does not cause output. Instead of con-
ducting policy as if money does cause output,
they could base monetary policy on what we
currently know about its costs and benefits. The
preceding analysisleads usto believe that poli-
cymakers should be more reluctant to finetune
the economy without understanding the ineffi-
ciencies present in the economy. Because the
costs of economic stabilization are thought to be
large, while the potential benefits have been
shown to be fairly small, we recommend that
monetary policy be predicated on a rule that is
easy for policymakers to implement and even
easier for the public to monitor.
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