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Abstract

Positive investment comovements across OECD economies as observed in the data

are difficult to replicate in open-economy real business cycle models, but also vary sub-

stantially in degree for individual country-pairs. This paper shows that a two-country

stochastic growth model that distinguishes sectors by factor intensity (capital-intensive

vs. labor-intensive) gives rise to an endogenous channel of the international transmis-

sion of shocks that first, can substantially ameliorate the “quantity anomalies” that

mark large open-economy models, and second, generate a cross-sectional prediction

that is strongly supported by the data: investment correlations tend to be stronger for

country-pairs that exhibit greater disparity in the factor-intensity of trade. In addition,

three new pieces of evidence support the central mechanism: (1) the production compo-

sition of capital versus labor-intensive sectors changes over the business cycle; (2) the

prices of capital-intensive goods and labor-intensive goods are respectively, procyclical

and countercyclical; (3) a positive productivity shock in the U.S. tilts the composition

of trade balance towards capital-intensive sectors in other countries.
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1 Introduction

Studies of international business cycle theory anchored in large-open economy stochastic

growth models do not make allowance for differences in factor intensity among goods. The

reality is that some sectors use capital more intensively in their production process, while

others use labor more intensively. Differences in factor intensity across sectors are large.

A close look at the data reveals some distinctive patterns that mark labor-intensive from

capital-intensive sectors. One empirical regularity is that labor-intensive sectors’ outputs are

much more volatile than capital-intensive sectors’ outputs—on average, of about 60%—for

a group of OECD countries. Second, there are systematic changes in the composition of

capital and labor-intensive sectors in the aggregate economy over the business cycle. During

booms, the labor-intensive sector expands disproportionately compared to capital-intensive

sectors. This is manifested by a strongly countercyclical share of production, investment and

employment in capital-intensive sectors—a new finding that we document. The correlation

of the investment share and real GDP in the U.S. is a high value of -0.70 (and an average of

-0.42 for other OECD economies in our sample)—matched by an equally high correlation of

-0.87 for the production share (-0.55 for other OECD economies), and a correlation of -0.53

for the employment share (-0.63 for other OECD economies).

Equally, while the trade collapse of the recent recession of 2008-2009 has garnered sig-

nificant attention, much less known is the distinct behavior of capital and labor-intensive

sectors. The trade balance (as a percentage of GDP) of capital-intensive goods improved

by a significant amount—9 percentage points—whereas that of the labor-intensive sectors

deteriorated by 4 percentage points.

The first surprising element to these new observations is that the composition of produc-

tion and trade—when sorting sectors in the economy by factor-intensity of inputs—do change

over the business cycle—even within the industrialized economy group. What this perhaps

alerts us to is that there may be systematic differences between capital and labor-intensive

sectors, and that making this distinction may be useful in uncovering some largely-ignored

facets of business cycles—theoretically and empirically. So far, the international business

cycle literature has focused primarily on the division of sectors based on their tradability

(tradables vs nontradables) or durability (durables vs non-durables), and applications of

such, in Stockman and Tesar (1995) and Engel and Wang (2011), among others, have been

wide-ranging and implications far-reaching. Importantly, distinguishing sectors based on

their factor intensity of production is not tantamount to categorizing sectors along either of

these two characteristics. Neither are capital-intensive goods equivalent to capital goods.1

1There is no clear relationship between the durability or tradability of a good with the factor intensity of
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Standard two-country models in which there is only one good or multiple goods but

with homogenous factor intensities cannot account for these robust patterns in the data,

nor for the patterns in the recent recession. Moreover, major discrepancies arise between

the theory and the data in the workhorse two-country stochastic growth model of Backus,

Kehoe and Kydland (1992) (henceforward BKK). Among these discrepancies, which came

to constitute the “quantitative anomalies” of international business cycles (Backus et al.

[1993]),2 investment correlation is arguably the more difficult to replicate in a standard

model. While an incomplete-markets setting which allows trade only in noncontingent assets

can generate a moderate amount of correlation in output across countries with random walk

shocks, as demonstrated by Baxter and Crucini (1995) and Kollman (1996), investment

remains to be negatively correlated across countries. At the heart of this divergence is the

tendency for resources to flow towards the more productive economy—a “resource shifting

effect”—which causes investments to move in opposite directions across countries.3

The first contribution this paper therefore endeavors to make is to propose a new mech-

anism that can dominate the “resource shifting effect” and thereby lead to positive cross-

border comovement in a simple extension of the workhorse BKK model, substantially ame-

liorating the ‘quantity anomalies’ in large open-economy business cycle models. The second

objective is to provide new evidence showing that the composition of inputs, outputs, and

the trade balance, as well as the relative price of capital and labor-intensive goods vary with

the business cycle in a way that is consistent with predictions of the model. We see this as

an effort to bring the large open-economy international business cycle models, which have

mainly relied on model-simulated evidence, one step closer to the data.

The framework we use moves away from the BKK one-sector setting to a multiple-sector

setting where factor intensities differ across sectors. Capital can freely flow across borders

but goods trade are subject to small trade costs, the purpose of which is to break factor price

production. Durable goods can be relatively labor-intensive–for instance, computer and electronic products—
or capital-intensive, for example, electrical equipment and appliances. Similarly, nontradable goods could also
be capital-intensive–for example, utilities, financial or legal services—or labor-intensive, such as construction.
Also, the conventional separation of capital goods and consumption goods are based on their end-use, not
on intensity of input factors. Some capital goods are actually labor-intensive in production—for instance,
computer and electronic products.

2The theory predicts negative international comovement in investment, employment and output, while
the opposite is true in the data—for the U.S. against a group of European countries.

3That productivity shocks may be highly correlated across countries, however, is not the main explanation
because various evidence has shown that the cross-country correlation of Solow residuals is lower than that of
output. Costello (1993) finds that for five industries in six countries, productivity growth is more correlated
across industries within one country than across countries within one industry, and that output growth is
more correlated across countries than productivity growth. Evidence based on estimated TFP processes in
subsequent works, as well as in this one (Section 4.2), reveals the same pattern. As Stockman (1992) puts
it:“the model misses endogenous forces that tend to make foreign and domestic outputs move together (and
make their correlation greater than that of technology shocks).”
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equalization in a two-country, two-sector economy—thereby pinning down a unique steady

state in which commodity trade is absent across countries in the long run. Indeed, when there

are costs to goods trade but no cost to capital flows in the steady state, capital flows across

borders that equalize factor prices and eliminates any need for goods trade.4 Economies are

ex-ante symmetric and produce all goods—markedly different from the Armington model of

goods trade—where countries produce differentiated goods—that is featured in a large body

of papers in the literature.

In our two-country, two-sector, stochastic growth model, a country (Home) hit by a

country-specific labor-productivity shock expands disproportionately its labor-intensive sec-

tor,5 causing the world supply of labor-intensive goods to increase and therefore raising the

relative price of capital-intensive goods. The Foreign economy, facing a greater profitability

in capital-intensive sectors, shifts resources there. The change in the Foreign composition

of production and exports towards capital-intensive sectors leads to a rise in their aggre-

gate demand for investment.6 As Home allocates investment resources both domestically

and to the Foreign economy which now produces more capital-intensive goods, GDP rise in

both economies. This trade-induced investment flows may dominate the standard ‘resource

allocation’ effect across countries and generate positive international comovement.

Our empirical evidence challenges any preconceived notion that factor-proportions trade

cannot occur over the business cycle—nor among industrialized economies. First, consis-

tent with prior evidence, there is no factor-content trade in our theoretical economy in the

medium/long run. Compositional and trade changes in our economy is driven by temporary

productivity shocks and not by factor endowment differences, absent for ex-ante symmetric

countries. All that is required, and what is important, is that the factor intensity of trade

is unsynchronized across industrialized countries—over the business cycle. This is evident

both in the recent recession and as we will show, over longer periods of time. Second, one

may also be skeptical of sectoral ‘reallocations’ in the short run. It is important to note that

there is no capital reallocation across sectors in this model. Capital is fixed in each sector,

4While conceptually similar, the Hecksher-Ohlin model imposes the opposite restrictions—capital flow
is prohibited while goods trade is costless and free. Our assumption is more pertinent to industrialized
economies which do not have substantial factor-content trade in the long run.

5In our simple economy, a productivity shock is biased towards the labor-intensive sector. This is the
most convenient way to generate a disproportionate response of labor-intensive sectors compared to capital-
intensive sectors observed in the data. This is justified by the empirical evidence which we show that
labor-intensive sectors are much more volatile than capital-intensive ones, for the majority of countries in
our sample. Section 6.4 shows how a TFP shock can also generate this asymmetric pattern across sectors.

6The net import of investment resources in the foreign country and its greater production of capital-
intensive sectors leads to a rise in Foreign GDP. Combined with the basic extensions of the model—
exogenously restricted asset trade and Greenwood-Hercowitz-Huffman (GHH) preferences—the model can to
a great extent resolve the labor comovement and consumption/output anomalies in the multi-sector model.

4



and in each period, aggregate investment is distributed across sectors to augment or reduce

capital stock in each particular industry. Thus, compositional changes that subsequently

motivate factor-proportions trade stems from investment flows, which, given its mobility

and versatility in being directed to wherever is profitable, can hardly be seen as a contro-

versial source of compositional changes.7 The employment reallocation that is required by

the model is quantitatively small, and is smaller than measured in the data. Incorporating

labor adjustment costs in order to restrict labor movements across sectors are provided in

an extension of the model. After all, employment moving across sectors is not equivalent

to changing occupations, which could be substantially more difficult. All in all, the size of

composition changes and the magnitude of factor-proportions trade required by the quanti-

tative model for our channel to operate is roughly in line with evidence taken from the data,

suggesting that no unrealistic degrees of compositional changes and trade over the business

cycle is needed.

Section 2 begins by documenting new empirical regularities about the behavior of capital

and labor-intensive sectors over the short-to medium-run. The focus of our empirical inves-

tigation lies in key preconditions and predictions of our central mechanism. We find that (1)

a country-specific productivity shock in the U.S. (and in most OECD economies) expands its

domestic labor-intensive sectors by more than it expands its capital-intensive sectors, both

in terms of inputs and outputs; labor-intensive sectors’ output also tend to be much more

volatile than that of capital-intensive sectors. This delivers the ‘domestic composition effect’

that is necessary to instigate our international transmission channel; (2) evidence indicates

that the price of labor-intensive goods is highly countercyclical while the price of capital-

intensive goods is highly procyclical for most OECD countries in the sample; (3) Across ten

broad sectors ranked by their capital-intensity of production, more labor-intensive sectors’

net exports from the U.S. to European economies tend to be more procyclical than the net

exports in capital-intensive sectors—particularly evident during the recent crisis. Together,

these empirical regularities suggest that the requisite preconditions that lead to our interna-

tional transmission channel, (1) and (2), as well the international transmission mechanism

itself, (3), are broadly met by the data. We see these new findings as a first step to a

more in-depth empirical investigation that deserves further scrutiny beyond the scope of this

paper.

The closest theoretical framework to ours is the BKK large-open economy model, with

complete markets. The only difference is the inclusion of multiple sectors that differ by factor

7The model is in this sense intrinsically different from a Hecksher-Ohlin model, which allows for instanta-
neous reallocation of capital stock across sectors. These specifications are closer to a specific-factors model
with capital accumulation.
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proportions and trade costs (which also exists in an extension of their baseline model). One

extension to the baseline framework is an alternative asset structure in which only one-period

bonds can be traded, as in Baxter and Crucini (1995) and Kollman (1996). The endogenous

incomplete asset market structure featured in Kehoe and Perri (2002) successfully gener-

ates positive international correlations in inputs and outputs.8 The main difference is that

our mechanism relies on the interaction between trade and macroeconomic dynamics and is

independent of the nature of the asset structure. Karabarbounis (2011) provides an alterna-

tive solution to large open-economy puzzles by examining the role of the labor wedge in a

two-country dynamic general equilibrium model.

This model is decidedly different from the standard, Armington multi-tradable-goods

model—the baseline business cycle framework of which is deloped by Backus et al. (1994).

As demonstrated in Corsetti, Dedola and Leduc (2008) and Heathcote and Perri (2000), this

type of goods trade can generate positive comovement across countries when the elasticity

of substitution is low or when international asset markets are shut off (financial autarky).

The main advantage of the current model is that trade and production structure evolves

endogenously, compared to the exogenously-rigged, complete specialization structure of trade

in the Armington model.9 One crucial difference is that the transmission of shocks via the

terms of trade is central to the Armington model, whereas the relative price of capital/labor

intensive goods is key in the present one. In the former setup, the rise in foreign investment

and output due to a domestic productivity shock relies on the degree of complementarity

of the two distinct goods—produced separately in each country–thereby giving importance

to the elasticity of substitution between the two goods. In contrast, the rise in the foreign

investment in the current model is largely due to the fact that it produces more capital-

intensive goods (relative to labor-intensive goods) and thus requires more investment—and

accordingly limits the role of the elasticity of substitution of goods.

International business cycle models that feature endogenous trade dynamics have in

the past incorporated heterogeneous firms—as in Ghironi and Melitz (2004),10 and factor-

proportions trade—as in Cuñat and Maffezzoli (2004). The main difference between this

paper and Cuñat and Maffezzoli (2004) is that their use of TFP shocks in combination with

8The need to satisfy enforcement constraints as international loans are imperfectly enforceable significantly
reduces the amount of investment that is accrued to the country hit by a positive and persistent shock—lest
the default option should become more attractive.

9The Armington model of business cycles also produces the counterfactual result that more trade lead to
less output comovement (Kose and Yi [2001]). Another multi-sector model used to investigate international
business cycle properties is Ambler et al. (2002). However, sectors do not differ by factor intensity in their
model and the model cannot generate positive input and output comovement.

10The paper focuses on explaining endogenously persistent deviations from PPP and providing a micro-
founded explanation for the Harrod-Balassa-Samuelson effect.
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asymmetries in endowments across countries generates very different initial trade patterns

and hence an altogether-different international transmission mechanism. Their main focus is

on why the correlation between the terms of trade and income can be positive or negative for

different countries–characterized by asymmetries in factor endowments.11 Jin (2011) applies

the two-sector framework in an overlapping generations setting to analyzing the determi-

nants of international capital flows across countries over the long run. We are interested

in the quantitative implications of the two-sector economy in a business cycle setting and

taking a closer look at the data.

Lastly, a most rudimentary motive for trade is assumed in this paper. It is by keep-

ing the structure of trade simple that its interactions with macroeconomic forces are most

transparent. We are interested in how one realistic dimension of the data—factor intensity

differences across sectors—change the implication of international business cycles, although

more complex structures of trade can be easily embedded to account for other features of

the data.12

The paper is organized as follows. Section 2 provides an empirical investigation into the

key implication and mechanism of our model. Section 3 extends the standard large open-

economy framework to incorporate multiple sectors with heterogenous factor intensities.

Section 4 discusses the calibration and parameterization of the model. Sections 5 and 6

examine the dynamic and quantitative properties of the model. Section 7 explores the cross-

sectional implications on investment correlations and Section 8 concludes.

2 Empirical Regularities of Capital and Labor-Intensive

Sectors

In this section, we document the salient properties of capital and labor-intensive sectors over

the business cycle, focusing on the key properties that underlie our mechanism. To instigate

the international transmission channel, a country-specific productivity shock in say, the U.S.,

expands the domestic labor-intensive sector by more than it expands the capital-intensive

sector—the ‘domestic composition effect.’ Second, the motive for expanding capital-intensive

11In the absence of the ‘composition effect’ that this paper highlights, positive comovement in inputs
and outputs do not emerge in their setting. Their main experiment examines an increase in productivity
in the capital-abundant country. Since this increase in productivity raises the country’s capital and labor
(in efficiency units) by the same proportions, the world’s capital-labor ratio in efficiency units also rises.
In contrast, an increase in labor productivity in this economy reduces the worlds’ capital-labor ratio upon
impact. Different production and trade patterns ensue, and the resource shifting effect remains the dominant
force in their model.

12An example is vertical integration, featured in Kose and Yi (2001, 2006), Burstein, Kurz and Tesar
(2008), Giovanni and Levchenko (2009) and others.
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industries in the counterpart European economies is based on an increase in the relative price

of capital-intensive goods. Third, the international transmission mechanism requires an im-

provement of the trade balance in capital-intensive sectors in Europe. These empirical facts

together depict a complete picture of the requisite components to the operation of the chan-

nel we underscore.

Data Descriptions

The data we use include annual sectoral production and price data, taken from the U.S.

Bureau of Economic Analysis Industry Account Dataset and the OECD STAN database.

An important point emphasized in Schott (2003) is that higher disaggregation at the sec-

toral level, within the same standard industry, can lead to greater heterogeneity in input

intensities. The standard industry classification groups goods roughly according to the sim-

ilarity in their end-use (i.e. goods that are close substitutes rather than manufactured with

similar factor inputs), “a procedure not necessarily consistent with the conceptualization of

goods in the factor proportions framework” (Schott, 2003). For this reason, sectoral data

at the most disaggregated level is employed in order to measure capital intensity with pre-

cision and thereby categorize sectors most accurately. As a robustness check, we also use

the NBER-CES Manufacturing Industry Database, which provides manufacturing input and

output data at 6-digit NACIS level for 1958-2005.13

We use quarterly U.S. trade data at a highly disaggregated level, which is only available

for a somewhat limited period: 1989Q1-1996Q4 for 4-digit SIC, and 1997Q1-2011Q4 for 6-

digit NAICS, provided by the U.S. International Trade Commission (USITC). The drawback

of the highly disaggregated data is its somewhat limited time span. Disaggregated sectoral

data is then recast into larger sectors according to a methodology which we describe, along

with the data, in Appendix A.

We focus on evidence from the U.S. for the reason that detailed sectoral data for many

major industrial countries only span over a limited time period 14 and cover a smaller number

of comparable sectors.15 Categorizing sectors by their capital share of value added is highly

imprecise at this higher level of aggregation. These data limitations significantly hamper a

serious cross-country time series study.

13NBER-CES database also provides detailed input and output information at 4-digit SIC level. Thus,
the calculated capital share at the most disaggregated sector level based on this dataset can be matched
with detailed U.S. trade data to classify labor-intensive sector and capital-intensive sector.

14For example, reliable industry data from OECD STAN only exist at the annual frequency for 1991-2008
for Germany, France, Italy and UK.

1522 cross-country comparable sectors can be constructed using the OECD STAN data.
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2.1 Countercyclical share of capital-intensive sectors

Figure I plots the (hp-filtered) share of capital-intensive investment in total investment,

together with the business cycle indicator measured by real GDP in the U.S., over the period

of 1977 to 2009. The correlation between the capital-intensive investment share and real GDP

is as high as -0.70 over this period. Moreover, the magnitude of investment ‘reallocation’ is

significant. During recessions, the share of investment in capital-intensive sectors in general

increases by about 5 percentage points.16 The pattern is robust across other European

economies, as shown in Table I. The average correlation is -0.42, and as most countries

show, the allocation of investment to capital-intensive sectors is countercyclical.17

The strong countercyclicality of capital-intensive sectors is also manifested in its (de-

trended) output and employment share, which are negatively correlated with GDP (Figure

I)—with a correlation of -0.87 and -0.58, respectively. The pattern is again, highly robust

across the majority of countries in the sample (Table I).

[INSERT FIGURE I HERE]

[INSERT TABLE I HERE]

The pattern is also robust to alternative levels of sectoral disaggregation, as well as

to alternative datasets. When using the NBER-CES Manufacturing Industry Database,

which provides more disaggregated sectoral data on manufacturing sectors, and for a longer

period (1958-2005), the correlation between the share of investment, employment and output

in capital-intensive sectors and output are -0.73, -0.58 and -0.46 respectively. This shows

that our observations are not simply driven by specific sectors (e.g the ‘usual suspects’—

construction or service sectors).

Lastly, it is evident in the last column of Table I that labor-intensive sectors’ output are

significantly higher than that of capital-intensive sector—more than twice more volatile in

the U.S., and on average more than 60% more volatile among the countries in the sample.

16As in most industrialized countries, there is a steady declining trend in the amount of resources allocated
to the capital-intensive sector. Investment in capital intensive sectors before 2000 decreases with an annual
rate of 0.8%. However, abrupt reversals in the trend occur during recessions, such that investment is
redirected towards the capital-intensive sector (relative to the trend). The volatility of the (HP-filtered)
share of investment fluctuations is comparable to that of output, with standard deviation equal to 2.06 and
2.01.

17This pattern is indeed consistent with predictions of our model. In our quantitative analysis, each coun-
try’s fluctuations are primarily driven by domestic shocks, which then leads to a disproportionate expansion
of labor-intensive sectors during booms (and hence making capital-intensive sectors countercyclical). This
reasoning is similar to the conclusion drawn by Backus et al (1994) that the trade balance tends to be
counter-cyclical, by showing that the correlation between net exports and GDP is negative in the U.S., and
across most European economies in their sample.
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This justifies our assumption that labor-intensive sectors are hit disproportionately more by

productivity shocks that capital-intensive sectors. We explore this in detail in Section 4.2.

2.2 Cyclicality of Sectoral Prices

Are economic expansions associated with an increase in the relative price of the capital-

intensive good or a fall? The cyclicality of goods prices can be examined by looking at the

cross-correlation between output and sectoral prices (normalized by overall price index) at

different lags and leads, as in Figure II. Sectoral price indices are calculated as the sectoral

nominal value-added divided by the real value-added for an aggregate of labor-intensive

sectors and an aggregate of capital-intensive sectors, based on data for 59 detailed industries

in the U.S. (excluding gasoline related prices).

It is evident that the price of labor-intensive goods is countercyclical and lags the business

cycle by two to three years—with the lowest correlation reaching -0.66 in the third year—

and the price of capital-intensive goods is procyclical—with the highest correlation with the

business cycle as large as 0.69. This pattern also holds for most OECD economies.18

[INSERT FIGURE II HERE]

2.3 Sectoral Trade Balances

At the core of the mechanism underscored in this paper is that a country in an expansionary

phase tends to export more labor-intensive goods and import more capital-intensive goods

from other countries. Naturally, the relationship between the cyclicality of the sectoral trade

balance and the capital intensity of that sector is negative—that is, the more capital-intensive

is a sector, the more countercyclical is its trade balance. Figure III examines this correlation

for ten sectors, which are aggregated using NAICS 6-digit level U.S. trade data. Since the

trade balance for the U.S. (and most countries in the sample) is countercyclical (-0.33 with

real GDP for our sample period), it is not surprising that many sectors’ trade balance is also

negative. The correlation ranges from 0.32 (among the most labor-intensive industries) to -

0.48 (among the most capital-intensive industries), and the relationship is negative—broadly

consistent with the key prediction of our framework.

[INSERT FIGURE III HERE]

18For example, the peak cross-correlation between labor-intensive goods prices (capital-intensive prices)
and the business cycle for Canada is -0.23 (0.23), Denmark -0.43(0.44), Finland -0.45 (0.32), Germany -0.67
(0.69), Hungary -0.56 (0.50), Italy -0.49 (0.41), Netherlands -0.65 (0.65), UK -0.16 (0.27).
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To give a sense of the magnitude of this effect, we look at the response of capital-intensive

sectors’ trade balance of the U.S. trading partner—an aggregate of 15 European economies

(EU15)—in response to a productivity shock in the U.S.19 For the purpose of illustration,

we divide sectors into two large sectors. Net exports is reported as a percentage of GDP,

and we report error bands of 95 percent significance levels. Figure IV shows that following a

positive shock to U.S. TFP, the net export of capital intensive goods by its trading partner,

EU15, increases gradually, consistent with the key prediction of our model.

[INSERT FIGURE IV HERE]

3 Model

3.1 Preferences and Technologies

Consider a two-country world, Home and Foreign, each popularized by a large number of

identical, infinitely lived consumers. The countries produce the same type of intermediate

goods i = 1, ...,m, which are traded freely and costlessly, and are conveniently indexed by

their labor intensity, 1− αi > 1− αj for i > j.20 Preferences and technologies are assumed

to have the same structure across countries.

In each period t, the world economy experiences one of finitely many events st. Denote

st = (s0, ...st) the history of events up through and including period t. The probability, as

of period 0, of any particular history st is π(st). Consumers in country j have the standard

preferences
∞∑
t=0

∑
st

βtπ(st)U(cj(st), lj(st)), (1)

where cj(st) denotes consumption per capita and lj(st) denotes labor respectively at time t,

history st in country j, and β denotes the discount factor.

The production technology employs capital and labor to produce an intermediate good i

in country j:

Y j
i (st) = (Kj

i (s
t−1))αi(Aj(st)lji (s

t))1−αi , (2)

where 0 < αi < 1, Y j
i (st) is the gross production of intermediate good i in j at st, Kj

i (s
t−1)

is the aggregate capital stock in sector i of country j. Production of intermediate goods is

19We examine a Total Factor Productivity (TFP) in the U.S. business sector.
20We focus on the case in which countries do not completely specialize in production.
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subject to a country-specific random shock Aj(st), which follows an exogenous stochastic

process.

Intermediate goods are combined with an elasticity of substitution θ to form a unit of

final good, which is used for two purposes: consumption, cj(st), and investment, denoted as

xj(st). The consumption good takes the form of

cj(st) =

[
m∑
i=1

γi
1
θ

(
cji (s

t)
) θ−1

θ

] θ
θ−1

, (3)

where cji (s
t) is the consumption demand for good i in j, and

∑
i γi = 1, and θ > 0. The

investment good in sector i takes the same form as the consumption good:

xji (s
t) =

[
m∑
k=1

γ
1
θ
k

(
zjki,t(s

t)
) θ−1

θ

] θ
θ−1

,

where zjki,t(s
t) denotes the amount of good k used for investment in the i’th sector of country

j. Aggregate investment in country j at st is xj(st) =
∑

i x
j
i (s

t).

Since intermediate goods are traded freely and costlessly across countries, the law of one

price holds for each good i. Let pi(s
t) denote the relative price of good i in terms of the final

good. And normalize the price of the final good P (st) to 1 so that

P (st) =

[
m∑
i=1

γipi(s
t)1−θ

] 1
1−θ

≡ 1. (4)

The consumption and investment demand are, respectively:

cji (s
t) = γi

(
pi(s

t)
)−θ

cj(st),

and

zjki(s
t) = γi

(
pi(s

t)
)−θ

xji (s
t),

which, combined with market clearing conditions for intermediate goods, yields the relative

price of any two intermediate goods i and k:

The evolution of capital stock in sector i of country j follows

Kj
i (s

t) = (1− δ)Kj
i (s

t−1) + xji (s
t)− b

2
Kj
i (s

t−1)

(
xji (s

t)

Kj
i (s

t−1)
− δ

)2

,
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where δ denotes the depreciation rate, and b denotes the adjustment cost parameter.

Labor market clearing requires that at each date

m∑
i=1

lji (s
t) = lj(st)

where lj(st) is total domestic labor at st.

3.2 Complete Markets Economy

The benchmark model assumes that a complete set of state contingent securities are traded.

Let Bj(st, st+1) denote j’s holdings of a state-contingent bond purchased in period t and

state st that pays 1 unit of consumption contingent on st+1 at t + 1. Let Q(st+1|st) denote

the price of this bond in period t and state st. Following BKK, we model trade costs with

a quadratic function of net exports, G(nx) = τnx2 where τ > 0 is a parameter, and G(nx)

denotes the net export of a good (in terms of the final good). Agents in the two economies

maximize their expected lifetime utilities, given in Eq. 1, subject to the following constraints:

cj(st) + xj(st) +
∑
st+1

Q(st+1|st)Bj(st+1) = Bj(st) + wj(st)lj(st) + rj(st)Kj(st−1)−G(nxjt),

where wj(st) and rj(st) are the wage and the net return on capital in country j. The

international bond market-clearing requires that
∑

j B
j(st) = 0 for all st. In this economy,

a country’s net exports in one good must equal its absolute exports of that good, as there

is no reason to simultaneously import and export the same good, in this model. Therefore,

trade costs are paid on the net export of a good. Also, in this two-sector economy, a country

that is an exporter of one good must be an importer of another good.

3.3 Bond Economy

In the bond economy, the menu of assets that are traded internationally is exogenously

limited to a single non-state contingent bond. The remaining primitives are the same as

in the economy described above. The budget constraints associated with the consumer’s

problem in this economy are

cj(st) + xj(st) + q(st)bj(st) = bj(st−1) + wj(st)lj(st) + rj(st)Kj(st−1)−G(nxjt)− φ
(bj)2

2
,

where qj(st) is the period t price of the uncontingent bond that pays one unit of the con-

sumption good in period t + 1 regardless of the state of the world, and bj(st) denotes the

13



amount of bonds purchased at t by a consumer in j. The international bond market-clearing

requires that
∑

j b
j(st) = 0 for all st.

4 Model Calibration

4.1 Preferences and Technology

The benchmark case considers the standard utility function U(c, l) = [cµ(1−l)1−µ]1−σ/(1−σ),

and in extensions we also consider quasi-linear preferences, as in Greenwood et al (1988)

(GHH), where U(c, l) = (c − κlψ/ψ)1−σ/(1 − σ). The GHH preferences allow leisure and

consumption to be highly substitutable and eliminate the income effect on labor supply. The

procedures used to select benchmark parameter values mostly follow standard approaches of

BKK and Kehoe and Perri (2002), except in extending the time frame of the data to 1970-

2009, and calibrating parameters relevant for a two-sector setting, as shown in Table II. The

discount rate β is set to 0.99. The risk aversion parameter σ is set at 2 and the depreciation

rate at 0.025. The other preference parameters are selected to match the steady-state share

of time devoted to labor being one-third, and the (Frisch) elasticity of labor supply being

0.75.21

Our benchmark parameterization takes θ = 1, which implies that the sector value-added

is a constant fraction γi of total value-added, and that productivity shocks are neutral at

the aggregate level. A strength of our framework is that our main results are insensitive to

variations in θ (shown in Section 6.2). To compute industry shares and their associated factor

intensities, we employ annual industry data at the NAICS 2-4 digit level from the U.S. Bureau

of Economic Analysis. There are 61 private sectors at the most disaggregated level. Sectoral

labor shares are calculated by dividing the employment compensation by the nominal value-

added net operating surplus. The resulting estimates are then averaged across the sample

period to obtain time-average labor shares. The capital share, αi, is then calculated as one

minus the labor share in each sector i. In aggregating all sectors into two large sectors, we

assume that the first half is labor-intensive, and the second half capital-intensive. The share

of the labor-intensive sector in total value-added, γl, is such that γl =
∑31

i=1 γi, and the share

of the capital-intensive sector in value-added is γk = 1−γl. Factor shares corresponding to the

two large sectors, αl and αk, are calibrated to match the weighted-mean of the capital share

of 61 sectors,
∑61

i=1 γiαi = 0.39, and the weighted variance,
∑61

i=1 γi(αi − sk)2 = 0.06, which

captures the degree of factor intensity differences across sectors (the importance of which

21The Frisch elasticity of labor supply based on microeconomic evidence is generally small. For example,
Pistaferri (2003) finds an elasticity of 0.69, while Blundell and MaCurdy (1999) estimate an elasticity in the
range [0.5,1].
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becomes clear in Section 6.2). The resulting parameterization is γl = 0.55, γk = 1−γl = 0.45,

αl = 0.17, αk = 0.66. Following standard practice, the capital adjustment cost parameter b

is set to match investment volatility relative to GDP volatility as provided by the data.

[INSERT TABLE II HERE]

4.2 Productivity shocks

For comparability with the past literature, productivity shocks are taken to be country-

specific, as in BKK (1992), Baxter and Crucini (1995), Kollman (1996), Kehoe and Perri

(2002), and others. It is important to note that an aggregate labor-productivity shock hits

sectors asymmetrically and is biased towards the labor-intensive sector (with a higher ex-

ponent 1 − αi on Aij) —as revealed by Equation 2. The implication is then that in booms,

productivity increases disproportionately the labor-intensive sectors and contracts them dis-

proportionately in recessions, relative to capital-intensive sectors.

We provide three pieces of evidence that rationalize this choice of aggregate fluctua-

tions, which would allow us to stay as close as possible to the previous literature in utilizing

country-specific productivity shocks. First, we find that the labor-intensive sectors are more

responsive to business cycles than capital–intensive ones: the standard deviation of labor-

intensive sectors’ real value-added is on average 60% higher than capital-intensives sectors,

and the correlation between labor-intensive sectors’ real value-added and GDP is 0.95 com-

pared to 0.51 for capital-intensive sectors. Second, direct evidence in Figure V indicates

that in response to an (orthogonalized) aggregate productivity shock, U.S. labor-intensive

sectors’ output increases by 1.6% upon impact while capital-intensive sectors’ output rises

by only 0.5%. Thereafter, labor-intensive sectors continue to expand by more than twice as

much as capital-intensive sectors expand, over the entire time horizon.22 Third, the standard

deviation of productivity shocks in labor-intensive industries being higher than that of pro-

ductivity shocks in capital-intensive industries are also affirmed by results from estimating a

VAR (1) process of sector-specific TFP using data from U.S. against Canada (Appendix C).

It is important to note that the source of aggregate fluctuations is not critical for the main ob-

jectives at hand. Be it TFP fluctuations, labor productivity shocks, or sectoral fluctuations,

so long as the above composition patterns prevail–patterns which are met by the data–the

same transmission of shocks ensues and important quantitative properties are preserved. In

Section 6 we demonstrate how this pattern can arise in our model for TFP shocks.

Following BKK (1992), Baxter and Crucini (1995), Kollman (1996), and Kehoe and

Perri (2002), we take the technology shocks in the two countries (AHt , AFt ) to follow a vector

22This pattern holds for most other OECD countries.
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autoregressive (VAR) process of the form(
logAHt+1

logAFt+1

)
=

(
a1 a2

a2 a1

)(
logAHt+1

logAFt+1

)
+

(
εHt+1

εFt+1

)
,

where innovations εt = (εHt , ε
F
t ) are serially independent, multivariate normal random vari-

ables with contemporaneous covariance matrix V , which allows for contemporaneous cor-

relation between innovations across countries. Thus the shocks are stochastically related

through the off-diagonal element a2, the spillover parameter, and the off-diagonal elements

of the covariance matrix V . For the purpose of comparing the results with previous works,

we take Kehoe and Perri’s (2002) selection as benchmark, where a1 = 0.95 and a2 = 0. In

terms of the covariance matrix, they take corr(εH , εF ) = 0.25 and σ(ε1) = σ(ε2) = 0.009.23

5 Model Dynamics

Impulse responses of domestic and foreign variables to a domestic productivity shock help

develop intuition for the key mechanism at hand. To extract it from other confounding

factors, we examine the simplest case possible—one with complete asset markets and fixed

aggregate labor supply (µ = 0). And in order to add no other impetus for positive co-

movement, we first assume that there is zero correlation in the innovations across countries:

corr(εH , εF ) = 0.

The dynamics of the technology shock is displayed in the lower right panel of Figure VI,

which shows that it increases by about 1% and then slowly decreases back to its mean.

The productivity of the Foreign country stays the same with the assumption of no spillovers

(a2 = 0). On impact, an increase in the aggregate labor productivity in Home hits dispropor-

tionately the labor-intensive sector, causing the share of its employment and production in

aggregate employment and production to rise, and conversely, the share of employment and

production of the capital-intensive sector to fall (panels 1 and 3). The increase in the world

supply of labor-intensive goods drives down its relative price, and raises the relative price of

the capital-intensive good (panel 5). In response to the increase in the relative price of the

capital-intensive good, Foreign shifts resources towards the capital-intensive sector. On net,

Home becomes a net exporter of the labor-intensive intermediate good and Foreign a net

exporter of the capital-intensive intermediate good. Thus, an aggregate labor-productivity

23Baxter and Crucini (1995) and Kollman (1996) also consider high persistence and little spillovers. Our
own estimates from the updated dataset find higher persistence and low spillovers, with a1 = 0.99 and
a2 = 0.004. In terms of the correlation between innovations, we find corr(εH , εF ) = 0.298, σ(εH) = σ(εF ) =
0.0079.
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shock in one country induces compositional changes both domestically and internationally.

The same type of dynamics would also arise from a TFP shock that hits all sectors sym-

metrically if the capital-intensive sector is slower to expand relative to the labor-intensive

sector.24

These compositional changes impact the aggregate economy and bring about a sharp

contrast with the behavior of a one-sector model (Figure VII). As Foreign expands its

capital-intensive industry, its demand for investment rises on impact, by about 0.1%. In

contrast, in the one-sector model, Foreign investment falls sharply, by about 1%, as it flows

across-borders towards the more productivity economy—Home. Home’s investment rises in

both cases, but by less in the two-sector case (1.5% in the two-sector model compared to the

3.2% in the one-sector model) as investment flows are now shared with Foreign.

A net inflow of investment from Home, combined with domestic resources shifted towards

the capital-intensive sector in Foreign substantially increases the output of these goods in

Foreign. Foreign’s GDP also rises, in stark contrast to a fall in the one-sector case. The main

difference, thus, between the one-sector and two-sector case, is that investment and output

tend to rise in both economies in the latter case whereas they tend to move in opposite

directions in the former.

Essentially two forces are at work in determining how resources are allocated across

countries in the two-sector economy. First is the standard “resource shifting effect”, whereby

inputs are shifted towards the more productive economy (investment flows towards Home),

making both inputs and outputs move in opposite directions across countries. The second

force is induced by changes in the composition of production, causing investment to flow

towards the country that become more capital-intensive in production structure—in this

case, Foreign. If this “composition effect” dominates the resource shifting effect, investment

resources flow towards Foreign on net, and aggregate investment rises in both countries. The

strength of the composition effect is largely determined by factor intensity differences, and

is discussed at length in Section 6.2.

[INSERT FIGURE VI HERE]

[INSERT FIGURE VII HERE]

24Note that sectoral shocks that hit all countries symmetrically generate the same compositional changes
across countries, and consequently create no impetus for trade.
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6 Quantitative Properties

This section compares the quantitative properties of the multi-sector model with those of

the standard models and the data. We find that incorporating multiple heterogeneous sec-

tors consistently generate international investment comovement. Combined with restricted

exogenous asset markets, other quantitative properties become broadly consistent with the

data. In Table III, all data except for international correlations are statistics of U.S. quarterly

time series over the period 1970:1-2005:4. International correlations refer to the correlation

between a U.S. variable and the same variable for an aggregate of 17 OECD countries (i.e.

15 EU countries, Japan and Canada).

6.1 Two Economies with Exogenous Labor

Table III reports results for the two-sector, exogenous-labor model with two kinds of asset

markets: complete markets and the bond economy. As is clear, positive investment and

output comovement are robust across different types of asset structures.

The discrepancies between theory and data that remain are the international correlation

of output being smaller than that of consumption (‘consumption/output anomaly’)—and a

counterfactually procyclical trade balance. Naturally, risk sharing with the foreign country

implies that domestic consumption and investment do not increase by enough to generate a

countercyclical trade balance. These discrepancies can be reduced by restricting asset trade

across countries to risk free bonds. As forcefully shown by Baxter and Crucini (1995) and

Kollman (1996), the one-good bond economy generates notably different results from the

complete markets model only when shocks are close to a random walk. For this reason, we

report also results for the case with highly persistent shocks (a1 = 0.99) in Column (5).

Both the consumption/output anomaly is resolved and the countercyclical trade balance

is restored, in line with results in Baxter and Crucini (1995) and Kollman (1995) in the

one-sector economy. However, in their framework, investment correlations across countries

remain to be negative whereas they become positive in this two-sector economy. Also, once

including endogenous labor (Section 6.3), international labor correlations are also much

larger in the two-sector bond economy compared to the one-sector bond economy and can

become positive.

Next we consider whether the results are robust to TFP shocks. A TFP shock which ex-

pands both sectors proportionally will not generate the ‘domestic composition effect’ that the

labor-intensive sector expands by relatively more than the capital-intensive sector expands–a

pattern strongly supported by the data.25 But even in the presence of TFP shocks, there are

25In the absence of the composition effect, investment resources flow to the country that is more productive,
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reasons to believe that capital-intensive sectors may be less responsive than labor-intensive

ones. We explore some plausible explanations in Section 6.4. For our purposes, so long

as these domestic composition patterns materialize, the international transmission mech-

anism through trade and investment flows acts to preserve the quantitative properties of

interest. As an illustration we show that assigning higher capital adjustment costs to the

capital-intensive sector begets quantitatively similar results, as shown in column (3).26

To show that adjustment costs do not influence the composition effect in any material

way, we shut down adjustment costs (b = 0) in the bond economy, persistent shock case, in

column (6).27 Overall, the investment and output comovements are strengthened compared

to those of the bond economy cases with adjustment costs. Interestingly, investment is not

very volatile even in the absence of adjustment costs in the two-sector economy.

Resource Reallocation and Sectoral Statistics

One may ask whether the model requires unrealistic amounts of sectoral reallocation and

compositional changes over the business cycle to generate the right comovements. The last

six lines of Table III display the sectoral statistics both in the data and from the theoretical

model. Capital-intensive sector shares are strongly countercyclical, both implied by the

theory and in the data, as reflected by the negative correlation between domestic GDP and

their employment shares (-0.47 in the data vs. -0.54 in the bond economy), production

shares (-0.32 vs. -0.84) and investment shares (-0.55 vs. -0.20). The volatility of these

shares also line up broadly with the data. It shows that one does not need unrealistic

fluctuations in sectoral compositions for our channel to operate. The bond economy, for

example, moderately overpredicts the relative volatility of employment share of capital-

intensive industries (0.59 compared to 0.25 in the data), but underpredicts the volatility of

investment share (0.52 compared to 0.76 in the data), while generating comparable volatility

in the production shares (0.54 compared to 0.45).

[INSERT TABLE III HERE]

and investment diverges across economies. The inflow of capital into the more productive economy, however,
benefits more the capital-intensive industries, which then expand by more than the labor-intensive industries.
This consequent compositional change due to TFP shocks is the opposite of what is revealed by the data.

26We assume that the industry-specific adjustment cost parameter bi is twice as high in the capital-intensive
sector as in the labor-intensive sector, while matching the aggregate investment volatility.

27In the bond economy with two-sectors and capital mobility, there is no factor price equalization (state
by state) in the presence of uninsurable risk. Hence, adjustment costs are no longer necessary to pin down
the country-level capital stock.
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6.2 What drives the strength of the composition effect?

[γ in the table is not explained anywhere in the text. ]

In Table IV we explore what factors are key in determining the strength of the composi-

tion effect, and also explore extensions of the model to include asymmetries across countries.

Overall, the most crucial factor is the extent of factor intensity differences across sectors.

The more different are factor intensities, the stronger impetus for trade and composition

effects, and the higher the cross-country correlations in investment.

Persistence of Shocks and Parameters

One strength of the current model is that the positive comovement can occur for a wide

range of θ, both above and below 1. As the goods become more substitutable (high θ),

the model behaves more and more like a one-sector economy, and the composition effect is

increasingly weakened. As the goods become more complementary (low θ), the greater pro-

duction of labor-intensive goods in Home also bids a greater production of capital-intensive

goods and hence raises further Foreign’s demand for investment (beyond the composition

effect). Investment correlations across countries are thus stronger in the case of lower θ. The

trade balance is more procyclcial with the low elasticity of substitution also because more

investment flows towards Foreign. The same can be said about the persistence of shocks.

The case that performs the best is the bond economy with highly persistent shocks. With

low persistence, a1 = 0.90 as in the benchmark BKK calibration, investment correlation is

stronger but the trade balance also becomes more procyclical (Column (5)).

Asymmetric Countries

One may ask whether initial asymmetries in factor endowment across economies impact these

results.28 The answer is no, as seen in Table IV, for the reason that the composition effect

is largely determined by the change in the production and trade patterns rather than initial

specialization levels. Whether the labor productivity shock originates from the country with

greater labor endowment (Column (6)) or whether it originates from the country with greater

capital endowment (Column (7)) matters little. In either case, it is the incremental change in

the labor-intensive goods’ production and the incremental change in the foreign economy’s

production of capital-intensive goods that leads to a positive comovement in investment.

Initial levels-differences have a negligible impact on this mechanism.

[INSERT TABLE IV HERE]

28We assume that labor-abundant country’s capital-labor ratio is a share 0.87 of the capital-abundant
economy’s capital-labor ratio. The way to pin down these initial levels is shown in Appendix B.
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Factor Intensity Differences and Multiple Sectors

The composition effect is strong when specialization patterns are pronounced, and the extent

of specialization depends on factor intensity differences across sectors, in this framework.

In the limit where factor intensities converge to the same level, the multi-sector model

yields qualitatively similar results to a one-sector model. As factor intensities become more

disparate, the composition effect becomes stronger. So how different do factor intensities

have to be in order for the composition effect to prevail?

One measure of the dispersion of factor intensities is the weighted variance of αi, with∑m
i=1 γi(αi− 0.39)2, where 0.39 is the weighted-mean of capital intensity,

∑
i γiαi, computed

from the sectoral data (described in Section 4.1). The weighted variance as implied from the

61 sectors in the data is 0.06. In order to illustrate that our results hold when extended to a

many-sector setting, we calibrate a five-sector model and compute γi’s in the same way as the

two sector case, and then select αi’s to match the weighted mean and the weighted variance

of capital share in the data.29 We then examine the relationship between the cross-sector

factor intensity dispersion and investment correlation across the two economies in Figure

VIII. It shows that as factor intensities become more similar, the resource shifting effect

dominates, causing investment to comove negatively across countries. The more different

are factor intensities, the more pronounced are composition effects, and the stronger is the

investment correlation.

[INSERT FIGURE VIII HERE]

6.3 Endogenous labor

In Table V, we compare the results when allowing for endogenous labor, in the complete

markets model, the bond model with standard preferences and the bond model with GHH

preferences. Overall, the positive investment comovement remains intact as before. However,

labor comovement is negative both in the complete markets model and the bond economy.

This strong negative correlation in labor in the complete markets model leads to a negative

correlation in output. When introducing GHH preferences to the bond model, the labor

comovement becomes moderately positive (0.07 compared to 0.18 in the data), with positive

investment correlation (0.13 vs 0.3 in the data), and output correlation (0.23 vs. 0.39 in

29We divide all sectors into five groups and rank them according to factor intensity. Each of the γi’s will be
the sector value-added, as in the two-sector economy. Then we randomly generate α′is to match the weighted
mean and weighted variance in the data. Because of the extra degrees of freedom, there will be no unique
correspondance between the weighted variance and the correlation in investment. For this reason, only a
linear regression line of simulated correlations is plotted. The purpose of this figure is solely to illustrate the
positive relationship between factor intensity differences and the degree of investment correlation.
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the data). Consumption and output correlations are now about the same size (0.23). In

contrast, investment comovement remains to be negative in the one-sector model, both for

the complete markets case and the bond economy.

Figure IX plots the behavior of labor input following the same aggregate labor produc-

tivity shock at Home as before. In the complete markets case, Foreign labor input falls while

Home labor rises. With optimal labor insurance in the complete markets equilibrium, the

efficient arrangement calls for the less-productive country to work less and consume more.

Under complete markets, the strength of the wealth effect in depressing labor input is suf-

ficient to counteract positive substitution effects from the increase in the real interest rate

and the wage rate. With GHH preferences and incomplete markets, this wealth effect is shut

down, inducing Foreign to increase its labor input on impact in response to an increase in

wages.30

[INSERT TABLE V HERE]

[INSERT FIGURE IX HERE]

6.4 Discussion

The full setup of the model presented in this paper is a two-country stochastic growth model

with multiple tradable sectors which differ in factor intensity. The benchmark, exogenous-

labor case with only tradable goods is meant to isolate the main mechanism we highlight

from other confounding factors brought about by additional model elements. We follow past

literature in allowing for costless trade and investment flows. An extension to include a

nontradable sector is presented in Appendix D; it is shown to yield consistent Backus-Smith

correlations.

Although with various refinements of the benchmark model, international comovement

in investment and output are robust, positive labor comovement is not something that the

mechanism emphasized here focuses on addressing. Nor are we arguing that resorting to

GHH preferences is necessarily the most satisfactory way to resolve the labor comovement

anomaly. However, we do show that these standard extensions of the baseline economy suc-

ceeds in resolving most anomalies in the two-sector economy to a large degree. The main

point here is that one does not need to stray too far away from the benchmark model and

30The negative correlation in labor is reduced in the bond economy. With restricted risk sharing, foreign
country residents do not own productive factors located in the home country. In the absence of international
transmission of the productivity shock, there is a zero wealth effect of the shock on foreign consumption and
labor supply. Therefore, the substitution effect can lead Foreign to increase its labor supply on impact.
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standard assumptions to bring the theory largely in line with the data.

TFP shocks

In the benchmark quantitative analysis we assume that shocks are biased towards labor-

intensive sectors, in order to capture their greater response to aggregate fluctuations relative

to those of capital-intensive sectors. This pattern is both necessary for the key mechanism

in the model and also corroborated by empirical evidence. However, the nature of the shock

process is not essential for the main quantitative results so long as it can generate the

pattern that labor-intensive sectors expand/contract by more than capital-intensive ones

in the shock-originating country. TFP shocks coupled with slower adjustment of capital-

intensive sectors compared to labor-intensive sectors deliver similar quantitative results as

demonstrated in Section 6.2.

One plausible explanation rests on the well-documented capital-skill complementarity

(Krusell et al. [2000]). The relatively low elasticity of labor supply for skilled labor com-

pared to unskilled labor–possibly due to the sunk cost of acquiring skills (Kimball and

Shapiro [2008])—as well as more significant labor hoarding (Weinberg [2001]) implies that

skilled labor may be a less flexible factor of production compared to unskilled labor, leading

capital-intensive sectors to respond less in comparison to labor-intensive sectors. We relegate

a more in-depth examination of the causes of these compositional changes to future research,

and focus instead on the role they play in the international transmission of shocks.

Trade and Business Cycle Synchronization

An implication of our framework that is not the main focus of this paper but nevertheless

important is that more trade leads to greater business cycle synchronization, consistent with

the majority of existing empirical findings.31 Markedly different is the prediction of the Arm-

ington two-good model (Backus et al., 1994), in which more trade leads to to less business

cycle comovement, as demonstrated by Kose and Yi (2001). The reason is that lower trans-

portation costs lead to more resource reallocation towards the country with the favorable

shock—an effect which, all else equal, reduces business-cycle comovement. This force tends

to dominate the counteracting force, whereby lower transportation costs are associated with

greater trade linkages—hence raising business cycle comovement. By contrast, in our econ-

omy, more factor-proportions trade tend to raise investment and output comovement. This

shows that the type of trade may also matter for the degree of business cycle synchronization,

and not just the volume of trade, per conventional wisdom.

31For example, see Frankel and Rose (1998), Clark and van Wincoop (2001), Baxter and Kouparitsas
(2005), Calderon, Chong and Stein (2007).
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7 Cross-Sectional Implication

Figure VIII shows that the strength of the composition effect compared to the resource

shifting effect depends on factor intensity differences. The greater the factor intensity differ-

ences across sectors, the greater the impetus for factor-proportions trade between the two

economies, and the stronger the composition effect. Thus a natural cross-sectional implica-

tion on investment correlation emerges: countries’ degree of investment correlation depends

on the differences in its factor content of trade.

In the model, the simplest way to capture the strength of the composition effect (relative

to the resource shifting effect) is to vary factor intensity differences across sectors—i.e.,

changing the weighted variance of the capital share. In reality, following a productivity

shock in one country—say Germany—the expansion of the capital-intensive sector in another

country–say Japan, or the U.K.— may depend on a variety of reasons. If, for some reason,

more capital-intensive production (and hence net exports) is undertaken in Japan than in

the U.K., Japan’s investment would rise by more than that of the U.K., and the investment

correlation between Germany and Japan tends to be stronger than that between Germany

and the U.K. over time. The difference in the factor content of trade for Germany would also

naturally be more different from Japan than from the United Kingdom. In a nutshell, we

remain agnostic about the source of fluctuations leading to these compositional changes over

the business cycle, but intend to make the main point that the disparity in the factor content

of production and trade structure across countries may be associated with their degree of

investment comovement.

Arguably G-7 countries are most appropriate for examining this relationship, for two

important reasons. The first is that the country has to be relatively ‘large’, so that shocks

originating from that country can influence the relative price of capital and labor-intensive

goods, necessary to change the composition of production and trade in other countries. The

second prerequisite is openness in trade and capital flows, as the mechanism hinges on the

interaction between these two dimensions of trade. The implicit assumption is that the

shocks can originate from any of the relatively ‘large’ countries, and not just say, from the

United States.32

The relationship shown in Figure X controls for importer and exporter dummies, includ-

ing any differences in factor endowments. We assume that each country’s factor intensity of

32If the shocks were predominantly driven by the U.S., then it is possible that the more similar are factor
intensity of exports between any other two countries, the higher the correlation in investment between these
two economies. However, arguably shocks are not only driven by the United States. Moreover, the data shows
that the inverse relationship between capital-intensity of net exports and investment correlations exhibited
in Figure X also holds between the U.S. and individual G-7 countries.
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trade is largely revealed by its net exports to the United States. Since the rise in investment in

a country responding to a shock abroad depends on how much incremental capital-intensive

goods it produces and exports (on net) to all other countries—and not just to the corre-

sponding country in that country-pair, one may choose to use U.S.’ (net) imports from that

country to more accurately reflect that country’s composition of trade. Moreover, for the

same reasons as in Romalis (2004), we use the U.S. trade data because of its quality and

its availability and also because the U.S is the largest and most diverse industrial economy,

offering the most detailed import data at the SIC87-level with 459 industries. Moreover, the

NBER manufacturing dataset is also based on SIC87 division and can therefore be combined

with the trade data without any loss of important information.

Specifically, we examine the capital-intensity of net exports, denoted as αnx, for each

non-U.S. G-7 country j. It is computed as αjnx,t =
∑

i x
j
i,tαi −

∑
im

j
i,tαi where xji,t and

mj
i,t denote respectively the export and import share of sector i at time t, in country j,

and
∑

i x
j
i,t =

∑
im

j
i,t = 1 and

∑
i(x

j
i,t − m

j
i,t) = 0 for every j. The time-invariant capital

intensity of industry i, αi, is computed from U.S. NBER manufacturing dataset and is

assumed to be the same for all other G-7 countries.33 Interestingly, the correlations in αnx,

corr(αinx,t, α
j
nx,t), vary widely even among G-7 country-pairs, ranging from -0.41 (Canada-

Japan) to 0.53 (Germany-Japan).

As seen in Table VI, the impact of comovement of αnx is negative and highly signif-

icant. Once controlling for country-pair specific correlations in output, the coefficient on

corr(αinx,t, α
j
nx,t) becomes more negative. This suggests that the disparity in investment

correlations across country-pairs cannot be explained solely by differences in cross-country

correlations in innovations. While a thorough empirical investigation of the determinants of

investment correlation across countries is beyond the scope of this paper, the main point we

highlight is that the heterogeneity in investment correlations may be as interesting in and

of itself as the mere fact that it is positive across countries. Also, we provide one channel

through which a cross-sectional dispersion may arise even among apriori similar economies,

a channel which delivers a prediction that is broadly consistent with the data.

[INSERT TABLE VI HERE]

8 Conclusion

This paper integrates factor-proportions differences across sectors into a two-country stochas-

tic growth model. Endogenous domestic and foreign composition effects, brought about by

33See Section 2.1 and Appendix A for more details.
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international trade, lead to a positive transmission of country-specific productivity shocks

across countries, dominating the negative transmission of shocks via resource shifting across

countries that underlies standard models. The extent of this channel of transmission gov-

erns the degree of investment correlation across countries. The quantity anomalies largely

disappear with basic extensions of standard models.

In this paper we bring to bear the potentially illuminating act of separating labor-

intensive sectors from capital-intensive sectors in investigating facts about business cycles.

Composition changes is at once an empirical regularity at the business-cycle frequency –

and not only a long-run phenomenon. New empirical findings on the distinctive behavior of

capital and labor-intensive industries may serve to be a starting point for a more thorough

theoretical and empirical investigation of the nature of sectors marked by differential factor

intensities—both in the domestic and international business-cycle context.

26



Appendix A Data Sources

Sectoral Statistics of Production

The sectoral evidence of employment and real value added for the U.S. are based on data

obtained from the BEA Industry Account Dataset, which provides annual series of nom-

inal/real (chain-type, base year 2005) value-added, price index and components of value-

added at NAICS 2-4 digit level from 1977 to 2009. The real investment data is from the U.S.

BEA National Account of fixed assets. Due to a large methodological break of estimating

the value-added price index by the BEA, pre-1987 data are excluded when studying sectoral

prices. There are 61 private sectors at the most disaggregated level, among which 38 are

classified as tradable sectors according to Stockman and Tesar’s (1995) definition of tradable

sectors.34 We use all private sectors in most of our empirical studies, but also confirm that

our sectoral evidence does not vary significantly once we limit our sectors to tradables only.

Following the standard assumption of Cobb-Douglas production function and competitive

markets, time-average capital share at the detailed industry level is constructed as follows:

Capital share=1-compensation of employees/(value-added - taxes less subsidies). All sectors

are then recast into one of the two larger sectors: labor-intensive sector if its capital share

is lower than the median and capital-intensive sector otherwise. Real/nominal value-added,

real investment and numbers of employees are summed up to two sectors. Price indices for

the labor-intensive sector and the capital-intensive sector are then calculated by dividing the

aggregated nominal value-added over the aggregated real value-added.

Cross-country industry data are taken from the OECD STAN dataset, which publishes

annual estimates of sectoral input and output data at ISIC 2-4 digit level for 35 countries.

However, only for a smaller set of countries and at the relatively more aggregated sector

level, we are able to construct a set of internationally comparable industries. In the end, we

have a much smaller number of industries—22 industries—at 2-3 digit ISIC level for each

country. Another drawback of the OECD STAN dataset is even though the dataset dates

back to 1970, most major industrial countries do not have detailed sectoral data before 1992.

For each country, we estimate the country-sector specific capital share as 1-labor cost/(value-

added - net operation profit - taxes less subsidies).35 To be consistent with our model, where

goods across countries within the same sector have identical factor proportions, we use the

cross-country time-average from these calculations. The detailed industries are then divided

into two larger sectors according to their fixed capital shares, and input and output estimates

are aggregated accordingly.

34This includes agriculture, manufacturing, mining, wholesale and retail trade and transportation.
35Similar to the evidence in the U.S., the estimated capital shares also vary substantially, ranging from

0.08 to 0.83.
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Trade Data

Disaggregated quarterly U.S. trade data at 6-digit NAICS level are available from the website

of the US International Trade Commission for the period 1997Q1 to 2011Q4, and at 4-digit

SIC level from the period 1989Q1 to 2011Q4. Trade balance is defined as the difference

between export and import as a ratio of GDP. Export and import data are seasonally adjusted

using Census X-12 method. Highly disaggregated trading sectors are aggregated into capital

and labor intensive sectors according to the capital share in value added calculated using the

NBER manufacturing industry data (as described above). Therefore, only manufacturing

sectors are included.

Sector-level data on trade prices are also available from the USITC. We construct the

sectoral import and export price indices used to calculate sectoral real export, real import

and real net export using an unweighted average of price changes in each disaggregated

industry, excluding outliers. The price indices for capital and labor intensive sectors are

then normalized to 100 at 2000Q1, as well as the GDP price deflator.

U.S. individual trade with the other G7 economies are taken from Peter Schott’s US

international industry trade data, which provides SIC87-level annual industry export and

import data for a relatively long period 1972-2005. The trade data is then mapped with the

NBER-CES Manufacture Industry Data for the estimated sectoral capital intensity.

Annual sectoral trade data is also available in Feenstra’s world trade dataset. However,

since the data is based on 4-digit SITC72 level, and there is no reliable way to construct

capital intensity at this level, this information is not utilized in this paper.

Aggregate Statistics

For the economy-wide statistics reported in Table III, we use quarterly chain-weighted (2005

dollar) NIPA series of GDP, consumption, investment, export and import from the U.S.

Bureau of Economic Analysis. Total hours and employment data are from the Organization

for Economic Cooperation and Development (OECD) Economic Outlook. The international

comovement statistics are calculated using the average statistics between U.S. and individual

countries including EU-15, Canada and Japan. For these countries, all quarterly data series

are obtained from the OECD Main Economic Indicators. The sample period begins at 1970:1

and ends at 2005:4.
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Appendix B Steady State

A steady state of this economy is its rest point when the variances of the shocks are zero.

In a multi-sector world where countries do not fully specialize and factor price equalization

holds, the steady state is just the integrated equilibrium parable. The allocation of labor

and capital across sectors, in the case of θ = 1, are such that

∑
j=h,f

lji =
γi(1− αi)∑
i γi(1− αi)

∑
j=h,f

lj (5)

∑
j=h,f

Kj
i =

γiαi∑
i γi(1− αi)

∑
j=h,f

Kj (6)

Although the world as a whole is a standard stationary Ramsey economy with a well specified

steady state, characterized by a unique world capital to labor ratio, and consumption and

labor pinned down at the country level, an infinite number of allocations of capital across

countries is consistent with factor price equalization in the steady state, and capital stock

is indeterminate at the country level. Although the world stock of employment in sector i

is uniquely pinned down, the allocation of sector i across economies needs to be selected in

order to pin down a unique steady state. The approach taken here is to choose x such that

Nh
i /N

h
0 = xN f

i /N
f
0 , and x can be choosen to match the relative capital abundance of the two

economies. If x = 1, then the two economies are initially symmetric. If Nh
1 /N

h > N f
1 /N

f

where sector 1 is the most capital-intensive industry, then the home country is more capital-

abundant than the foreign economy. When factor price equalization holds state-by-state,

and at every point along the transition path (the complete markets case), adjustment costs

are needed to pin down a unique path of capital. In the case of incomplete markets, the

presence of risk does not bring about state-by-state factor price equalization and thus the

transitional path is uniquely determined even in the absence of adjustment costs.

Appendix C Sectoral TFP Shocks Estimation

In the estimation of the VAR(1) model for the series on Home and Foreign sectoral produc-

tivity shocks, we use data for the U.S. and Canada. The reason we choose Canada instead

of the ROW aggregate is that Canada is the only G7 country (except the U.S.) that has

detailed sectoral data regarding real value-added and employment dated back to 1980 (in

OECD STAN). If we were to use OECD aggregates, we would only have 16 observations.

Estimating a VAR using such limited time period can be problematic. When estimating

productivities in labor and capital-intensive sectors, we use the ratio between sectoral real
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value-added and sectoral total employment obtained from the BEA Industry Database for

the U.S. and from the OECD STAN for Canada.36

In estimating sectoral TFP shocks in labor and capital-intensive sectors separately, we

assume that they follow a trend-stationary AR(1) process:

Zt+1 = ΩZt +ηt

where Z ≡ [ZH
l , Z

H
l , Z

F
k , Z

F
k ] is a vector of (log) sectoral TFP estimates and has a variance-

covariance matrix V (ηt) where ηt is the innovation to Zt+1, and Ω is a 4 × 4 matrix of

coefficients describing the autoregressive component of the shocks. To be consistent with the

model, we impose cross-country symmetry in the structure of Ω and covariances between the

elements of ηt. The sectoral TFP shocks are identified using Solow residuals in each sector,

The Solow residual in sector i in country j and period t, denoted as Zit is calculated from

logZj
i,t = log Y j

i,t − (1− αi) logLji,t − αi logKj
i,t

where αi is the sector i-specific capital share.

The estimation results in Ω =


0.74 −0.002 −0.27 0.16

−0.05 0.84 −0.22 0.27

−0.27 0.16 0.74 −0.002

−0.22 0.27 −0.05 0.84

 and Variance-covariance

matrix (in percentage)

V (η) =


0.098 0.038 −0.012 0.010

0.038 0.071 0.010 0.020

−0.012 0.010 0.098 0.038

0.010 0.020 0.038 0.071

.

Therefore, the data reveals that the standard deviation of the productivity shocks in the

labor-intensive sector is higher than that in the capital-intensive sector. The within-country

correlation of innovations across sectors is as large as 0.46, while the cross-country correlation

between innovations to sectoral productivities are low, with −0.11 in the labor intensive

sector and 0.29 in the capital intensive sector. In addition, our estimated productivity

shocks are relatively persistent and spillovers across countries and sectors are small.

36This choice is due to many missing observations for the U.Sl, in the OECD STAN dataset.
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Appendix D Adding Nontradable Goods

Since nontradable goods comprise a large share of an economy’s output, we incorporate

a domestic nontradable sector in each country into the existing framework. Country j’s

production technology combines intermediate tradable goods Y j
T and nontradable goods Y j

N

to form a unit of final good, such that

Y j(st) =

[
γ

1
ζ

T

(
Y j
T (st)

) ζ−1
ζ + (1− γT )

1
ζ
(
Y j
N(st)

) ζ−1
ζ

] ζ
ζ−1

, (7)

where Y j
N(st) and Y j

T (st) denote j’s aggregate nontradable and tradable output at st. Let

the gross output of the nontraded good in country j be

Y j
N(st) =

(
Kj
N(st)

)αN (
Aj(st)N j

N(st)
)1−αN

, (8)

where Kj
N(st) is the aggregate capital stock in the nontradable sector, and N j

N(st) is the labor

used in the nontradable sector in j, at st, and αN is the capital share in the nontradable

goods sector.

Only the composite tradable good is used for investment, so that investment in any trad-

able sector i, xji (s
t), or the nontradable sectorN , xjN(st), is xju(s

t) =

[∑m
k=1 γ

1
θ
i

(
zjki(s

t)
) θ−1

θ

] θ
θ−1

,

where u = i, N . The overall consumer price index becomes

P j
t =

[
γT
(
P j
T,t

)1−ζ
+ (1− γT )

(
P j
N,t

)1−ζ] 1
1−ζ

, (9)

where P j
T,t is the same as Eq. 4, and is normalized to 1. In equilibrium, both pit and the

relative price of nontraded to traded goods in j at t, P j
N,t, are determined endogenously.

The additional market clearing condition of the non-traded sector requires

Y j
N,t = Cj

N,t, (10)

that the output of nontradable goods in j must equal the domestic consumption of that

good. The domestic labor market clears when
∑m

i=1N
j
it +N j

Nt = N j
t . Calibrated to the data

that includes all tradable and nontradable sectors, we have αN = 0.41 and γN = 0.31 for

the nontradable sector, and αl = 0.24 and αK = 0.58, with industry shares γK = 0.31, and

γl = 1− γN − γk = 0.38. The real exchange rate, denoted as RER, is defined as the ratio of

foreign to domestic price level,

RERt =
P F
t

P t
H

.
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Real Exchange Rate Dynamics and the Backus-Smith Puzzle

We examine the dynamics of the real exchange rate following a positive productivity shock

in Home, and the correlation between the real exchange rate and the Home-to-Foreign con-

sumption ratio in the multi-sector setting, both in the complete markets case and the bond

economy, displayed in Table A.1. The multi-sector, bond economy delivers consistently

strong and negative correlation between the real exchange rate and the consumption ratio

as well as the output ratio (−0.85 compared to −0.71 for the U.S. in the data). In the

sensitivity analysis at the bottom half of the table, the results are robust to variations in

the elasticity of substitution θ, to the persistence of shocks, as well as shutting off adjust-

ment costs (b = 0). Once shutting off differences in factor intensity in the tradable sector

(α1 = α2 = 0.3), while assuming a higher labor-intensity in the nontradable sector (set-

ting αn = 0.6) reverses this negative correlation, suggesting that factor intensity differences

across tradable goods—important for the composition effect—is key to obtain this negative

correlation. We find that the real exchange rate in Home appreciates on impact, and relative

consumption decreases.

The positive productivity shock in Home leads to an increase in the supply of all goods—

tradable and nontradable. However, most resources are absorbed by the labor-intensive

tradable sector, which expands disproportionately as a consequence of aggregate labor-

productivity shock. In this case, the increase in the supply of the nontradable goods relative

to tradable goods becomes less than in the one-tradable-sector economy, or multiple tradable-

sector economy with the same factor intensities. Therefore, the large increase in the demand

for the nontradable good relative to its supply tends to appreciate the relative price of the

nontradable good, and hence, the RER. By contrast, a greater increase in the supply of

nontradable good relative to its demand tends to depreciate the RER, as in the standard

cases. Upon impact, a positive productivity shock causes a RER appreciation, and since

the positive shock mostly accrue to Home consumers as a result of incomplete risk sharing,

the relative consumption ratio also rises. As Table A.1 shows, the RER and the relative

consumption are negatively correlated, a result which is robust to changes in θ and the

persistence of shocks.

[INSERT TABLE A.1 HERE]

Our emphasis here is not so much in the model’s ability to resolve the Backus-Smith puz-

zle since the only variation in the real exchange rate in this model is through the fluctuations

in the relative price of nontradable goods, and admittedly cannot generate the fluctuations

in the price of the tradable goods that play a large role in the data.The purpose, rather, is

to illustrate the dynamics of the real exchange rate in a two-sector economy. We show that
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a positive productivity shock can lead to an appreciation of the real exchange rate—in sharp

contrast to its behavior in the one-sector model or multi-sector good model with homogenous

factor proportions.

33



References

[1] Ambler, Steve, Emanuela Cardia, and Christian Zimmermann, “International Trans-
mission of the Business Cycle in a Multi-Sector Model?,” European Economic Review,
46 (2002), 273-300.

[2] Backus, David K., Patrick J. Kehoe, and Finn E. Kydland,“International Real Business
Cycles,” Journal of Political Economy,100 (1992), 745-775.

[3] —–“International Real Business Cycles: Theory vs. Evidence,” Minneapolis Fed Work-
ing Paper, 1992.

[4] —–“Dynamics of the Trade Balance and the Terms of Trade: The J-curve?,” American
Economic Review, 84 (1994), 84-103.

[5] Backus, David K., and Gregor W. Smith, “Consumption and Real Exchange Rates in
Dynamic Economies with Non-Traded Goods,” Journal of International Economics, 35
(1993), 297-316.

[6] Baxter, Marianne, and Mario J. Crucini,“Business Cycles and the Asset Structures of
Foreign Trade,” International Economic Review, 36 (1995), 821-854.

[7] Baxter, Marianne, and Michael A. Kouparitsas, “Determinants of Business Cycle Co-
movement: A Robust Analysis,” Journal of Monetary Economics, 52 (2005), 113-157.

[8] Blundell, Richard and Thomas MaCurdy, “Labor supply: A review of alternative ap-
proaches”. In: Ashenfelter, Orley, Card, David (Eds.), Handbook of Labor Economics,
Vol. 3 (1999). Elsevier Science, Amsterdam, 1559-1695.

[9] Burstein, Ariel, Chris Kurz, and Linda Tesar, “Trade, production sharing and the inter-
national transmission of business cycles,” Journal of Monetary Economics, 55 (2008),
775-795.

[10] Calderon, César, Alberto Chong, and Ernesto Stein, “Trade Intensity and Business Cy-
cle synchronization: Are Developing Countries any Different?,” Journal of International
Economics, 71 (2007), 2-21.

[11] Clark, Todd E., and Eric van Wincoop, “Borders and Business Cycles,” Journal of
International Economics, 55 (2001), 59-85.

[12] Corsetti, Giancarlo, Luca Dedola, and Sylvain Leduc, “International Risk Sharing and
the Transmission of Productivity Shocks,” Review of Economic Studies, 75 (2008), 443-
473.

[13] Costello, Donna M., “A Cross-Country, Cross-Industry Comparison of Productivity
Growth” Journal of Political Economy, 101 (1993), 207-222.

[14] Di Giovanni, Julian, and Andrei A. Levchenko, “Putting the Parts Together: Trade,
Vertical Linkages, and Business Cycle Comovement,” American Economic Journal:
Macroeconomics, 2 (2010), 93-124.

34



[15] Engel, Charles, and Jian Wang, “International Trade in Durable Goods: Understanding
Volatility, Cyclicality, and Elasticities” Journal of International Economics, 83 (2011),
37-52.

[16] Frankel, Jeffrey A., and Andrew K. Rose, “The Endogeneity of the Optimum Currency
Area Criteria, ” Economic Journal, 108 (1998), 1009-25.

[17] Gali, Jordi, “Technology, Employment, and the Business Cycles, “Do Technology Shocks
Explain Aggregate Fluctuations?,” American Economic Review, 89 (1999), 249-271.

[18] Ghironi, Fabio, and Marc J. Melitz,“International Trade and Macroeconomic Dynamics
with Heterogeneous Firms,” Quarterly Journal of Economics,70 (2005), 907-928.

[19] Horvath, Michael, “Sectoral Shocks and Aggregate Fluctuations,” Journal of Monetary
Economics, 45 (2000), 69-106.

[20] Heathcote, Jonathan, and Fabrizio Perri, “Financial Autarky and International Business
Cycles,” Journal of Monetary Economics, 49(2002), 601-627.

[21] Jin, Keyu, “Industrial Structure and Financial Capital Flows,” American Economic
Review, forthcoming, 2011.

[22] Karabarbounis, Lukas, “Labor Wedges and Open Economy Puzzles”, University of
Chicago, Booth School of Business working paper, 2011.

[23] Kimball, Miles S., and Matthew Shapiro, “Labor Supply: Are the Income and Substi-
tution Effects Both Large or Both Small?” NBER Working Paper 14208, 2008.

[24] Kehoe, Patrick J., and Fabrizio Perri, “International Business Cycles with Endogenous
Incomplete Markets,” Econometrica, 70 (2002), 907-928.

[25] Kollman, Robert, “Incomplete Asset Markets and the Cross-Country Consumption Cor-
relation Puzzle,” Journal of Economic Dynamics and Control, 20 (1996), 945-961.

[26] Kose, Ayhan M., and Kei-Mu Yi, “Can the Standard International Business Cycle
Model Explain the Relation between Trade and Comovement?,” Journal of International
Economics, 68 (2006), 267-295.

[27] Kose, Ayhan M., and Kei-Mu Yi, “International Trade and Business Cycles: Is Vertical
Specialization the Missing Link?,” American Economic Review Papers and Proceedings,
91 (2001), 371-375.

[28] Kraay, Aart, and Jaume Ventura, “Comparative Advantage and the Cross-Section of
Business Cycles,” Journal of the European Economic Association, 5 (2007), 1300-1333.
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Figure I: Compositional Changes and the Business Cycle
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Notes: Data source: U.S. BEA Industry Economic Accounts and National Accounts. Sixty-one private
sectors at the most disaggregated level (NAICS 2-4 digit) are divided and aggregated into two larger sectors—
labor-intensive sector and capital-intensive sector. See Appendix A for more details.
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Figure II: Cross-correlation between GDP and Sectoral Prices
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Notes: Sectoral price indices are constructed as the sectoral nominal value-added divided bythe real value-
added for an aggregate of labor-intensive sectors and an aggregate of capital-intensive sectors, which are
then normalized by the overall price index. Data source: U.S. BEA Industry Account Data, excluding oil
related industries: Utilities, Oil and gas extraction and Petroleum and coal productions.

Figure III: Correlation between Trade Balance and Business Cycles by Capital Intensity
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to their capital shares in industry value added. Trade balance from US to EU15 is calculated as export
minus import in the sector divided by GDP (trade in manufacturing only). Y-axis specifies the correlation
between HP-filtered log(GDP) and net export of different groups in the U.S. X-axis shows the capital share
decile of different groups.
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Figure IV: Impulse Responses of Trade Balance of EU15’s Capital Intensive Sector to a
(Orthogonalized) one s.d. U.S. Productivity Shock
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Notes: Sectoral trade data are obtained from the U.S. International Trade Commission, 1989Q1-2011Q4.
All the sectors at the most disaggregated level (SIC 4-digit before 1997 and NAICS 6-digit after 1997)
are divided and aggregated into two larger sectors—labor-intensive and capital-intensive sectors—according
to their capital share in value added (see Appendix A for more details). Trade balance of EU14 to U.S.
is measured as the ratio of net exports to GDP (trade in manufacturing only). Total Factor Produc-
tivity (TFP) for the U.S. business sector is obtained from the website of San Francisco Federal Reserve
(http://www.frbsf.org/csip/tfp.php). The error bands for the significance levels of 95 percent are reported.

Figure V: Impulse Responses of Sectoral Real Value Added to a (Orthogonalized) one s.d.
Productivity Shock
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Figure VI: Impulse Responses to a Home Productivity Shock—Sectoral Variables, Fixed
Labor Supply
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Figure VII: Impulse Responses to a Home Productivity Shock—Economy-wide Variables,
Fixed Labor Supply (One-Sector vs. Two-Sector Case)
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Figure VIII: Investment Correlation and Factor Intensity Differences
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Figure IX: Impulse Responses to a Home Productivity Shock, Endogenous Labor

periods
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Figure X: Investment Correlations and Correlations in the Dynamics of Trade Composition
(1972-2005)
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Notes: Data source: NBER-CES Manufacturing Industry Data, U.S. International Industry Trade Data by
Peter Schott and OECD MEI dataset. Capital intensity of net exports is constructed as

∑
i xi,tαi−

∑
imi,tαi,

where xi (mi) stands for the share of export (import) of sector i and αi is the capital intensity of sector i.
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Table I: Cross-Country Evidence on Countercyclical Capital-Intensive Sectors

country ρ( lKl , y) ρ( iKi , y) ρ(yKy , y) σ(yl)/σ(yk)

Austria -0.561 -0.435 -0.703 1.604
Canada -0.434 -0.500 -0.737 1.309
Denmark -0.482 -0.351 -0.365 0.962
Finland -0.893 -0.288 -0.933 3.057
France -0.393 -0.569 -0.390 1.259
Germany -0.067 -0.589 -0.325 0.977
Italy -0.286 -0.136 -0.487 1.379
Netherlands -0.528 -0.034 -0.696 2.007
Norway -0.651 -0.815 -0.606 1.336
Spain -0.845 -0.159 -0.811 1.835
UK -0.656 – -0.582 1.502
USA -0.580 -0.703 -0.870 2.101

average -0.531 -0.416 -0.625 1.611

Table II: Parameter Values (Baseline Model)

Preferences β = 0.98, σ = 2,
µ = 0.36 (CD), κ = 1.8, ψ = 2.5 (GHH)

Production αl = 0.17, αk = 0.66
γk = 0.45, θ = 1

Adjustment costs b = 1.5
Productivity Shocks a1 = 0.95, a2 = 0

var(εH) =var(εF ) = 0.0092, corr(εH , εF ) = 0.258

44



Table III: Simulated RBC moments of Two-Sector Model with Fixed Labor

Data Complete Markets Bond Economy
Baseline TFP Baseline High Persistence

Adj. Cost No Adj. Cost
(1) (2) (3) (4) (5) (6)

% Standard deviations
GDP 1.57 0.87 1.72 0.79 0.79 0.79
Net Export/GDP 0.37 0.31 0.70 0.03 0.10 0.05

% Standard deviations
(relative to GDP)

Consumption 0.81 0.36 0.51 0.49 0.76 0.73
Investment 3.33 3.50 3.10 3.35 2.43 2.19
Employment 0.65 – – – – –

Domestic Comovement
Correlations with GDP
Consumption 0.87 0.79 0.65 0.99 0.99 0.99
Investment 0.93 0.96 0.97 0.99 0.98 0.98
Employment 0.88 – – – – –
Net Exports/GDP -0.45 0.60 0.39 0.13 -0.34 0.21

International Correlations
Home and Foreign Y 0.39 0.30 0.19 0.32 0.31 0.32
Home and Foreign C 0.26 1.00 1.00 0.46 0.21 0.15
Home and Foreign I 0.30 0.59 0.32 0.24 0.21 0.57
Home and Foreign N 0.18 – – – – –

Sectoral Statistics

% Standard deviations
(relative to GDP)
K-Intensive Employment Share 0.25 0.69 1.10 0.59 0.54 1.54
K-Intensive Production Share 0.45 0.87 0.80 0.54 0.50 1.29
K-Intensive Investment Share 0.76 1.08 0.79 0.52 1.22 20.30

Correlations with GDP
K-Intensive Employment Share -0.47 -0.61 -0.19 -0.54 -0.57 -1.46
K-Intensive Production Share -0.32 -0.94 -0.16 -0.84 -0.89 -0.47
K-Intensive Investment Share -0.55 -0.55 0.13 -0.20 -0.60 -0.49

Notes: The statistics in the data column are calculated from U.S. quarterly time series, 1970:1-
2005:4—with the exception of international correlations, which are calculated using data from the U.S.
and an aggregate of 17 OECD (EU15, Canada and Japan) countries. The data statistics are based on
logged (except for net export to GDP ratio) and HP-filtered data with smoothing parameter of 1600. The
model statistics are computed using simulated data (in log and HP-filtered) from a simulation of the model
economy of 2000 periods. Parameters are taken from the benchmark case in Table II.
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Table IV: Sensitivity Analysis

Preference Parameters
γk = 0.3 γk = 0.6 θ = 2 θ = 0.5

(1) (2) (3) (4)

Home and Foreign Y Complete Markets 0.25 0.27 0.26 0.25
Bond Economy 0.25 0.38 0.33 0.38

Home and Foreign I Complete Markets 0.32 0.17 0.22 0.33
Bond Economy 0.24 0.24 0.22 0.24

Home and Foreign Y-C Bond Economy -0.21 -0.08 -0.08 0.02

Corr(NX, Y) Complete Markets 0.50 0.24 0.10 0.46
Bond Economy 0.64 0.0 0.0 0.55

Low Persistence Initial Endowment
a1 = 0.90 Labor-Abundant Capital-Abundant

(5) (6) (7)

Home and Foreign Y Complete Markets 0.25 0.26 0.25
Bond Economy 0.29 0.26 0.29

Home and Foreign I Complete Markets 0.60 0.30 0.30
Bond Economy 0.42 0.26 0.23

Home and Foreign Y-C Bond Economy -0.26 -0.19 -0.04

Corr(NX, Y) Complete Markets 0.37 0.74 0.40
Bond Economy 0.62 0.78 0.48

Notes: This table reports results when varying various parameters and initial conditions in the two-sector
exogenous labor case. Columns (6) and (7) refer to results when the productivity shock originates either
from the initially labor-abundant country or the initially capital-abundant country. Corr(NX, Y) refers to
the correlation between the trade balance-to-GDP ratio and output.
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Table V: Simulated RBC moments of the Model with Endogenous Labor Supply

Two Sectors One Sector
Complete Bond Complete Bond
Markets Economy Markets Economy

CD GHH

% Standard deviations
GDP 1.20 1.21 1.13 1.37 1.34
Net Export/GDP 0.42 0.19 0.11 0.36 0.33

% Standard deviations / GDP
Consumption 0.34 0.43 0.62 0.27 0.29
Investment 3.18 3.40 3.45 3.42 3.24
Employment 0.57 0.50 0.43 0.52 0.49

Dometic Comovement
Correlations with GDP
Consumption 0.87 0.97 0.99 0.90 0.94
Investment 0.95 0.97 0.97 0.95 0.95
Employment 0.96 0.96 0.99 0.99 0.99
Net Exports/GDP 0.66 0.57 -0.13 -0.02 -0.05

International Correlations
Home and Foreign Y -0.06 0.11 0.23 0.09 0.12
Home and Foreign C 0.79 0.44 0.23 0.17 0.62
Home and Foreign I 0.12 0.23 0.13 -0.17 -0.09
Home and Foreign N -0.60 -0.37 0.07 -0.05 -0.04

Sectoral Statistics

% Standard deviations
(relative to GDP)
K-Intensive Employment Share 0.69 0.61 0.57 – –
K-Intensive Production Share 0.87 0.54 0.94 – –
K-Intensive Investment Share 1.08 0.56 1.69 – –

Correlations with GDP
K-Intensive Employment Share -0.61 -0.64 -0.63 – –
K-Intensive Production Share -0.94 -0.89 -0.90 – –
K-Intensive Investment Share -0.55 -0.58 -0.56 – –

Notes: Model statistics for the endogenous labor case are computed using simulated data (in log and HP-
filtered) from a simulation of the model economy of 2000 periods. Parameters are taken from the benchmark
case in Table II.
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Table VI: Cross-Section Investment Correlations and Composition of Trade Correlations

(1) (2)
corr(αnx,i, αnx,j) −.309∗∗∗ −.320∗∗∗

(.070) (.065)
corr(yi, yj) .252∗∗

(.122)
const .256∗∗∗ .167∗∗∗

(.057) (.068)
Number of Obs 15 15
R2 0.79 0.83

Notes: The dependent variables are the investment correlations across country-pairs. Regressions control for
exporter and importer dummies. Robust standard errors are reported in brackets. ∗∗∗ indicates significance
at the 1 percent level; ∗∗ indicates significance at the 5 percent level.

Table A.1: Backus-Smith Puzzle: Correlation between RER and Relative Consumption

Data One Sector Multi-Sector
Basline Experiment Complete Mkt Bond Economy

CRRA GHH

Corr(RER, C
H

CF
) -0.71 0.88 0.95 -0.86 -0.88

Corr(RER, Y
H

Y F
) -0.19 0.93 0.93 -0.87 -0.88

Sensitivity Multi-Sector Bond Economy (CRRA)

θ = 0.5 θ = 1.5 High Persistence b=0 α1 = α2

Corr(RER, C
H

CF
) -0.86 -0.86 -0.85 -0.30 0.88

Corr(RER, Y
H

Y F
) -0.87 -0.87 -0.86 -0.30 0.79

Notes: The data represents the correlation for U.S. against ROW, taken from Corsetti et al (2008). Model
statistics between the real exchange rate (PF /PH) and relative consumption in the bond economy-GHH
preferences case are computed using simulated data.
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