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#### Abstract

We study the effect of market structure on a firm's decision to adopt a new technology in the personal computer industry. This industry is unusual because there exists two horizontally segmented retail markets with different degrees of competition: the IBM compatible (or "PC") platform and the Apple platform. We first document that relative to Apple, producers of PCs have more frequent technology adoption, shorter product cycles, and steeper price declines over the product cycle. We then develop a parsimonious vintage-capital model which matches prices and sales of PC and Apple products. The model predicts that competition is the key driver of the rate at which technology is adopted.
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[^0]
## 1 Introduction

A multitude of industries consist of downstream firms which adopt technological innovations developed by upstream manufacturers. Cameras, cell phones, stereos, and personal computers (PCs) are examples of such goods which can be thought of as an assembly of individual innovative components. ${ }^{1}$ Firms producing these types of consumer goods are "technology adopters" in the sense that they choose whether or not to adopt a new technology, but the technological limit, or frontier technology, is dictated by upstream firms.

In this paper, we analyze the relationship between market structure and technological adoption in the personal computer industry. Our work makes two contributions. First, we provide a descriptive analysis of the industry, measuring rates of technology adoption, consumer income distributions, as well as prices and sales over a typical computer's life cycle. Second, we use a vintage-capital model to quantify the importance of market structure on determining the outcomes of these variables.

Similar to many other technological industries, the personal computer market is one in which adoptions are extraordinarily frequent and new products almost always incorporate new technology advances. Unlike most industries, however, an important feature of the personal computer industry is the existence of two segmented retail markets. The industry is divided between two platforms: the IBM compatible platform (or simply the "PC") and the Apple platform. ${ }^{2}$ While there are many differences between these platforms, the largest difference is arguably their operating systems; PCs run on Microsoft Windows while Apples run on Mac OS. ${ }^{3}$ The horizontal differentiation between PCs and Apple therefore segments the retail market in the sense that consumers of PCs

[^1]do not consider Apple products as close substitutes and vice-versa. ${ }^{4}$ This segmentation is crucial for our analysis, because there are many firms that manufacture PCs, while only one firm that manufactures Apple computers. Thus, one can think of Apple as having a great deal of market power because it has no close vertical substitutes by other computer manufacturers for any specific product line (e.g. 15-inch notebook computers). Such segmentation allows us to compare and contrast the technology adoption decisions for a computer manufacturer in a competitive versus monopolistic market.

Our paper builds on the historical literature commencing with Schumpeter $(1934,1942)$, and later Arrow, who examined the impact of competition on research and development (R\&D) activity. There has been an ongoing line of research dedicated to the topic. ${ }^{5}$ Schumpeter argued that since a monopolist gets to reap all of the rewards of a technological innovation it has a higher incentive to undertake $\mathrm{R} \& \mathrm{D}$ costs than a competitive firm. Arrow described a scenario where a competitive firm has a higher incentive to undertake R\&D since innovation provides a tool to escape competition by differentiating itself from its competitors. Whereas these studies were referring to industries in which $\mathrm{R} \& \mathrm{D}$ is undertaken directly by the innovating firm, their question addressing the impact of competition on incentives for innovation is relevant to technological-adopting firms. Similar to firms undertaking R\&D, technological adopters incur large sunk costs, including marketing, assembly, and the establishment of retail channels. Thus, these firms must also weigh the cost against the marginal profit of undertaking an innovative investment.

Using NPD Group scanner data from 2001 to 2009, we compute various statistics on the rate of product entry across firms. Furthermore, we present evidence that new computers embody new technologies, making them higher quality products relative to the existing set of comparable computers. A striking feature of the data is that they

[^2]unequivocally show that Apple is slower at technological adoption than the other PC manufacturers. Overall, our data show that PC manufacturers are introducing significantly more products with shorter life spans relative to Apple. Thus, the data suggest that a more competitive market structure acts to increase the rate at which firms adopt new technological innovations.

The difference in adoption decisions between PC manufacturers and Apple is likely to be a function of many factors. To better understand the importance of market structure in explaining the differences in the rates of adoption across Apples and PCs, we use a parsimonious vintage-capital model. Our strategy is to parameterize the model to match the stylized facts on technology adoption, pricing, sales, and consumer income distributions for PCs, the market in which many firms compete. We then use the model to make an out-of-sample prediction on technology adoption, prices, sales, and consumer income given a monopolistic market structure. Surprisingly, the model's predictions closely match the stylized facts for Apple computers. Essentially, keeping preferences and technology fixed, and only changing market structure, the model is able to match the different stylized facts for both PC and Apple computers. Consequently, a main result of the paper is that market structure plays a major influence on the rate of technological adoption in the market for personal computers.

Importantly, the model provides insight as to how and why the competitive market structure generates higher rates of technology adoption. On the demand side, we use the quality-ladder framework of Shaked and Sutton $(1982,1983)$, henceforth, SS. On the supply side, firms offer computers of different vintages and compete in price. ${ }^{6}$ Computer manufacturers face a constant marginal cost and pay a sunk cost to update their product. Within this environment, the introduction of a new, higher quality computer places enormous pricing pressure on all existing computers. Indeed, while the highest quality computer captures a large market share, simultaneously charging a large markup, lower quality computers capture a relatively small portion of the market and charge minimal markups. Hence, once a firm's computer has been displaced as the highest-quality product, its per-period profits are fairly small. Given the rapid availability of new technology,

[^3]the model predicts steep falls in price, sales, and consequently profits, over a computer's product cycle. This "market-specific" obsolescence generates a significant premium on having the highest-quality product in the market. Following the reasoning originally posed by Arrow and more currently by Aghion et al. (2001, 2005), competitive forces encourage rapid rates of adopting new technologies because having the highest quality computer, and thereby differentiating one's product from the competition, generates large profits.

In contrast, there is no market-specific obsolescence in the monopoly case. While all computers faces general obsolescence (e.g. new software is often not compatible with older computers), this force places much less pressure on prices and sales. The monopolist's ability to maintain a high level of revenue for its computer over time, coupled with the sunk cost of introducing a newer higher-quality computer, the monopolist introduces newer computers less frequently than its counterparts in the competitive industry. Consequently, the monopolist waits longer to adopt a new technology.

In addition to the literature on innovation and market structure, this paper is related to research on pricing dynamics. In this respect, our study is closely tied with research analyzing the effect of competition on pricing behavior ${ }^{7}$ as well as studies looking at prices for technological goods. ${ }^{8}$ Prices of innovative goods are well known to fall over the life of the product cycle, but there are a host of explanations for these price declines, including intertemporal price discrimination (Stokey 1979) and process innovation. Our work focuses on the role of competition, demonstrating that the introduction of close substitutes by competing firms can be the main driver of declining prices and sales over the product cycle. ${ }^{9}$ One interesting feature of our analysis is the difference in the role of consumer taste in explaining price declines. Whereas models of intertemporal price discrimination posit that prices are falling because firms are exploiting consumer heterogeneity in taste, the model in this study demonstrates that heterogeneity of consumer taste over the product cycle is endogenously determined by market structure. Specifi-

[^4]cally, competition drives the firm to lower prices later in the product's life cycle. This lower price is targeted toward consumers with a lower willingness to pay, and thus, low income consumers purchase the good later when price and quality are relatively low. High income consumers purchase early when the computer's quality is high relative to other computers. The outcome is that firms in the competitive environment sell to a heterogeneous consumer base, while a monopolist is able to sell to only to those consumers with high willingness to pay.

Finally, we use the model to explore the welfare effects of faster rates of adoption in the competitive regime. We find that consumer surplus is increasing with the rate of adoption, because consumers can purchase higher quality computers sooner. Firm profits, on the other hand, decrease with faster rates of adoption. The model computes that consumer surplus is much larger than firms' profits and that the gains in consumer surplus with faster rates of adoption more than offset the decreases in firms' profits. Consequently, total welfare is highest when firms introduce new computers with the latest technological innovations every period.

The study is structured as follows: Section 2 contains a detailed overview of the NPD and TUP survey data and a description of the stylized facts for the PC and Apple retail markets. In Section 3 we describe the competitive vintage-capital model, analyze its fit with the PC data under the stationary case. In Section 4 we turn to the monopolistic industry and compare the model's out-of-sample prediction against the data on Apple computers. We examine the welfare effects of faster rates of adoption in Section 5 and conclude in Section 6.

## 2 Data

Our study uses data from two sources: scanner data compiled by NPD Techworld and household survey data from the "Technology User Profile" (TUP) administered by MetaFacts. The NPD data are point-of-sale ${ }^{10}$ transaction data (i.e., scanner data) sent to

[^5]NPD Techworld via automatic feeds from their participating outlets on a weekly basis. ${ }^{11}$ The data cover the course of 90 months, November 2001 to April 2009, and consist of sales occurring at outlet stores. Thus, manufacturers such as Dell that primarily sell directly to the consumer are not included. Each observation consists of a model identification number, specifications for that model, the total units sold, and revenue. From units sold and revenue we calculate a unit price of each PC sold. Table 1 displays the share of units sold in the data for the entire sample and as well as for the notebook and desktop subsamples. Hewlett Packard and Compaq make up the bulk of computers sold in the data, at 29 and 15 percent, respectively. ${ }^{12}$

In the TUP survey data, we have access to four annual surveys that were conducted from 2001 to 2004. TUP is a detailed two-stage survey of households' use of information technology and consumer electronics products and services at home and in the workplace. The first stage is a screener, which asks for the characteristics of each head of household (such as income, education level, marital status, and presence of children). The second stage consists of the technology survey, which asks a multitude of questions ranging from brand, to year of purchase, to where the computer is used. ${ }^{13}$

### 2.1 NPD Data

We use the NPD data to document the differences between pricing, sales, and technology adoption by Apple and PC manufacturers. Figure 1 highlights these major differences, where each point in the figure represents the unit price for a particular computer model in the sample of 15 -inch notebook computers. The price time series for a given computer model is created by linking the model's prices over its life on the market. ${ }^{14}$ The

[^6]three "PC" manufacturers (Hewlett Packard, Sony, and Toshiba) have short product cycles, frequent staggered entry, and declining prices over the life of the good. In contrast, Apple, has long product cycles, less frequent and more uniform entry, and flatter price contours. Below, we show that these these patterns are consistent with the personal computer industry as a whole.

### 2.1.1 Product Cycle Length

Focusing first on the length of the product cycle, we construct CDFs by manufacturer, as well as for the sample of all PCs (i.e. all manufacturers other than Apple) in Figure $2 .{ }^{15}$ On average, PC manufacturers sell well over half ( 64 percent) of their units by the second month on the market, and by the third month they have sold close to 90 percent of their units. Apple, however, keeps its computers on the market about twice as long as the other PC manufacturers. By the third month, when the PC manufacturers have sold almost all of their units, Apple has sold only 38 percent of its total units. In fact, Apple does not reach the 90 percent marker until its product has been on the market for at least seven months.

The fact that Apple holds its computers on the market for a longer period of time does not necessarily mean that it introduces new computers less frequently. For instance, Apple could very well be staggering the introduction of its new computers in such a way that it is releasing a new computer every period. Our data, however, show that this is not the case. Table 2 reports the fraction of months in the sample where no new computer was introduced. This is in effect measuring the fraction of months in which the manufacturer's entire product space is composed of computers that are at least one month old. Of the seven manufacturers, Apple has the largest proportion of months where no new models are introduced (28 percent); by contrast, Hewlett Packard had only one month in the sample with no introduction of a new model.

Table 2 also depicts the maximum amount of time the manufacturer goes without

[^7]introducing a new model. These numbers also show that Apple is relatively slow to introduce new computers. For instance, Apple underwent a period of nine months in which it did not introduce a new desktop computer, and a period of six months without introducing a new notebook computer-by far the longest periods in the sample.

Thus far we have been discussing the introduction of new computers into the market. For computer firms, we argue that new computers frequently incorporate a new upstream innovation. Consequently, the rate at which a computer manufacturer adopts new computers is the rate at which the manufacturer is adopting new technologies and embedding them into its products. Our reasoning for equating product entry with technology adoption is based on the production technology for computers. Computers have many internal components which are produced by a diverse array of distinct upstream firms. Upstream firms undertake $R \& D$ in an attempt to increase the quality of these components that they sell to the downstream computer manufacturers. Computer manufacturers, consequently, have ample opportunity to adopt new technologies when introducing a new computer to the retail market. For instance, one month Intel may introduce a new CPU, while the following month Samsung may introduce a new DRAM chip. The large number of components, as well as the complexity of the quality of the components, make it a nontrivial task to monitor and measure their adoption by computer manufacturers. Instead, because we focus on the industry as a whole, we make the assumption that newer components are more innovative, and thus an introduction of a new computer model (i.e. SKU) is synonymous with new technology adoption. While this assumption could be flawed if, for instance, CPU manufacturers are frequently crimping their products, we believe that it is a realistic assumption in the sense that newer computers generally embody more innovative, higher quality components.

Supporting evidence that Apple adopts and introduces new innovations at a slower pace relative to PC manufactures can be found by looking at CPUs, arguably the most important component of the computer. To gauge how frequently manufacturers adopt new CPUs, we plot the age of the newest Intel CPU by month for the post-PowerPC period for Hewlett Packard, Toshiba, and Apple notebook computers in Figure 5. ${ }^{16}$ Two

[^8]features of this figure are striking. First, Toshiba and Hewlett Packard are twice as often the first to adopt a new CPU (12 and 14 months out of 35 , respectively) as Apple ( 7 out of 35 months). Second, Hewlett Packard and Toshiba rarely keep a CPU beyond its three month anniversary, while on three occasions, Apple's newest CPU available was seven months old. Table 3 shows CPU adoption statistics for the entire sample of notebook computers and shows that, on average, Apple offers the oldest CPU for this sample period. The CPU evidence, then, shows how Apple introduces innovations into their computers with a lag compared to PC manufacturers. Hence, the more rapid rate of product entry of PCs allows PC manufacturers to more quickly incorporate the latest innovation relative to Apple.

### 2.1.2 Pricing Patterns

Alongside the shorter product cycle and more rapid rate of product entry, Figure 1 highlights stark differences in the pricing dynamics between PC manufacturers and Apple. Generally speaking, Apple maintains a flat price profile over a computer's product cycle. In contrast, PC manufacturers introduce their products at a high price and then lower that price over the product cycle. We measure the rate at which prices fall over the life of the computer by estimating a fixed-effects regression of the logarithm of price on "months on market" variables for each brand in the sample. Figure 4 depicts the results of these regressions and highlights the extent to which each brand reduces the price of the computer over the life cycle. Depicted are the estimated coefficients for the first six months of the life of the good. The omitted dummy variable is the first month of entry indicating that the subsequent coefficients represent the percentage change between the given month and the first month. ${ }^{17}$

It is clear from Figure 4 that Apple's prices fall relatively slowly and less extensively than do the prices of the PC manufacturers. For instance, Hewlett Packard and Toshiba's prices fall by 9 and 12 percent, respectively, between the first and fourth months. On

[^9]average, a PC falls in price 6 percent by the third month, 10 percent by the fourth month, and 18 percent by the fifth month. In contrast, Apple's prices show negligible price declines over these same time horizons: 0.4 percent, 0.9 percent, and 1.7 percent, respectively.

It is important to discuss how these pricing patterns fit into the predictions of theories on durable goods pricing. There have been many theories that have been developed by researchers to describe the falling pricing patterns for durable goods. Process innovation and intertemporal price discrimination are two such explanations which have received a large amount of attention. At most, declining input costs due to process innovation can explain a small fraction of the observed price declines for PCs. The average price decline of 10 percent for PC computers over 4 months translates into a 30 percent price decline at an annual rate. Prices for screens, batteries, and other components of PCs do not decline at such a rapid rate. Furthermore, Apple uses many of the same intermediate inputs used by PCs, yet its prices only negligible decline over time. Consequently, we rule out process innovation as a main driver behind falling PC prices.

Intertemporal price discrimination, whereby the firm charges a high price early in the product cycle to those with highest willingness-to-pay, seems like a plausible candidate at first glance. Stokey's (1979) ground-breaking analysis, however, showed that such price discrimination is profit maximizing only under very strict assumptions. First off, the firm needs a considerable amount of market power, otherwise competitive forces will determine the price. Second, consumers' reservation prices must be correlated with their time preferences, otherwise high willingness-to-pay consumers would prefer to wait for the price to fall. Finally, the firm must have the ability to commit to future prices or production to avoid the time inconsistency dilemma posed by Coase. ${ }^{18}$ Thus, if the price falls in the PC market are due to intertemporal price discrimination, than it must be the case that for some particular reason Stokey's conditions are met in the PC market but not the Apple market. We have no reason to believe that willingness to pay is more correlated with time preference for consumers in the PC market than for consumers in the Apple market. Furthermore, market power should be positively correlated with a firms

[^10]ability to commit to a price or production schedule. Unless Apple has less market power than the PC manufacturers, intertemporal price discrimination seems like an unlikely candidate for the declining pricing patterns.

Unlike declining input costs and price discrimination, competition seems to be a plausible force behind declining PC prices over the product cycle. It is conceivable that the frequent adoption of higher quality PCs can drive down the prices of PCs currently on the market. Indeed, there are interesting dynamics between prices and product entry among PC manufacturers. In particular, PC manufacturers often leapfrog one another with the introduction of new, higher quality computers. To display this feature in the data, in Figure 5 we isolate 512 MB RAM 15-inch notebooks where the entering PC happened to be the highest price in this product line. This exercise attempts to isolate the computer models with both the newest and highest quality technology under the assumption that the computer with the highest quality is also the highest priced. Supporting our claim that newer products are of higher quality, we also report four computer characteristics highlighting in which dimension the newly introduced computer is of higher quality relative to the incumbent computers. The manufacturer with the highest quality 512 MB RAM 15 -inch notebook rotates between Hewlett Packard, Compaq, Toshiba, and Sony. Introductory prices of these computers are quite high, around $\$ 2,100$, but then quickly fall to $\$ 1,800$. In line with the story that competition drives the observed price declines, the introduction of the new model seems to put downward pressure on the preceding model as is the case with the introduction of Sony's product.

Looking ahead, in section 3 we develop a formal industry model of the personal computer industry. The model generates price declines over the product cycle through competitive effects, much like we observe for PC manufacturers. These price declines, along with decreasing sales, subsequently increase the incentives for adopting a new technology and ultimately drive the product off the market.

### 2.2 TUP Survey Data

In addition to the firm side, there are important features of the personal computer industry on the consumer side. In this section we highlight some facts about the underlying distribution of consumers purchasing PCs using the TUP survey data. We focus
on consumer income as it is typically closely linked to reservation price, and therefore product choice, in most econometric studies and economic models. The survey data reveal that both the levels and distributions of income differ across brands in the industry. Furthermore, we also document that income is correlated with the price paid, holding fixed the characteristics of the computer.

There are large differences in the income distribution of Apple consumers and PC consumers. Table 4 highlights these differences by showing the median income and dispersion of income (represented by the gini-coefficient) for each brand in the TUP survey data. ${ }^{19}$ The survey data show that consumers of Apple have narrow income dispersion ( 0.195 gini coefficient) around a relatively high median income level ( $\$ 65,000$ ). ${ }^{20}$ In contrast, the PC brands have consumers with much wider income dispersions around lower median levels.

Using the same TUP survey data that we use in this study, Aizcorbe and Shapiro (2010) find that higher income consumers pay a higher price for the same computer than do lower income consumers. Specifically, a fixed effects regression is run-holding fixed the attributes of the computer purchased-of income and other demographic variables on the logarithm of price. The study finds that the coefficient on income is .09 indicating that a 9 percent fall in a consumer's income is correlated with a 0.9 percent fall in the price paid for a given computer. Combining these results with the price declines observed for PCs, shows that high-income consumers are presumably purchasing early in the model's life cycle. ${ }^{21}$ Naturally, because Apple's prices remain flat over the computer's product cycle, there is no correlation between price and income.

It is not obvious why the income distributions between the two markets differ. It could

[^11]very well be that Apple targets high income consumers, while PC manufacturers target an array of consumer types. The model we develop in the next section, however, compels us to believe that this is not the case. Specifically, the model posits that competitive forces lower prices sequentially over the product cycle, drawing in lower income consumers to purchase the product. Thus, we show that the degree of consumer heterogeneity in the market can be endogenously determined by market structure.

## 3 Model of the The Competitive Industry

In this section, we consider the competitive industry where firms compete with one another over products that are perfect horizontal substitutes (e.g. the same product line, such as 15 -inch notebook computers running on the IBM platform) but imperfect vertical substitutes (e.g. differing degrees of quality, such as CPU clock speed). ${ }^{22}$ As in Shaked and Sutton (SS), single product firms compete with one another in price while taking into account the distribution of consumer taste over quality. Unlike SS, we consider a dynamic game where firms also choose when to update the quality of their products. In steady state, the model produces predictions of the price and sales path of a computer over its life cycle.

After introducing the model, we measure the model's fit with the data by comparing the price and sales paths generated by the model with that actually seen in data. Our results indicate that the model does a nice job of explaining the data for IBM platform PCs. We then discuss the model's implications about the effects of product entry on pricing and sales dynamics.

### 3.1 The Competitive Model

We model the competitive computer industry using an infinite-period vintage-capital model. Computers are differentiated by their vintage $\nu$, where $\nu$ equals the date at which a vintage is the frontier technology; at time $t$, the frontier technology is $\nu=t$. In essence, vintage is a proxy for quality where newer vintages are of higher quality. There

[^12]is an outside option, which provides utility, $\check{u}_{t}$, to a consumer in period $t$. Over time, the utility of the outside option increases.

We set the number of firms in the market to be $N$, and so consider our analysis to be in the short run. Further, we simplify the problem by assuming that each firm produces at most one computer, and so ignore any joint maximization problem of a multi-product line firm. Thus, we can think of the model as characterizing firms competing over a specific product line, such as the 15 -inch 512MB laptop computers depicted in Figure 5.

### 3.1.1 Demand

Each period, a mass of consumers enter the market. Consumers either buy one computer, or choose the outside option. In both cases, consumers leave the market at the end of the period, so there is no accumulation of consumers across periods. Consumers are differentiated by their budgets for computers and related products, denoted $y$. Consumers gain utility from purchasing a computer and from using the remainder of their income to purchase some alternative computer-related good such as software. Let $p_{\nu t}$ denote the time $t$ price of vintage $\nu$. We normalize the price of the outside good to zero.

Following SS we assume the consumer's utility from purchasing the computer of vintage $\nu$ is

$$
\begin{equation*}
U\left(y, \nu ; \bar{p}_{t}\right)=u_{\nu} \cdot\left(y-p_{\nu t}\right) \tag{1}
\end{equation*}
$$

where $\bar{p}_{t}$ is a vector of prices and $u_{\nu}$ represents the quality of a computer of vintage $\nu$. We make the natural assumption that newer vintages are preferred to older ones, and so $u_{t}>u_{t-1} \forall t$. The utility from the outside good is

$$
\begin{equation*}
\check{u}_{t} \cdot y . \tag{2}
\end{equation*}
$$

Given prices, the consumer's utility-maximization problem is:

$$
\begin{equation*}
\max \left\{\max _{\nu \in \bar{\nu}_{t}} U\left(y, \nu ; \bar{p}_{t}\right), \quad \check{u}_{t} \cdot y\right\} \tag{3}
\end{equation*}
$$

where $\bar{\nu}_{t}$ denotes the set of available computers in period $t$. The resulting demand function is straightforward. ${ }^{23}$ We order the vintages by their utility levels and consider

[^13]the neighboring vintages $\nu_{k}$ and $\nu_{j}$ where $u_{k}<u_{j}$. Given that the lower quality computer has a lower price, $p_{\nu_{k}}<p_{\nu_{j}}$, there is a marginal consumer with income $\hat{y}$, who is indifferent between them:
\[

$$
\begin{equation*}
u_{\nu_{j}} \cdot\left(\hat{y}-p_{\nu_{j}, t}\right)=u_{\nu_{k}} \cdot\left(\hat{y}-p_{\nu_{k}, t}\right) . \tag{4}
\end{equation*}
$$

\]

All consumers with income less than $\hat{y}$ prefer $\nu_{k}$ over $\nu_{j}$ and all those with income more than $\hat{y}$ prefer $\nu_{j}$ over $\nu_{k}$; denote this marginal consumer $y_{\nu_{k}, \nu_{j}}$. Repeating this exercise across all pairs of neighboring vintages, we can define a set of marginal consumers from which demand for each computer vintage can be computed. Consumers between the marginal consumers $\left(y_{\nu_{l}, \nu_{k}}, y_{\nu_{k}, \nu_{j}}\right)$ will purchase vintage $\nu_{k}$. The demand for $\nu_{k}$ is then simply

$$
Q_{\nu_{k}}=\int_{y_{\nu_{l}, \nu_{k}}}^{y_{\nu_{k}, \nu_{j}}} h(x) d x
$$

where $h$ is the distribution of consumer's income. Given the ordering of vintages, $\nu_{1}$ is the best available product. Its demand is given by

$$
Q_{\nu_{1}}=\int_{y_{\nu_{2}, \nu_{1}}}^{\infty} h(x) d x
$$

Similarly, let $\nu_{N}$ be the lowest quality product. It competes directly with the outside option, and its demand is given by

$$
Q_{\nu_{N}}=\int_{y_{\tilde{u}, \nu_{N}}}^{y_{\nu_{N}, \nu_{N-1}}} h(x) d x,
$$

where $y_{\tilde{u}, \nu_{N}}$ solves

$$
u_{\nu_{N}} \cdot\left(y-p_{\nu, t}\right)=\check{u}_{t} \cdot y .
$$

### 3.1.2 Supply

A firm makes two decisions each period. At the beginning of the period, it sets a price for its computer. At the end of each period, the firm decides whether or not to adopt a new technology (i.e. update its product). If the firm adopts, its computer embodies the
latest technology in the next period. Letting $i=1,2, \ldots, N$ denote a firm, we label the decision to adopt the latest technology as $d_{i t} \in\{0,1\}$, where $d=1$ signifies adoption. We assume firms have a constant marginal cost $c \geq 0$ and no capacity constraints. The state variables are $s_{t}=\left(\nu_{1}, \nu_{2}, \ldots, \nu_{N}, \check{u}_{t}\right)$, which consist of all firms' products and the outside option. Let $\delta=0.99$ denote the discount rate, then firm $i$ 's profit-maximizing problem is:

$$
\begin{align*}
& V_{i}\left(s_{t}\right)=\max _{p_{\nu_{i} t}, d_{i t}}\left\{\left(p_{\nu_{i} t}-c\right) Q_{\nu_{i} t}\left(p_{\nu_{i} t}, p_{\nu_{-i} t} ; s_{t}\right)+\right. \\
& \delta\left[d_{i t}\left(E_{s^{\prime}}\left[V_{i}\left(s^{\prime}\right)\right]-\phi\right)+\left(1-d_{i t}\right) E_{s^{\prime \prime}}\left[V_{i}\left(s^{\prime \prime}\right)\right]\right\}, \tag{5}
\end{align*}
$$

where $p_{\nu_{-i} t}$ denotes all other firms' prices in time $t$, given $s_{t} . Q_{\nu_{i} t}$ is the demand for product $\nu_{i}$ at time $t$, given prices and the outside option. If the firm decides to adopt, next period it pays the sunk cost $\phi$ and acquires the latest vintage, $\nu^{\prime}=t+1$. Otherwise, the firm continues to sell its current computer. Expectations are taken over the evolution of $s_{t}$, which depends both on the firm's own updating decision, as well as all other firms' decisions.

While the firm's price-setting decision is static, its adopting decision is dynamic. Because consumers value quality, updating to the latest technology generates higher revenues for the firm, holding all else constant. But, the firm pays a sunk cost $\phi$ to acquire the latest technology. Hence, the firm balances the gains to adopting in the current period against the option value of continuing to sell its computer and upgrading in the future.

Rather than physically depreciate, a computer faces two sources of obsolescence over time. First, the outside product is assumed to improve over time; therefore, in each successive period, a computer with vintage $\nu$ maintains its utility value to consumers while the outside option becomes more attractive. This general obsolescence places downward pressure on prices of existing computers. Second, with each successive period other firms may update their computers. Newer vintages, embodying better technologies, directly compete with a vintage $\nu$ and drive down its price. We label this second source of obsolescence market-specific obsolescence.

Both sources of obsolescence ensure that a computer is sold for a finite number of
periods. After some point, the demand for a product when priced at marginal cost will equal zero and effectively the computer will have exited the market. Of course, a firm may decide to adopt a new model before demand reaches zero. The life cycle of a computer, then, starts with its introduction into the market and ends when either the firm adopts or there is no longer demand for the computer at a price greater than marginal cost.

### 3.1.3 Equilibrium concept

We use a Markov perfect equilibrium concept. The strategy space includes price and adoption, and firms' actions are functions of the current vintages of computers offered along with the utility value of the outside option, $s_{t}$. Firms maximize the expected discounted value of profits, conditional on their expectations of the evolution of the state variables and competing firms' strategies. Equilibrium occurs when all firms' expectations are consistent with the evolution of both the outside good's utility as well as all the optimal pricing and adopting policies of their competitors.

To fit the model to the data, we consider a stationary Markov perfect equilibrium. The model will be stationary in the sense that prices and sales of a computer over its life cycle will be independent of time. To obtain a stationary equilibrium, we make an additional assumption: the ratio of the utility associated with a computer embodying the frontier technology over the utility provided by the outside good remains constant over time. Formally,

$$
\begin{equation*}
\frac{\check{u}_{t}}{\nu_{t}}=\zeta \forall t \tag{6}
\end{equation*}
$$

A stationary equilibrium occurs when firms use the following strategy: the firm with the lowest-quality computer adopts and all other firms do not upgrade. For pricing, each firm's strategy is to use its best-response function to choose price. From SS, we know that given a set of products, there exists a Nash equilibrium in prices.

### 3.2 Empirical Fit

Given a vector of parameters, we compare the model's predictions of prices and sales of a computer over its product cycle to those observed in the data. We parameterize the
competitive model to match the sales and prices of the average PC.

### 3.2.1 Description of Parameters

The parameters of the model can be categorized into three groups. The first set of parameters determine the quality level of computers relative to each other and the outside good; the second set characterize the consumers' income distribution parameters, and the third set detail the cost structure of the firm. We use three parameters to characterize computers' quality levels: (i) The level of the highest quality product, $\nu_{1}$, which we normalize to 10 , (ii) the monthly growth rate of the frontier technology, $\gamma$, which, based on Moore's law, we set to 2.9 percent, and (iii) ratio of the outside good's to highest possible quality product's utility, $\zeta$, which we set to $0.01 .{ }^{24}$

The substitutability of products across vintages is determined by $\gamma$. Raising $\gamma$ enlarges the difference in utility associated with the newer vintage relative to the older vintage increases, decreasing substitutability across vintages. The attractiveness of the outside good relative to products is determined by $\zeta$. As $\zeta$ approaches one from below, the outside good becomes more attractive relative to the frontier technology.

We assume consumers' budgets for computers and related products is drawn from the Uniform distribution over the interval $[a, b]$. We normalize $a$ to be one, but leave $b$ free. The upper bound of income plays a large role in determining the total number of products the market is able to support (see SS ). The density of consumers over $[a, b]$ is given by $\kappa>0$.

Finally, we assume a simple cost structure for the firm. The firm pays a sunk cost, $\phi>0$ to enter the market. Upon entry, the firm's production technology has a constant marginal cost, $m c>0$. The model provides an upper bound to the value of $\phi$, in that $\phi$ must be less than a product's present discount value of lifetime profits.

This leaves three free parameters in our model, $\theta=\{b, \kappa, m c\}$. Given these parameters and the equilibrium adoption condition, the model yields predictions about price and sales for a product over its life cycle in the steady state. As discussed in Section 2, it is difficult to measure the rate at which upstream firms are introducing new components

[^14]into the market for any specific product market. For example, an innovation for a specific monitor technology may only be relevant for small laptop computers while a certain innovation in CPU technology may only be relevant for large desktop computers. Thus, there may be different available technologies depending on the product line, and these innovations may arrive at different rates. As such, we consider four different patterns at which upstream firms introduce new components: every period, every second period, every third period, and every fourth period. Firms' adopting strategies for these different innovation patterns remain the same: only the firm with the lowest quality computer adopts the new technology. The opportunity of adopting, however, arrives every second, third, or fourth period, while the outside good is growing at a constant rate every period. Given $\theta$, we solve the model for each innovation pattern and record the price and sales path of a product over its life cycle. We then take a weighted average of the four price and sales paths, using the weights $\omega=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$. Interpreting the weights as probabilities, this average is the expected price and sales paths of a computer over its life cycle.

### 3.2.2 Results

To compare the model to the data, we compute price declines and the sales CDF from the expected price and sales paths. In the data, we estimate these average price declines and sales CDF using fixed-effect regressions (see Section 2.1). To most closely align the model with the data, we find the pair $\{\theta, \omega\}$ that minimizes a least-distance criterion. ${ }^{25}$

Table (5) displays the parameters that best match the model to the data. There is a wide distribution in budgets for computers and related products. Those consumers with the largest budgets are willing to spend more than 58 times the amount of those consumers with the smallest budgets. Further, marginal cost is low enough that almost all consumers purchase a computer. The estimated weights across the four entry patterns place the largest weight on entry every 3 periods, and the least weight on entry every 2 periods.

As displayed in Table (6), the model fits the data well along both the price and sales

[^15]dimensions. Turning to sales first, the model matches the large burst of sales in the first month a computer is introduced. As shown more clearly in Figure (7), the model captures the fact that computer sales decline over the product cycle. In addition, the model predicts that more than 95 percent of a computer's sales occur by month 5 of the product cycle, closely matching what we observe in the data. Unlike the data, the model does predict a trickle of sales over months 6 through 12 of the product cycle which we argue are economically insignificant.

The model does an excellent job of matching the price declines seen in the data (see Table (6)). To provide a visual display of the model's fit to the data, in Figure (6)) we plot the price levels for the model and data fixing the price in period one to 100 for both cases. For the tiny amount of sales in months 6 through 12, the model predicts a flat price profile. This reflects the fact that computers sold many months after their introduction are the lowest-quality computer available. Consequently, prices are only slightly above marginal cost and cannot fall. As mentioned above, while we report prices for months 6 through 12, we attach little importance to them.

These results demonstrate that the competitive model is able to closely match the price and sales patterns observed in the IBM platform PC data. In a goodness-of-fit measure, we compare the model's predictions on the timing of a household's purchase decision, conditional on its budget. As described in Section 2, the TUP survey data imply that households with higher incomes purchase computers earlier in the product cycle. Aizcorbe and Shapiro (2009) find that a 0.9 percent fall in price is correlated with a 10 percent fall in income. Under the assumption that a household's budget for computers and related products is positively correlated with its income, the model also predicts that higher income households purchase computers earlier in the product cycle. In Table (7) we compute the average budget of consumers for a computer over the product cycle for each entry pattern. The average budget of consumers who purchase the highest-quality computer is 90 percent larger than those who purchase the second highest quality computer. While the model seems to over-predict the fall in consumers' budgets over the product cycle, we believe this is mainly due to our assumption that consumers' budgets are uniformly distributed. ${ }^{26}$ A more flexible distribution would likely

[^16]preserve the model's fit to the price and sales moments, while generating a more gentle decline in consumers' budgets over the product cycle.

Finally, the model implies reasonable markups. When a computer is the newest vintage available, manufacturers charge an average markup of 25 percent. Once a newer vintage enters the market, however, this markup plummets to about 1 percent.

### 3.3 Analysis

To examine how technological adoption impacts prices and sales, we compare the model's predictions across the four upstream-firm innovation patterns. In Figures 8 and 9 we plot prices and sales over the product cycle for each case, alongside the average across all cases. ${ }^{27}$ There are three active firms across all four cases. In steady-state, this implies a product cycle of $3,6,9$ and 12 months respectively.

Turning first to prices, we see that the introduction price is rising as opportunities for adoption occur less frequently. This pattern reflects the level of substitutability across vintages. When upstream innovation is slower to arrive, adoption occurs less frequently and there are larger differences in quality among computers on the market, decreasing their substitutability. The lesser degree of competition therefore allows the manufacturer to charge a higher initial price for its new product. Over a computer's life cycle, there are two basic price levels. When the computer is the highest quality product available, the firm charges a high price and has a significant markup. Once a computer is no longer the highest quality product, the firm charges a low price which is slightly above marginal cost. The dramatic fall in price as a computer changes from highest quality to second highest quality is a result of the fierce price competition among manufacturers.

Similar to prices, there are two basic sales levels over a computer's life cycle. A manufacturer commandeers over 90 percent of the market its computer is the newest vintage available. When the computer is no longer the newest available vintage, however, sales dramatically fall. The large decline in sales is especially striking because prices are

[^17]also dropping. Therefore, the firm with the highest-quality computer is able dominate the market, achieving a high level of sales as well as a higher price. Competition from a newly adopted, higher quality products subsequently erodes any firm's market dominance.

Because the newest vintage computer dominates the market, the reward to a manufacturer for updating its computer with the latest technology is substantial. In the language of the innovation literature, there are high post-innovation rents because the highest quality computer captures over 90 percent of the market while charging a high price. Furthermore, there are low pre-innovation rents because once a computer is no longer the highest quality, its sales and price are low. ${ }^{28}$ The main driver behind a firm's updating decision is the size of the difference between post- and pre-innovation rents (Arrow 1962 and Aghion et. al 2001, 2005). In the competitive environment of our model, the difference between the post- and pre-innovation rents are substantial. This difference in post- and pre-innovation rents is driven by competitive effects, or market-specific obsolescence. In contrast, the role of general obsolescence, captured by the growth rate of the outside good, plays at most a small role in the model's predictions of prices and sales. This is significant because, in a market structure without competition (i.e. monopoly), the only force driving the firm to update its computer is general obsolescence. As detailed in the following section, without competition a manufacturer faces much less of an incentive to adopt a new technology.

## 4 The Monopolistic Industry

We now consider the monopolist's problem, with the goal of determining how much market structure alone explains the differences in sales, prices, and adopting between PC and Apple manufacturers. The monopolist's problem is equivalent to the competitive case outlined earlier, except that there is only one firm. The difference is that the competitive firm faces technology adoption by other firms, while the monopolist need only worry about general obsolescence stemming from growth in quality of the outside

[^18]good. Consistent with the competitive case, we assume that the monopolist sells only one product at a time.

### 4.1 The Monopolist's Problem

The timing of the monopolist problem is the same as the competitive case. At the beginning of the period, the monopolist chooses price. At the end of the period the monopolist chooses whether or not to update its product. The state space of the monopolist in period $t$ is its existing product $\nu_{s}$ and outside option, $\check{u}_{t}$. The monopolist's problem is

$$
\begin{align*}
& V\left(\nu_{s}, \check{u}_{t}\right)=\max _{p_{\nu_{s}}, d_{t}}\left\{\left(p_{\nu_{s}}-c\right) Q_{t}\left(p_{\nu_{s}} ; \nu_{s}, \check{u}_{t}\right)+\right. \\
& \qquad\left.\delta\left[d_{t}\left(\left[V\left(\nu_{t+1}, \check{u}_{t+1}\right)\right]-\phi\right)+\left(1-d_{t}\right)\left[V\left(\nu_{s}, \check{u}_{t+1}\right)\right]\right]\right\} . \tag{7}
\end{align*}
$$

Like the competitive firm, the monopolist's adoption problem balances the gains from introducing a computer in the current period, against waiting a period (or more) to do so. Bringing out a new vintage increases profits because consumers are willing to pay more for a superior product. However, the introduction of a new computer entails paying a sunk cost, $\phi$.

### 4.2 Out-of-Sample Prediction

To determine how much market structure drives the different pricing, sales, and adoption patterns across PC and Apples, we perform an out-of-sample prediction exercise. Using the same $\theta$ as in the competitive case, we solve for the monopolist's optimal pricing and updating strategy. Formally, we keep preferences and technology fixed, but change the market structure by reducing the number of firms to one. We then simulate the model and compare its predictions of prices and sales over the computer's life cycle to what we observe in the data. As detailed below, the model's out-of-sample prediction is closely aligned with the Apple computer data. Hence, the model predicts that market structure is the main force behind the different pricing and sales for PC and Apple computers. Furthermore, the model predicts that competition drives PC manufacturers to
update their computers more frequently and adopt the latest innovations more rapidly relative to their Apple counterpart.

In taking the monopolist's problem to the data, a key parameter is the sunk cost of updating, $\phi$. Indeed, the frequency with which the monopolist updates its computer is directly linked to $\phi$. Because the outside option grows over time, the price charged and per-period profits earned by the monopolist decline with the vintage of the computer (see Figure 12); however, the monopolist does not update its computer every period, because of the sunk cost of replacement. Intuitively, the larger the sunk cost, the less frequently the monopolist updates its computer. In Figure 13, we plot the optimal replacement cycle length against the sunk cost of replacement. With a sunk cost of replacement of 0.05 , the monopolist chooses to update its computer every 2 periods. If the sunk cost of replacement is 2.0 , the monopolist chooses to update its computer every 13 periods.

The competitive case only provides an upper bound of $\phi .{ }^{29}$ Given this constraint, we choose a sunk cost of entry such that the model's prediction on the monopolist's timing of replacement matches the data. We infer that Apple's computers are sold for 8 months on average. To match this replacement cycle, we set $\phi$ to be 0.7 , or 18 percent of the expected discounted profits of a firm in the competitive market. Thus, the parameter value chosen for the cost of adoption is consistent with the results from the competitive case presented earlier.

Given $\theta$ and $\phi$, the model predicts a flat price profile over the product cycle (see Table 8), a close match to the prices of Apple computers seen in the data. Specifically, Apple's price declines are negligible for three-quarters of the product cycle, before being heavily discounted. The data show Apple's average prices fall so dramatically after month six is because of occasional product replacement. When Apple introduces a new vintage, the stock of existing computers is heavily discounted. ${ }^{30}$ Since our model does not account for

[^19]such stock-out sales, it is unable to match the sharp falls seen later in the product's life. ${ }^{31}$ In Figure (10) we plot the price levels predicted by the model against those observed in the data for a typical computer over the product cycle.

The model closely matches the steady flow of sales throughout the product cycle. As seen in Table (8), the sales CDF generated by the model closely follows what we observe in the data, although the model does predict a lower level of sales at the beginning of the product cycle. Figure 11 illustrates this disparity, as the sales PDF for the model and data are plotted next to one another. In the data, we see a decline in sales over the product cycle, but we do not see a corresponding decline in the model. The decline in monthly sales volume, however, is actually quite small. In its first month, sales are almost 17 percent of total sales over the product cycle. In the sixth month of the product cycle, sales are still 13 percent of total sales, which amounts to only a small decline. Admittedly, in the last two months of the product cycle, sales decline in the data but not in our model. As mentioned above, however, we believe this behavior reflects fire-sales by Apple because of the introduction of a replacement computer; we do not account for this behavior in our vintage capital model.

Overall, with only a change in market structure, our parsimonious model is able to capture the flat price profile of Apple computers along with the steady flow of sales throughout the product cycle. Finally, the 8 month long product cycle for the typical Apple computer is captured using a reasonable sunk cost of updating, an amount equal to 18 percent of the expected discounted profits a firm in the competitive market receives. Further supporting the fit of the model to the data, the model's predictions on prices and consumers' budgets roughly accords with the data. In stark contrast to the competitive case, in the monopoly setting the average budget of consumers purchasing a computer at different vintages remains roughly constant (see Table 9). In addition, the average budget of a household which purchases a computer in the monopolistic setting is higher than in

[^20]the competitive setting. Under the assumption that consumers' budgets for computer and related products are positively correlated with household income, our model matches the income data from TUP survey data: the distribution of consumers' income in the monopoly setting has a higher mean and a smaller variance relative to the distribution of consumers' income in the competitive setting.

## 5 Welfare Analysis

We assess the welfare effects associated with technological adoption by examining producer and consumer surplus under the four upstream-firm innovation patterns we analyzed in the competitive market. Recall that a slower rate of upstream-firm innovation translates into slower arrival of opportunities for technology adoption. We then look at consumer surplus in the monopolistic market. A priori, welfare can either increase or decrease with faster rates of adoption. Consumers are better off with more frequent adoption because of quicker availability of higher quality products and the more rapid fall in prices. ${ }^{32}$ Firms, however, generate lower profits with more frequent adoption rates since they pay larger total sunk costs and charge lower markups.

To allow for comparison over different product cycles, we compute the firm's discounted profits over 72 periods. We decompose profits into producer surplus and the sunk costs of adoption, where producer surplus is the firm's markup times sales. In level terms, producer surplus rapidly increases and sunk costs fall as entry occurs less frequently (see Table 10). Indeed, producer surplus is four times greater when entry occurs every 4 periods relative to entry every period.

We measure consumer surplus as the difference between a consumer's willingness-to-pay and the price the consumer actually paid for a computer in equilibrium. To compute willingness-to-pay, we find the price at which a consumer is indifferent between the computer he originally purchased and the outside option. Formally, for a consumer

[^21]with budget $y$ who purchased a computer of vintage $\nu$, we solve for the $\hat{p}$ such that
\[

$$
\begin{equation*}
u_{\nu}(y-\hat{p})=\check{u} y . \tag{8}
\end{equation*}
$$

\]

Rearranging terms, we get $\hat{p}=\left(1-\frac{\breve{u}}{u_{\nu}}\right) y$. The difference between $\hat{p}$ and the equilibrium price represents an individual consumer's surplus. We integrate over all consumers who purchased a computer to compute total welfare. To allow for a proper comparison with producer surplus, we compute consumer welfare, properly discounted, over 72 periods.

Table 10 indicates by how much consumer surplus, producer surplus and sunk costs change with different rates of adoption. We find consumer surplus falls with slower rates of entry. While this decline is tiny in percentage terms, consumer surplus is so large that these small percentage changes more than offset the increase in firms' profits. Consequently, total welfare falls as entry rates slow down.

Comparing welfare in the competitive and monopoly cases, we find that total welfare under a monopolist is roughly three-fourths of the level in the competitive case. As shown in Table 10, the monopolist is able to capture two-thirds of total welfare. Consumer welfare under a monopoly is much smaller compared to the competitive case, because of both higher prices and a much smaller set of consumers purchasing a computer.

As our model abstracts from some important features of both the PC and Apple markets, our welfare results should be taken with some caution. Among other things, we do not account for the difference in quality between operating systems across the two retail markets, nor do we take into account the network effects related to the depth of software offered. Bearing this in mind, our results indicate that total welfare is increasing with faster rates of adoption. This stems from the fact that consumers receive a large benefit from rapidly declining prices and availability of higher quality products from frequent adoption. This large benefit supersedes the fall in producer surplus that rapid adoption entails.

## 6 Concluding Remarks

Our key contribution is assessing the role that market structure plays in the frequency of new technology adoption. Our strategy was to parameterize a model of vertically
differentiated firms to fit "PC" prices and sales, and then perform an out-of-sample prediction where we remove the effects of competition from the model. The out-ofsample exercise produced a time path of prices and sales that closely match that of Apple, a computer manufacturer with a large degree of market power due to its horizontal differentiation in operating system. Importantly, the model demonstrated that relative to the competitive regime, the monopolist updates less frequently. The intuition behind this result is the gains from having the highest quality computer are large relative to not being the highest quality. Hence, once a competitor introduces a newer vintage computer, a firm has a large incentive to update its computer. This market-specific obsolescence is absent in the monopolist's problem.

There is ample room to expand our analysis for future research. For one, we treated the upstream innovation process as exogenous to the downstream computer manufacturer in order to keep our analysis tractable. However, this assumption may not necessarily hold in all scenarios, and the incentives for adoption and availability of new technology may very well depend on the competitive conditions of both the upstream and downstream markets. A model of both upstream and downstream markets is necessary for such an analysis.

It is also important to link our findings with research done on dynamic demand and intertemporal price discrimination as in Conlisk, Gerstner, and Sobel (1984) and Stokey (1979). These studies find that when consumers are forward looking, a durable goods monopolist will have a large incentive to lower the price of the good the longer it is kept in the market. That is, the firm will engage in "price skimming" in order to convert more consumer surplus into profits. Our data and model suggest that intertemporal price discrimination may not be an important driver of price declines in the personal computer industry. First off, the ability to intertemporally price discriminate requires market power, which means that if it was a main driver for the large price declines over the product cycle, we would more likely see this being done by Apple rather than the PC manufacturers. Apple's flat price contours contradict this prediction. Second, even with market power, Stokey (1979) shows that intertemporal price discrimination may not be profitable unless certain conditions are met-reservation prices must be correlated with time preference. Thus, if the price falls in the PC market are due to intertemporal
price discrimination, than it must be the case that for some particular reason Stokey's condition is met in the PC market but not the Apple market. Overall, our findings suggest that competition is the main driver of price declines in this industry whereas price skimming plays at most a limited role.

## References

[1] Aghion, P., Bloom, N., Blundell R., Griffith R., and Howitt, P. 2005. "Competition and Innovation: An Inverted-U Relationship," The Quarterly Journal of Economics, MIT Press, vol. 120(2), pages 701-728, May.
[2] Aghion, P., Harris, C., Howitt, C., and Vickers, J. 2001. "Competition, Imitation and Growth with Step-by-Step Innovation," Review of Economic Studies, Blackwell Publishing, vol. 68(3), pages 467-92, July.
[3] Aghion, P. and Howitt, P., 1992. "A Model of Growth through Creative Destruction," Econometrica, Econometric Society, vol. 60(2), pages 323-51, March.
[4] Aghion, P., Blundell R., Griffith R., and Howitt, P. and Prantl, S. 2009. "The Effects of Entry of Incumbent Innovation and Productivity," The Review of Economics and Statistics. vol. 91(1), pages 20-32.
[5] Aizcorbe, A. 2005. "Moore's Law, Competition, and Intel's Productivity in the Mid-1990s," American Economic Review vol 95(2), pages 305-308, Papers and Proceedings of the 117th Annual Meeting of the American Economic Association.
[6] Aizcorbe, A. and Kortum, S. 2005. "Moore's Law and the Semiconductor Industry: A Vintage Model," Scandinavian Journal of Economics, Blackwell Publishing, vol 107(4), pages 603-630.
[7] Aizcorbe, A, and Shapiro, A. 2009. "Are Technology-Goods Price Measures Falling Too Fast?" BEA Working Paper.
[8] Berndt, E. and Rappaport, N. 2001. "Price and Quality of Desktop and Mobile Personal Computers: A Quarter-Century Historical Overview," American Economic Review, American Economic Association, vol. 91(2), pages 268-273, May.
[9] Biesebroeck, J.V. and Hasmi Aamir. 2009 "Market Structure and Innovation: A Dynamic Analysis of the Global Automotive Industry," Katholieke Universiteit manuscript.
[10] Bresnahan, T., 1987. "Competition and Collusion in the American Automobile Industry: The 1955 Price War," Journal of Industrial Economics, Blackwell Publishing, vol. 35(4), pages 457-82, June.
[11] Bresnahan, T. and Greenstein, S., 1999. "Technological Competition and the Structure of the Computer Industry," Journal of Industrial Economics, Blackwell Publishing, vol. 47(1), pages 1-40, March.
[12] Bresnahan, T., Stern, S., and Trajtenberg, M. 1997. "Market Segmentation and the Sources of Rents from Innovation: Personal Computers in the Late 1980s" RAND Journal of Economics, The RAND Corporation, vol. 28(0), pages S17-S44.
[13] Conlisk, J., Gerstner, E., Sobel, J. 1984. "Cyclic Pricing by a Durable Goods Monopolist" The Quarterly Journal of Economics, The MIT Press, vol. 99(3), pages 489-505, August.
[14] Dasgupta, P. and J Stiglitz. 1980. "Industrial Structure and the Nature of Innovative Activity." Economic Journal 106 (July): 925-51.
[15] Ellison, G. and D. Fudenberg. 2000. "The Neo-Luddite's Lament: Exessive Upgrades in the Software Industry." The RAND Journal of Economics Vol. 31. No. 2 pages 253-272.
[16] Erickson, T. and Pakes, A. 2008. "An Experimental Component Index for the CPI: From Annual Computer Data to Monthly Data on Other Goods", NBER Working Paper. September.
[17] Gerardi K. and Shapiro, A., 2009. "Does Competition Reduce Price Dispersion? New Evidence from the Airline Industry," Journal of Political Economy, University of Chicago Press, vol. 117(1), pages 1-37, 02.
[18] Gilbert, R.J. and D.M.G Newbery. 1982. "Preemptive Patenting and the Persistence of Monopoly." American Economic Review 72 (June): 514-27.
[19] Goettler, R. and Gordon, B., 2009 "Does AMD spur Intel to Innovate More?" University of Chicago Booth School of Business manuscript.
[20] Gowrisankaran, G. and Rysman, E. 2009. "Dynamics of Consumer Demand for New Durable Goods", NBER Working Paper w14737. February.
[21] Pakes, A. 2003. "A Reconsideration of Hedonic Price Indices with an Application to PC's" American Economic Review, American Economic Association, vol.93(5) pages 1578-1596.
[22] Prescott, E. and Visscher, M. 1977. "Sequential Location among Firms with Foresight," Bell Journal of Economics, The RAND Corporation, vol. 8(2), pages 378-393, Autumn.
[23] Shaked, A. and Sutton, J., 1983. "Natural Oligopolies," Econometrica, Econometric Society, vol. 51(5), pages 1469-83, September.
[24] Shaked, A. and Sutton, J., 1982. "Relaxing Price Competition Through Product Differentiation," Review of Economic Studies, The Review of Economic Studies Ltd, vol. 49(1), pages 3-13, January.
[25] Stavins, J., 1995. "Model Entry and Exit in a Differentiated-Product Industry: The Personal Computer Market," The Review of Economics and Statistics, MIT Press, vol. 77(4), pages 571-84, November.
[26] Stokey, N., 1979. "Intertemporal Price Discrimination," The Quarterly Journal of Economics, MIT Press, vol. 93(3), pages 355-71, August.

Table 1: Market Share in NPD Sample

|  | Total | Desktops | Notebooks |
| :--- | :---: | :---: | :---: |
| Hewlett Packard | 0.29 | 0.35 | 0.25 |
| Compaq | 0.15 | 0.19 | 0.11 |
| Toshiba | 0.13 | 0 | 0.22 |
| Apple | 0.12 | 0.09 | 0.14 |
| Emachines | 0.09 | 0.20 | 0 |
| Gateway | 0.07 | 0.06 | 0.08 |
| Sony | 0.07 | 0.05 | 0.08 |
| Other | 0.09 | 0.05 | 0.11 |

Notes: Market shares are based on units sold in each of three samples: all computers, desktop computers, and notebook computers. Source: NPD.

Table 2: Adoption of New Models

|  | Fraction of Months <br> With No Model Adoption |  |  | Maximum Time Period <br> Between Model Adoptions |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All | Desktops | Notebooks | All | Desktops | Notebooks |
| Hewlett Packard | 0.01 | 0.03 | 0.06 | 1 | 1 | 2 |
| Compaq | 0.09 | 0.22 | 0.11 | 2 | 3 | 2 |
| Toshiba | 0.12 | - | 0.12 | 2 | - | 2 |
| Apple | 0.28 | 0.53 | 0.56 | 4 | 9 | 6 |
| Emachines | 0.20 | 0.20 | - | 4 | 4 | - |
| Gateway | 0.02 | 0.18 | 0.11 | 1 | 1 | 2 |
| Sony | 0.14 | 0.41 | 0.19 | 3 | 6 | 3 |

Notes: This table reports the fraction of months in the sample period where no new model (columns 1 to 3) were introduced as well as the maximum time period (in months) for which no new model was introduced (columns 4 to 6 ). The sample is taken over all computers (columns 1 and 4), desktop computers (column 2 and 5) and notebook computers (column 3 and 6). Source: NPD.

Table 3: Age of Newest CPUs (Notebook Computers)

|  | All CPUs | Intel CPUs |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Avg. | Max | Avg. | Max |
| Hewlett Packard | 0.8 | 3 | 1.1 | 3 |
| Compaq | 1.1 | 4 | 1.4 | 5 |
| Toshiba | 0.9 | 4 | 1.0 | 4 |
| Apple | 2.9 | 8 | 2.9 | 8 |
| Gateway | 1.5 | 5 | 1.5 | 5 |
| Sony | 1.5 | 7 | 1.5 | 7 |

Notes: Values in the table represent the average and maximum age (in months) of the newest chip for each month of the post-PowerPC period (i.e. 2006m6-2009m4). The sample is taken over notebook computers. Source: NPD.

Table 4: Income Dispersion and Levels

|  | Gini Coefficient | Median Income |
| :--- | :---: | :---: |
| Apple | 0.20 | 65000 |
| Compaq | 0.31 | 42500 |
| Emachines | 0.30 | 42500 |
| Hewlett Packard | 0.30 | 42500 |
| Sony | 0.26 | 55000 |
| Gateway | 0.29 | 47500 |
| Dell | 0.28 | 55000 |
| IBM | 0.32 | 55000 |

Notes: This table shows the median income and gini-coefficient of income for each manufacturer. Source: TUP survey data.

Table 5: Model Parameters

| Product quality |  |  |  |
| :--- | :---: | :--- | :---: |
| Frontier value | $\bar{\nu}$ | fixed | 10 |
| Quality growth rate | $\gamma$ | fixed | 1.029 |
| Utility ratio | $\zeta$ | fixed | 0.01 |
| Income distribution |  |  |  |
| Lower bound | $a$ | fixed | 1 |
| Upper bound | $b$ | flexible | 57.994 |
| Density of consumers | $\kappa$ | flexible | 0.079 |
| Cost |  |  |  |
| marginal cost | Entry pattern weights |  |  |
| flexible | 1.243 |  |  |
| entry every period | $\omega_{1}$ | flexible | 0.729 |
| entry every 2 periods | $\omega_{2}$ | flexible | 0.615 |
| entry every 3 periods | $\omega_{3}$ | flexible | 1.360 |
| entry every 4 periods | $\omega_{4}$ | fixed | 1 |

Table 6: Time-series of price and sales, data and models
Price decline, relative to first month

| Month | $1-2$ | $1-3$ | $1-4$ | $1-5$ | $1-6$ | $1-7$ | $1-8$ | $1-9$ | $1-10$ | $1-11$ | $1-12$ | average |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | -1.6 | -4.8 | -10.1 | -18.1 | - | - | - | - | - | - | - | -7.2 |
| Model | -1.4 | -3.8 | -9.5 | -18.9 | -18.9 | -19.1 | -19.1 | -19.6 | -19.6 | -19.6 | -19.6 | -7.1 |

Note: "Average" is the average price decline computed using sales weights.
Sales cdf

| Month | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | 0.314 | 0.559 | 0.793 | 0.950 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Model | 0.329 | 0.598 | 0.812 | 0.938 | 0.957 | 0.976 | 0.986 | 0.997 | 0.998 | 0.998 | 0.999 | 1 |

Table 7: Average Budget of Consumers Over the Product Cycle

| Product Cycle | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Entry every period | 31.3 | 3.0 | 1.1 | - | - | - | - | - | - | - | - | - |
| Entry every 2 periods | 31.3 | 31.3 | 3.0 | 3.0 | 1.1 | 1.1 | - | - | - | - | - | - |
| Entry every 3 periods | 31.3 | 31.3 | 31.3 | 3.0 | 3.0 | 3.0 | 1.1 | 1.1 | 1.1 | - | - | - |
| Entry every 4 periods | 31.3 | 31.3 | 31.3 | 31.3 | 3.0 | 3.0 | 3.0 | 3.0 | 1.1 | 1.1 | 1.1 | 1.1 |

Table 8: Monopolist: Price Declines over the Life-cycle Price decline, relative to first month

| Month | $1-2$ | $1-3$ | $1-4$ | $1-5$ | $1-6$ | $1-7$ | $1-8$ | average |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | 0 | -0.3 | -0.6 | -1.8 | -4.0 | -10.7 | -20.3 | -4.0 |
| Model | -0.03 | -0.06 | -0.09 | -0.011 | -0.15 | -0.18 | -0.22 | -0.12 |

Note: "Average" is the average price decline computed using sales weights
Sales cdf

| Month | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data | 0.165 | 0.309 | 0.446 | 0.584 | 0.730 | 0.856 | 0.940 | 1 |
| Model | 0.125 | 0.250 | 0.375 | 0.500 | 0.625 | 0.750 | 0.875 | 1 |

Table 9: Monopolist: Average Budget of Consumers Over the Product Cycle

| Product Cycle | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 43.8 | 43.8 | 43.8 | 43.8 | 43.8 | 43.8 | 43.8 | 43.8 |


| Table 10: Welfare by Entry Case (over 72 periods) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Entry | Producer | Sunk | Consumer | Total |
| Case | surplus | costs | surplus | welfare |
| every period | 8.2 | 12.1 | 6,336 | 6,332 |
| every 2 periods | 16.3 | 6.2 | 6,311 | 6,321 |
| every 3 periods | 24.4 | 4.2 | 6,287 | 6,307 |
| every 4 periods | 32.4 | 3.2 | 6,264 | 6,293 |
| Monopoly | 3,176 | 4.7 | 1,588 | 4,760 |

Figure 1: Prices: 15-Inch Notebook Computers
Notes: Depicted are the price contours of all 15 inch notebook computers sold by Hewlett Packard, Sony, Toshiba, and Apple
computers over the course of the sample period. For ease of view, prices after the the units CDF reached 90 percent for each model were omitted. Source: NPD.

Figure 2: CDF of Units Sold

$\cdots$ *- Hewlett Packard $\rightarrow-$ - Toshiba - Sony $\longrightarrow$ Apple $\longrightarrow-$ All "PC"s
Notes: CDFs are constructed by running a regression of monthly unit sales on "months on market" dummies creating predicted values of the number of units sold given months on the market. See Appendix A. 1 for details. Source: NPD.

Figure 3: Adoption of Intel CPUs


Notes: Depicted is the age of the newest Intel CPU for each month of the post PowerPC CPU period (i.e. 2006 m 6 to 2009 m 4 ) by computer manufacturer.

Figure 4: Price Declines over Product Cycle


Notes: Depicted are the point coefficients of a fixed-effect (using model number as the fixed effect) regression of the logarithm of price on months-on-market dummy variables. See Appendix A. 2 for details. Source: NPD.

Figure 5: Entering PC is also Highest Priced: 15-Inch 512MB Notebooks


Notes: Computer models shown are models in which the entering PC happened to be the highest price in the category of 512 MB RAM 15 -inch notebook computers. For ease of view, prices after the the units CDF reached 90 percent for each model were omitted. Source: NPD.

Figure 6: Model versus Data: Prices over the Product Cycle


Notes: Price of the first period has been normalized to 100 .
Figure 7: Model versus Data: Sales over the Product Cycle


Figure 8: Prices over the Product Cycle, by entry case


Figure 9: Sales over the Product Cycle, by entry case


Figure 10: Monopoly Prices over the Product Cycle


Notes: Price of the first period has been normalized to 100 .
Figure 11: Monopoly Sales over the Product Cycle


Figure 12: Monopoly Price and Period Profit by Vintage


Figure 13: Sunk Costs and Optimal Replacement Cycle Length


## Appendix

## A Regression Analysis

## A. 1 Price Regression

To calculate price changes over the product cycle seen in Figure 4 we run the following regression

$$
\begin{equation*}
\ln \text { Price }_{i v}=\alpha+\sum_{v=2}^{31} \beta_{v} D_{v}+\gamma_{i}+\varepsilon_{i v} \tag{9}
\end{equation*}
$$

for each manufacturer in the sample, where $\ln$ Price $_{i v}$ is the logarithm of the price of model number $i$ with time on the market $v, D_{v}$ is a dummy variable indicating the amount of months the product has been on the market and $\gamma_{i}$ are model-number fixed effects. We set the maximum time on market equal to 31 months, the longest any model is in the market in the sample. While for expositional purposes, Figure 4 reports estimates of $\beta_{v}$ in the shorter range of for $v \in[2,6]$, we provide a more detailed report of the estimates for $v \in[2,12]$, along with standard errors in the table below. Because there is heterogeneity in the length of the life of any given computer model, stock-outs may be influencing prices at different times on the market. For robustness purposes, we therefore report estimates using two different units-CDF cutoff rules: the upper panel uses no right cutoff rule while the lower panel uses a 90 percent CDF cutoff rule (i.e. observations after the units CDF reached 90 percent were omitted from the regression). The latter is attempting to remove observations were stock-outs are likely to occur.

No Units CDF Cutoff

|  | PC | Apple | HP | Compaq | Sony | Gateway | Toshiba | Emachines |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta_{2}$ | -0.035 | -0.003 | -0.029 | -0.037 | -0.04 | -0.066 | -0.041 | 0.008 |
|  | $(0.003) * *$ | -0.002 | $(0.003){ }^{* *}$ | $(0.006)^{* *}$ | $(0.006)^{* *}$ | $(0.008){ }^{* *}$ | $(0.006)^{* *}$ | -0.022 |
| $\beta_{3}$ | -0.057 | -0.004 | -0.046 | -0.057 | -0.069 | -0.084 | -0.076 | 0 |
|  | $(0.003) * *$ | -0.003 | $(0.004)^{* *}$ | $(0.007)^{* *}$ | $(0.006)^{* *}$ | $(0.009)^{* *}$ | $(0.007)^{* *}$ | -0.02 |
| $\beta_{4}$ |  |  | -0.085 | -0.106 | -0.118 | -0.125 | -0.122 | -0.046 |
|  | $(0.003) * *$ | (0.004)* | $(0.004)^{* *}$ | $(0.008) * *$ | $(0.007)^{* *}$ | $(0.012)^{* *}$ | $(0.007)^{* *}$ | (0.021)* |
| $\beta_{5}$ | -0.179 | -0.017 | -0.167 | -0.168 | -0.185 | -0.203 | -0.215 | -0.128 |
|  | $(0.004)^{* *}$ | $(0.005)^{* *}$ | $(0.006)^{* *}$ | $(0.010)^{* *}$ | $(0.010)^{* *}$ | $(0.016)^{* *}$ | $(0.010)^{* *}$ | $(0.029)^{* *}$ |
| $\beta_{6}$ | -0.26 | -0.027 | -0.251 | -0.241 | -0.271 | -0.299 | -0.288 | -0.187 |
|  | $(0.005)^{* *}$ | $(0.006)^{* *}$ | $(0.007){ }^{* *}$ | $(0.011)^{* *}$ | $(0.013)^{* *}$ | $(0.019){ }^{* *}$ | $(0.010)^{* *}$ | $(0.023)^{* *}$ |
| $\beta_{7}$ | -0.322 | -0.05 | -0.315 | -0.309 | -0.325 | -0.329 | -0.366 | -0.254 |
|  | $(0.005)^{* *}$ | $(0.007)^{* *}$ | $(0.008){ }^{* *}$ | $(0.012)^{* *}$ | $(0.011)^{* *}$ | $(0.013){ }^{* *}$ | $(0.013) * *$ | $(0.024)^{* *}$ |
| $\beta_{8}$ | -0.374 | -0.081 | -0.39 | -0.351 | -0.367 | -0.359 | -0.406 | -0.286 |
|  | $(0.006)^{* *}$ | $(0.009)^{* *}$ | $(0.012)^{* *}$ | $(0.013)^{* *}$ | $(0.012)^{* *}$ | $(0.018){ }^{* *}$ | $(0.014)^{* *}$ | $(0.026)^{* *}$ |
| $\beta_{9}$ | -0.427 | -0.121 | -0.437 | -0.407 | -0.414 | -0.386 | -0.492 | -0.345 |
|  | $(0.007)^{* *}$ | $(0.015)^{* *}$ | $(0.012)^{* *}$ | $(0.015)^{* *}$ | $(0.014)^{* *}$ | $(0.018){ }^{* *}$ | $(0.019)^{* *}$ | $(0.029)^{* *}$ |
| $\beta_{10}$ | -0.477 | -0.182 | -0.486 | -0.493 | -0.448 | -0.475 | -0.495 | -0.405 |
|  | $(0.007)^{* *}$ | $(0.016)^{* *}$ | $(0.013)^{* *}$ | $(0.020)^{* *}$ | $(0.015)^{* *}$ | $(0.020)^{* *}$ | $(0.017)^{* *}$ | $(0.033)^{* *}$ |
| $\beta_{11}$ | -0.531 | -0.22 | -0.535 | -0.534 | -0.498 | -0.521 | -0.566 | -0.511 |
|  | $(0.008) * *$ | $(0.019)^{* *}$ | $(0.014)^{* *}$ | $(0.020)^{* *}$ | $(0.018)^{* *}$ | $(0.026)^{* *}$ | $(0.021)^{* *}$ | $(0.044)^{* *}$ |
| $\beta_{12}$ | -0.598 | -0.261 | -0.611 | -0.606 | -0.545 | -0.555 | -0.629 | -0.623 |
|  | $(0.011)^{* *}$ | $(0.024)^{* *}$ | $(0.017)^{* *}$ | $(0.022)^{* *}$ | $(0.019)^{* *}$ | $(0.024)^{* *}$ | $(0.028) * *$ | $(0.100)^{* *}$ |
| Observations <br> R-squared | 45681 | 6716 | 16665 | 7519 | 6910 | 4054 | 7699 | 2834 |
|  | 0.41 | 0.5 | 0.41 | 0.43 | 0.52 | 0.31 | 0.43 | 0.29 |
|  |  |  | 90 Per | ent CDF | utoff |  |  |  |
|  | PC | Apple | HP | Compaq | Sony | Gateway | Toshiba | Emachines |
| $\beta_{2}$ | -0.037 | -0.001 | -0.033 | -0.033 | -0.038 | -0.065 | -0.038 | -0.024 |
|  | $(0.002)^{* *}$ | -0.001 | $(0.002)^{* *}$ | $(0.004)^{* *}$ | $(0.005)^{* *}$ | $(0.006)^{* *}$ | $(0.004)^{* *}$ | -0.013 |
| $\beta_{3}$ | -0.055 | -0.003 | -0.047 | -0.053 | -0.06 | -0.071 | -0.065 | -0.036 |
|  | $(0.002)^{* *}$ | (0.002)* | $(0.003)^{* *}$ | $(0.005)^{* *}$ | $(0.005)^{* *}$ | $(0.007)^{* *}$ | $(0.004)^{* *}$ | $(0.013)^{* *}$ |
| $\beta_{4}$ | -0.09 | -0.007 | -0.072 | -0.097 | -0.104 | -0.1 | -0.111 | -0.051 |
|  | $(0.003)^{* *}$ | $(0.002)^{* *}$ | $(0.004)^{* *}$ | $(0.007)^{* *}$ | $(0.006)^{* *}$ | $(0.018)^{* *}$ | $(0.006)^{* *}$ | (0.020)* |
| $\beta_{5}$ | -0.152 | -0.011 | -0.121 | -0.163 | -0.169 | -0.18 | -0.174 | -0.178 |
|  | $(0.005)^{* *}$ | $(0.002)^{* *}$ | $(0.008){ }^{* *}$ | $(0.011)^{* *}$ | $(0.009)^{* *}$ | $(0.038){ }^{* *}$ | $(0.010)^{* *}$ | $(0.032)^{* *}$ |
| $\beta_{6}$ | -0.193 | -0.017 | -0.168 | -0.191 | -0.222 | -0.203 | -0.21 | -0.186 |
|  | $(0.008)^{* *}$ | $(0.003)^{* *}$ | $(0.013)^{* *}$ | $(0.019)^{* *}$ | $(0.013)^{* *}$ | $(0.054)^{* *}$ | $(0.016)^{* *}$ | $(0.050)^{* *}$ |
| $\beta_{7}$ | -0.228 | -0.024 | -0.19 | -0.239 | -0.279 | -0.234 | -0.233 | -0.185 |
|  | $(0.011)^{* *}$ | $(0.004)^{* *}$ | $(0.015)^{* *}$ | $(0.031)^{* *}$ | $(0.022)^{* *}$ | $(0.044)^{* *}$ | $(0.022)^{* *}$ | $(0.027)^{* *}$ |
| $\beta_{8}$ | -0.274 | -0.042 | -0.232 | -0.227 | -0.338 | -0.315 | -0.273 | -0.158 |
|  | $(0.015)^{* *}$ | $(0.007)^{* *}$ | $(0.025)^{* *}$ | $(0.026)^{* *}$ | $(0.028)^{* *}$ | $(0.060)^{* *}$ | $(0.030)^{* *}$ | $(0.015)^{* *}$ |
| $\beta_{9}$ | -0.317 | -0.045 | -0.287 | -0.286 | -0.349 | -0.327 | -0.34 | -0.183 |
|  | $(0.019)^{* *}$ | $(0.007)^{* *}$ | $(0.034)^{* *}$ | $(0.031)^{* *}$ | $(0.028){ }^{* *}$ | $(0.060)^{* *}$ | $(0.039) * *$ | $(0.015)^{* *}$ |
| $\beta_{10}$ | -0.337 | -0.075 | -0.283 | -0.289 | -0.412 | -0.279 | -0.377 | 0 |
|  | $(0.023) * *$ | $(0.023)^{* *}$ | $(0.041)^{* *}$ | $(0.034)^{* *}$ | $(0.042)^{* *}$ | $(0.069)^{* *}$ | $(0.056)^{* *}$ | 0 |
| $\beta_{11}$ | -0.376 | -0.082 | -0.294 | -0.303 | -0.501 | -0.397 | -0.383 | 0 |
|  | $(0.029)^{* *}$ | $(0.028)^{* *}$ | $(0.053)^{* *}$ | $(0.050)^{* *}$ | $(0.052)^{* *}$ | (0.108)** | $(0.049)^{* *}$ | 0 |
| $\beta_{12}$ | -0.5 | -0.09 | -0.37 | -0.307 | -0.595 | -1.422 | -0.467 | 0 |
|  | $(0.046)^{* *}$ | $(0.038)^{*}$ | $(0.059)^{* *}$ | $(0.081)^{* *}$ | $(0.053)^{* *}$ | $(0.030)^{* *}$ | $(0.065)^{* *}$ | 0 |
| Observations | 10655 | 3107 | 4126 | 1606 | 1719 | 911 | 1815 | 478 |
| R-squared | 0.41 | 0.25 | 0.39 | 0.74 | 0.66 | 0.33 | 0.55 | 0.18 |

## A. 2 Unit Sales Regression

To calculate the cumulative density function (CDF) of units sold over the product cycle seen in Figure 2 we run the following regression for each manufacturer in the sample:

$$
\begin{equation*}
q_{i v}=\alpha+\sum_{v=2}^{31} \beta_{v} D_{v}+\varepsilon_{i v} \tag{10}
\end{equation*}
$$

where $q_{i v}$ is the number of units sold of model-number $i$ with time on the market $v$. $D_{v}$ is a dummy variable indicating the amount of months the product has been on the market. We then generate the predicted CDF for each manufacturer as follows. First, we calculate predicted unit sales as $\hat{q}_{1}=\hat{\alpha}$, and $\hat{q}_{v}=\hat{\alpha}+\hat{\beta}_{v}$ for $v \in[2,31]$, where 31 is the longest age of any computer in the sample. We than calculate the probability density function (PDF) at each time on the market point as

$$
\begin{equation*}
P D F_{v}=\frac{\hat{q}_{v}}{\sum_{v=1}^{31} \hat{q}_{v}} \tag{11}
\end{equation*}
$$

The CDF can then be trivially calculated from the PDF as $C D F_{v}=\sum_{v=1}^{v} P D F_{v}$. We repeat this exercise for each manufacturer in the sample. We also ran this exercise for the sample of all "PCs" (all manufacturers except Apple) which was used to match the moments for sales in the model for the competitive industry. Figure 2 depicts the CDF for $v \in[1,11]$.

## B Apple Notebook Computer Prices

Apple Notebook Computers



The above figure shows prices of four different product lines of Apple notebook computers under a 98 percent CDF cutoff rule. Note that the bottom left panel depicts the same computer models as the upper right panel of Figure 1, however, with a larger units CDF cutoff rule ( 98 percent instead of 90 percent). The above figure shows that Apple generally offers two versions of each product line; for example, Apple offers the 15 -inch PowerBook with either 512MB (higher priced) or 256MB RAM (lower priced). The figure most importantly demonstrates that when Apple introduces a new notebook computer of either RAM size, the model it replaces sharply falls in price. Specifically,
prior to replacement the average price fall (where we average over number of periods) of these four product lines is $0.1,0.02,0.7$, and 0.4 percent for 12 -, $14-, 15$ - and 17 -inch notebooks, respectively. However, the average price fall in the period directly after replacement(where we average over number of models) are 5.4, 6.5, 9.6, and 5.2 percent, respectively.

## C Algorithm for Solving the Vintage Capital Model <br> C. 1 Demand side

To solve the demand side of the model in a period $t$, we need to know the price and associated utility of each available vintage, along with the utility of consuming the outside good. Given these two vectors, we implement the algorithm described in Shaked and Sutton $(1982,1983)$ to compute each vintage's demand. Essentially, we order the vintages from newest to oldest and use the indifference condition, equation 4, to find the marginal consumer between each pair of vintages. Prices can result in vintages not having any demand. Given the set of marginal consumers between all the neighboring vintages, we use the uniform density of consumers over budgets to compute demand for each product.

## C. 2 Supply side: competitive case

On the supply side for the competitive case, we solve four different versions of the model, reflecting the four different updating patterns. Different updating patterns influence the degree of substitutability between competing products. Suppose the model's parameters result in a market that can support 3 vintages being sold. In a stationary equilibrium where there is entry every period, we see three vintages being sold where the utility levels of the three products are $\left\{u, u * 1.017, u * 1.017^{2}\right\}$ for some constant $u .{ }^{33}$ When there is entry every other period, the utility levels of the three products are $\left\{u, u * 1.017^{2}, u * 1.017^{4}\right\}$. In this second case, the utility levels are farther apart, implying a less substitutability between vintages.

To find the price and sales over the product cycle for the case where there is entry every period, we only need to solve the model once. To see this, consider the vector of

[^22]utilities for each vintage and the outside good in period $t$,
\[

\bar{u}_{t}=\left|$$
\begin{array}{c}
u * 1.1017^{2}  \tag{12}\\
u * 1.017 \\
u \\
\hat{u}
\end{array}
$$\right| .
\]

In the following period, a new vintage is introduced, the outside good improves in quality and the oldest vintage exits. The resulting utility vector is

$$
\bar{u}_{t+1}=\left|\begin{array}{c}
u * 1.1017^{3}  \tag{13}\\
u * 1.017^{2} \\
u * 1.017 \\
\hat{u} * 1.017
\end{array}\right| .
$$

Comparing these two vectors, we see that $\bar{u}_{t+1}=1.017 * \bar{u}_{t}$. Since only relative utilities matter in the model, the Nash equilibrium prices and sales are the same across both examples. Consequently, a prices over a product's life cycle are equal to prices in the cross-section.

Given entry every other period, we need to the solve the model twice. First we solve the model for

$$
\bar{u}_{t}=\left|\begin{array}{c}
u * 1.1017^{4}  \tag{14}\\
u * 1.017^{2} \\
u \\
\hat{u}
\end{array}\right| .
$$

We then solve for the case where there is no entry, but the utility of the outside good improves,

$$
\bar{u}_{t+1}=\left|\begin{array}{c}
u * 1.1017^{4}  \tag{15}\\
u * 1.017^{2} \\
u \\
\hat{u} * 1.017
\end{array}\right| .
$$

Then in the following period, $t+2$, when a new vintage is introduced, the resulting utility vector is a multiple of $\bar{u}_{t}$. Consequently, prices and sales in $t+2$ are the same as
those in $t$ although the identities of the best, second-best, and third-best vintages have changed.

Following this logic, we need to solve the model 3 times when new computers enter every third period, and 4 times when vintages are introduced every fourth period.

Whichever entry case we are considering, we solve for prices in the same way. Given static demand, the firm's pricing problem is also static. From Shaker and Sutton (1983), we know there exists a Nash equilibrium in prices. We find this equilibrium through an iterative technique. We begin with each firm pricing at marginal cost. We then start with the manufacturer offering the newest vintage, and find the price which maximizes its profit holding all other manufacturers' prices fixed. We update the price vector to reflect this new price and repeat the exercise with the next newest vintage. Once we reach the oldest available vintage, we repeat the loop, cycling over firms until a Nash equilibrium is reached. We never found multiple Nash equilibria. Despite using different starting price vectors and different looping techniques, the program converged the same price equilibrium.

## C. 3 Supply side: monopoly case

The monopolist makes two decisions to maximize profits. It sets price and decides on the profit-maximizing replacement strategy. ${ }^{34}$ The pricing decision is static and straightforward to solve since there is no strategic behavior. The tradeoff confronting the monopolist is that higher prices push marginal consumers to purchase the outside option. The replacement strategy is more complicated since it is a dynamic problem.

We find the optimal replacement strategy through simulation. Given a replacement strategy, we calculate the monopolist's per period profits for 200 periods. We then compute the present discounted profits associated with the chosen replacement strategy. We compute this present discounted profit result when the monopolist replaces every period, every second period, every third period, etc. We evaluate longer and longer replacement cycles until the present discounted profits start to decline. We then return the replacement strategy with the highest present discounted profits as the optimal strategy.

[^23]The sunk cost of entry is the main determinant of the length of the optimal replacement strategy. From the competitive case, we only know the upper-bound on this value. Hence, we pin down this parameter by choosing the sunk cost such that the monopolist's optimal replacement strategy matches the data.

## C. 4 Least distance criterion

For the competitive case, we use a least distance criterion to find the value of the free parameters and entry pattern weights to most closely align the model with the data. The free and fixed parameters are listed in table 5. Computing this criterion involves several steps:

1. Choose a vector of parameters $\theta$ and weights $\omega$.
2. Solve the competitive case of the model for each the 4 entry patterns, recording the price and sales of a computer over its product cycle.
3. Use $\omega$ to compute weighted averages of price and sales over the product cycle.
4. Use the average price series to compute the decline in price over the product cycle, and the average sale series to compute the sales cdf. In the data, we construct similar measures of the price declines and sale cdf for the average computer using a fixed effect regression. To get the price declines and sale cdf on the same scale, we divide through both the model and data price decline numbers by the largest price decline seen in the data.
5. Let $g(\bar{p}), g(\bar{s})$ denote vectors of the difference between the model and data price declines and sales cdf, respectively. Denoting $G=\left|\begin{array}{l}g(\bar{p} \\ g(\bar{s})\end{array}\right|$, our criterion is:

$$
\begin{equation*}
G^{\prime} W G \tag{16}
\end{equation*}
$$

where $W$ is a matrix with zeros everywhere except the diagonal. The criterion weights interacting with $g(\bar{p})$ are the appropriate elements from the sales pdf. Hence price declines for periods with more sales get a higher weight (i.e. price
declines at the beginning of the product cycle are weighted more than price declines at the end of the price decline). The criterion weights interacting with $g(\bar{s})$ are equal to 1 .


[^0]:    *We thank Ana Aizcorbe, Olivier Armantier, Steve Berry, Ben Bridgman, Phil Haile, Kyle Hood, Bronwyn Hall, David Mowery, Matt Osborne, Ariel Pakes, Jeff Prince and Dave Rapson for their comments and suggestions. This research was conducted under the BEA's mission to better understand how firms value introducing new products into the market and their incentive to innovate. The views expressed here are those of the authors and do not necessarily reflect the position of the Bureau of Economic Analysis, the U.S. Department of Commerce, the Federal Reserve Bank of New York, or the Federal Reserve System.
    ${ }^{\dagger}$ Federal Reserve Bank of New York; e-mail:adam.copeland@ny.frb.org;
    \#Bureau of Economic Analysis; e-mail: adam.shapiro@bea.gov

[^1]:    ${ }^{1}$ The central processing unit (CPU), for instance, which is a key component of many of these products, is in many cases produced by chip manufacturers.
    ${ }^{2}$ For a general overview of the history of competing platforms see Bresnahan and Greenstein (1999). Given the evolution of this industry, the IBM compatible platform is also referred to as the Wintel platform, a label that alludes to the Windows operating system and Intel processor combination used by the vast majority of these computers.
    ${ }^{3}$ Stavins (1995) refers to this type of platform differentiation as horizontal differences in the order of quality. This is in contrast to to vertical differences (e.g. speed and memory) along a certain platform line.

[^2]:    ${ }^{4}$ Bresnahan, Stern and Trajtenberg (1997) differentiate the source of transitory market power in the personal computer industry between frontier (vertical quality) and brand (horizontal quality). The authors find that the effects of competition were confined to substitution clusters, and that brand differentiation provides protection from competition along similar vertical dimensions.
    ${ }^{5}$ See Aghion, Harris, Howitt, Vickers (2001), Aghion, Bloom, Blundell, Griffith, Howitt (2005), Aghion, Blundell, Griffith, Howitt, Prantle (2009), Aghion and Howitt (1992), Biesebroeck and Hashmi (2009), Dasgupta and Stiglitz (1980), Gilbert and Newbery (1982), and Goettler and Gordon (2009).

[^3]:    ${ }^{6}$ Our supply-side model is similar to Aizcorbe and Kortum (2005), who use a vintage-capital model to analyze pricing and production in the semiconductor industry. Besides focus, our papers differ in our incorporation of consumer heterogeneity.

[^4]:    ${ }^{7}$ See, for example, Aizcorbe (2005), Gowrisankaran and Rysman (2009), and Gerardi and Shapiro (2009)
    ${ }^{8}$ See Erickson and Pakes (2008), Berndt and Rappaport (2001), and Pakes (2003).
    ${ }^{9}$ This result is in line with Aizcorbe and Kortum (2005), who show that the introduction of newly introduced semiconductor chips are a main force behind the rapid fall in semiconductor prices.

[^5]:    10 "Point-of-sale means" that any rebates or other discounts (for example, coupons) that occur at the cash register are included in the price reported; mail in rebates and other discounts that occur after the sale are not.

[^6]:    ${ }^{11}$ The weekly data are organized into monthly data using the Atkins Month Definition, where the first, second and third months of the quarter include four, four and five weeks, respectively.
    ${ }^{12}$ While Hewlett Packard and Compaq merged in 2003 we chose to keep the firms separate in our analysis.
    ${ }^{13}$ All observations are reported on the user's "primary computer." An observation in this data consists of household demographics and computer specifications including the price paid. We isolate observations where PC is used at home, and we drop observations where the specification of PC is not reported.
    ${ }^{14}$ For ease of view, prices after the units CDF reached 90 percent for each model were omitted. We also omitted depicting computers models with less than 20 thousand total units sold for Hewlett Packard,

[^7]:    15 thousand for Sony and Toshiba, and 4 thousand for Apple.
    ${ }^{15}$ We measure the CDF by running a regression of monthly unit sales on "months on market" dummies creating predicted values of the number of units sold given months on the market. Because computers do not necessarily enter the market at the beginning of the month, the first month of data will include less than 31 days worth of units sold. See Appendix A for details.

[^8]:    ${ }^{16}$ The age of the CPU was calculated by subtracting the current time period from the period in which the chip first appears in our sample. Apple switched from Motorola/IBM powerPC chips to Intel chips in June of 2006. We depict notebook computers in the figure because Apple's desktops use Intel Xeon

[^9]:    processors, which cannot be differentiated by processor name in the data.
    ${ }^{17}$ We describe the fixed-effect regression analysis in Appendix A, where we provide a table of estimates and their standard errors for months 2 through 12 of the product cycle. Because many of the price declines in the latter part of a product's life cycle are due to stock-out sales, we also report estimates where we omitted observations beyond the 90th percentile of the units CDF function.

[^10]:    ${ }^{18}$ Bulow (1984) shows that a firm will "oversell," use an inefficient production technology, or produce goods that are less durable in order to skirt the commitment problem.

[^11]:    ${ }^{19}$ The gini-coefficient represents twice the expected absolute difference between two individuals' income drawn randomly from the population. Thus, the larger the gini-coefficient the wider the degree of dispersion.
    ${ }^{20}$ We note that these dispersion statistics are somewhat prone to measurement error due to the placement of income levels into bins. Each income level represents the midpoint of the bin, expect for the last bin which is $\$ 150,000$ and greater. Therefore, if a large proportion of Apple's consumers have incomes much greater than $\$ 150,000$, the gini on Apple could realistically be somewhat larger than what we measure.
    ${ }^{21}$ Interactions between brand and income also verify that the correlation between income and price in the TUP data is stemming from those brands with large price declines in the NPD data.

[^12]:    ${ }^{22}$ In the following section, we look at the monopolistic industry where the firm is the sole provider of the horizontally differentiated product.

[^13]:    ${ }^{23}$ This is the demand system of Prescott and Visscher (1977), which has been well-studied in the vertical product differentiation literature.

[^14]:    ${ }^{24}$ While we use Moore's law as an indicator for the rapid increase in computer quality overtime, our results hold when using other growth rates.

[^15]:    ${ }^{25}$ Details are provided in Appendix C.

[^16]:    ${ }^{26}$ In the model, the distribution of consumers' budgets is uniform over $[1,58.0]$ with a density of 0.079 .

[^17]:    ${ }^{27}$ The "Average" line in Figures 8 and 9 is the average across all four cases, using our estimated weights. These averages are the expected price and sales paths over the product cycle. Using this expected price and sales figures, we compute the price declines and sales cdf figures used to fit the model to the data.

[^18]:    ${ }^{28}$ This is a different approach to the original Schumpeter idea which was looking at the incentives for outsider firms-firms just entering the market - where only the level of the post-innovation is important, since the pre-innovation rent is always zero.

[^19]:    ${ }^{29}$ Using a discount rate equal to 0.99 , we use our model's results to compute a product's lifetime profits for each entry pattern in the competitive case. We then use the estimated weights to obtain expected lifetime products from entry, $\hat{\pi}$. To ensure that manufacturers are willing to introduce a new product, it must be that the sunk cost of entry is less than expected profits, or $\phi<\hat{\pi}$.
    ${ }^{30}$ These pricing dynamics can be seen in Appendix C, which depicts the price contours of four of Apple's notebook product lines: 12-inch PowerBooks, 14 -inch iBooks, 15 -inch PowerBooks, and 17 -inch PowerBooks. Prior to replacement the average price fall (where we average over number of periods) of

[^20]:    these four product lines is $0.1,0.02,0.7$, and 0.4 percent, respectively. However, the average price fall in the period directly after replacement(where we average over number of models) are 5.4, 6.5, 9.6, and 5.2 percent, respectively.
    ${ }^{31}$ Because the arrival of a replacement product can only be found by visually looking at distinct product lines and using detailed knowledge of the industry, we found no systematic way to correct for stock-out sales throughout the entire dataset.

[^21]:    ${ }^{32}$ We note that our model ignores network effects. Ellison and Fudenberg (2000) show that as network externalities become more important, it becomes socially optimal for the firm to sometimes withhold innovations.

[^22]:    ${ }^{33}$ The assumed monthly growth in quality is 1.017 .

[^23]:    ${ }^{34}$ Note, we do not allow the single-product monopolist to sell two vintages at the same time.

