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500 GHz–750 GHz Rectangular-Waveguide
Vector-Network-Analyzer Calibrations

Dylan F. Williams, Fellow, IEEE

Abstract—We develop an uncertainty analysis that captures
the dominant sources of measurement error in state-of-the-art
WM-380 (WR 1.5) rectangular-waveguide vector-network-ana-
lyzer measurements over the frequency range 500–750 GHz. We
use the analysis to assess thru-reflect-line, thru-short-match, and
thru-short-radiating-open calibrations. The comparison shows
that thru-short-match and thru-short-radiating-open calibrations
outperform thru-reflect-line calibrations, and that this is true even
when multiple lines and optimal averaging are used to improve
the thru-reflect-line calibrations.

Index Terms—Calibration, submillimeter wave, uncertainty
analysis, vector network analyzer.

I. INTRODUCTION

W E investigate 500 GHz–750 GHz rectangular-wave-
guide vector-network-analyzer (VNA) calibrations.

We identify the principal error contributions, compare cal-
ibration approaches, and develop a complete error analysis
capable of estimating uncertainties due to variations in aperture
sizes, burrs, corner rounding, and other errors, as well as
E-plane, H-plane, and angular displacements, which, due to
their quadratic nature, are not amenable to standard (linear)
uncertainty analyses.

Bannister et al. developed one of the more complete and well-
documented uncertainty analyses for rectangular waveguide in
[1]. Reference [1] includes a useful set of tables for estimating
the uncertainty of rectangular-waveguide calibrations from di-
mensional uncertainties. Kerr et al. presented a complementary
analysis of rectangular waveguide discontinuities in [2], [3].
However, the impact of these flange discontinuities on VNA
calibrations was not discussed. The European Association of
National Metrology Institutes also has published a guideline
for assessing VNA calibration uncertainty [4]. While the ap-
proach described in the guide requires access to precision trans-
mission lines that are not generally available at submillimeter
wavelengths, it is applicable to a large number of waveguides,
including rectangular waveguide.

In this paper, we develop and verify analytic models for the
dominant error mechanisms of rectangular-waveguide VNA
measurements over the frequency range of 500–750 GHz. We
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first investigate analytic expressions for rectangular-waveguide
discontinuities developed in [1], [5]–[9], comparing them to
numerical simulations performed with Ansoft’s High-Fre-
quency Structure Simulator1 (HFSS). This analysis leads to a
set of improved and verified models for discontinuities caused
by changes in waveguide dimensions, E-plane, H-plane, and
angular displacements, corner rounding, burrs, and other errors.
These models form the basis for our uncertainty analysis.

A more detailed examination shows that the error introduced
by E-plane, H-plane, and angular displacements can be accu-
rately modeled by a shunt susceptance (positive or negative)
that is roughly a quadratic function of small mechanical dis-
placements. As a result, standard first-order error propagation
techniques fail to propagate these displacement errors. To cir-
cumvent this limitation, we develop a Monte Carlo approach
capable of propagating displacement errors and their changing
distributions and correlations with frequency through the entire
calibration and measurement process.

We also show that displacement errors introduce a system-
atic bias in VNA calibrations that, unlike changes in aperture
dimensions, cannot be eliminated by simple averaging. We
demonstrate that multiline thru-reflect-line (TRL) calibrations
[10]–[12] are particularly susceptible to the systematic bias
introduced by these symmetric and roughly quadratic errors,
and that this bias is not averaged out by the multiline algorithm.

Finally, we use our uncertainty analysis to assess the accu-
racy of thru-short-match (TSM) and thru-short-radiating-open
[TS(RO)] calibrations [13], which do not suffer to the same
extent from the bias introduced by mechanical displacements.
Our uncertainty analysis also leads to an explicit procedure for
objectively assessing the accuracy of the match and radiating
open calibration standards, and choosing the best weighting
scheme based on the quality of the test ports and match
standards themselves.

II. MULTILINE TRL CALIBRATION

We began our study of multiline TRL calibrations in this
frequency range with the comparison of four state-of-the-art
WM-380 (WR 1.5) [14] calibration sets we obtained from con-
tractors working in the Defense Advanced Research Projects
Agency’s (DARPA) Terahertz Electronics Program. Each
calibration kit had four roughly quarter-wavelength and four
roughly eight-wavelength shims. These shims served as trans-
mission-line standards.

1NIST does not endorse commercial products. Product information is given
only to more completely specify the experimental conditions. Other products
may work as well or better.

U.S. Government work not protected by U.S. copyright.
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Fig. 1. The rail system we built to constrain the movement of the extension
heads and cables.

A. Instrumentation Errors

We started with an overall assessment of the repeatability
limits and instrumentation errors of our VNA, which consisted
of an Agilent PNA-X and a pair of extension heads manufac-
tured by Virginia Diodes, Inc. During all of the experiments we
held the temperature at 23 C 0.5 C, with typical temperature
deviations of about 0.2 C.

We had great difficulty making measurements without dam-
aging the shims. We also found that once a shim was bent or
warped, it not only degraded the quality of the calibrations, but
became more likely to bind on the alignment pins in the fu-
ture. We addressed this problem by constructing the rail system
shown in Fig. 1 to constrain the motion of the heads.

The second most significant source of instrumentation error
we identified was due to changes in the electrical length of the
cables supplying the local oscillator signal to the two exten-
sion heads. We found that movement of the heads, even after
the heads are moved back to their initial positions, led to dif-
ferences in the forward and reverse transmission phases about
their mean. We speculate that this phase change is due to the
inevitable bending of the cables that the movement entails, re-
sulted in changes of the electrical length of these cables that
persist even after the heads are moved back to their initial posi-
tion.

We found that our rail system helped reduce this source of
measurement error, and added cable trays to the rail system to
better support the cables and further constrain their movement
to a single repeatable path. Finally, we performed repeated thru
measurements during our experiments to track the phase drift in
the local oscillator signals supplied to the heads. We then nor-
malized the measured transmission phases to the nearest avail-
able thru measurement, typically taken within only 5 or 10 min-
utes of the transmission measurement. These steps allowed us
to reduce our overall transmission phase drift during a typical
experiment from about 20 degrees to only a few degrees.

B. Shim Repeatability and Consistency

The leftmost two photographs in Fig. 2 show a typical shim
as seen through a microscope. The fabrication process necessi-
tates the rounded corners. However, the dimensions were chosen

Fig. 2. Photographs of shims placed on top of the flanges on a test port. The
microscope is focused on the surface of the shims in the photographs on the left,
and on the flange below the shims in the photographs on the right. The shims
have been pushed to the left in the top two photographs and to the right in the
bottom two photographs.

Fig. 3. Repeated measurements of the reflection coefficients of the shims (a)
Single shim (b) Shims from different calibration sets.

by the manufacturer to provide a first-order match to the guide
impedance.

Fig. 3 shows repeated measurements of the reflection coef-
ficients of the shims as corrected by a TRL calibration based
on one measurement of a single shim. Fig. 3(a) compares the
repeated measurements of the reflection coefficient of the same
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shim used in the TRL calibration, and shows repeatability levels
for a single shim on the order of 50 dB2.

The figure also shows repeated measurements performed
after the shim was turned upside down, rotated 180 degrees,
and both turned upside down and rotated 180 degrees. These
measurements show that when the orientation of the shim
on the test port is changed, that repeatability degrades to ap-
proximately 40 dB. This indicates that, while the test set is
extremely repeatable, the shims themselves are not symmetric.

Fig. 3(b) compares measurements of different shims to each
other, this time corrected by a TRL calibration employing a
roughly quarter-wave and a roughly eighth-wave shim. This
shows that the shims attain a consistency of about 30 dB at
the low end and only 15 dB at the high end, illustrating the
importance of their differences.

Appendix I summarizes a study of the dominant sources of
uncertainty in rectangular-waveguide VNA calibrations, and
presents closed form expressions for the errors. Out of all of
the error mechanisms we studied in the appendix, only the
electrical impact of an E-plane displacement increased as a
function of frequency due to its capacitive behavior. The impact
due to H-plane displacements, which are primarily inductive,
and errors due to other mechanisms, dominate at the low end
of the band, and either decreased or stayed constant with
increasing frequency. This suggests that E-plane displacements
are, in fact, a significant factor behind the differences between
the measurements of the reflection coefficients of the shims.
For this reason, we will now focus our attention on the impact
of E-plane displacements in TRL calibrations as a way of
better understanding what appears to be the dominant source of
error in TRL calibrations. Later in the paper, when we turn our
attention to other calibration types, we will consider all of the
error mechanisms studied in Appendix I together.

C. Mechanical Alignment

Fig. 2 also illustrates the magnitude of the mechanical
E-plane and H-plane displacements we observed as the shims
sit on the test ports. We used photographs such as these and
a micrometer on the microscope stage with a digital encoder
to show that our shims moved an average of 37 m on the
test-ports flanges. Similar measurements showed that the test
ports themselves moved an average of only 11.5 m with
respect to each other when mated. We note that the larger
movement of the shims was intentionally introduced by the
manufacturer to prevent the shims from binding on the flange’s
alignment pins during mounting and dismounting.

D. Systematic Bias in the TRL Calibration

Fig. 4, which is based on the closed-form expressions for
waveguide discontinuities in given in Appendix I, shows the de-
pendence of the normalized admittance at the interface between
two sections of WM-380 (WR 1.5) rectangular waveguide as a
function of the mechanical E-plane displacement between them.

2We speculate that the repeatability of a single shim in the same orientation is
so high because gravity may pull the shim into the same position each time it is
measured despite the ability of the shim to move around the flange’s alignment
pins.

Fig. 4. Normalized admittance created by lateral displacement of two wave-
guide interfaces in a WM-380 (WR 1.5) calibration. The figure shows that the
effect of the shim-to-flange displacements is approximately ten times larger than
the effects of flange-to-flange displacements.

The admittance corresponds to a shunt capacitance at the junc-
tion, is a symmetric function of the mechanical displacement,
and is a roughly quadratic function of the displacement when
the displacement is small. This is because these displacements
introduce the same positive capacitive discontinuity regardless
of whether the step between two flanges is an upward or a down-
ward step.

Since the excess capacitance due to E-plane displacements is
always positive, statistical variations in the mechanical E-plane
displacement will, in general, introduce a net positive bias in
the excess capacitance at the interface between the waveguide
flanges. Fig. 5 illustrates this with a histogram of the normal-
ized admittance at 670 GHz generated by a Monte Carlo simu-
lation. Here we assumed a maximum mechanical E-plane dis-
placement of 18.5 m, and plotted the histogram for two me-
chanical distributions, a rectangular distribution and an arc-sine
distribution [15].3 Despite the fact that the mechanical displace-
ments are equally positive and negative, the figure clearly shows
that the normalized admittance is always positive.

We have also labeled the mean values of the two distributions
plotted in Fig. 5. We see clearly that, with increased averaging,
the overall mean of the random admittance will approach a pos-
itive value near one half of the maximum possible admittance,
introducing a systematic error in the calibration that cannot be
reduced by simple averaging alone.

There is a similar negative effect due to H-plane and angular
displacements. While H-plane and angular displacements do not
usually have as large an impact on the calibration as E-plane
displacements do, they are also roughly quadratic for small dis-
placements. H-plane displacements result in a negative admit-
tance at the interface, and tend to cancel E-plane displacements.
This is particularly true at the lower end of the band, where
the admittance due to E-plane displacements is smallest and the
(negative) admittance due to H-plane displacements is largest.
Nevertheless, the admittance due to E-plane displacements gen-
erally dominates that due to H-plane displacements, particularly

3A rectangular distribution corresponds to a freely moving displacement be-
tween two fixed limits or within a rectangle. An arc-sine distribution arises when
the movement is constrained to a circle, as might arise for shims with circular
holes whose mechanical movement is constrained by alignment pins.
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Fig. 5. Histogram of normalized admittance showing the admittance distribu-
tion due to a rectangular offset distribution with bars and an arc-sine distribution
with circles.

Fig. 6. TRL measurements of a radiating open and their standard uncertainties
compared to HFSS calculations and simulations of calibrations based on stan-
dards displaced in the E-plane.

at the high end of the band. Thus we choose here to illustrate the
importance of the quadratic nature of these errors with E-plane
displacements.

The Monte Carlo uncertainty analysis we will discuss later
includes E-plane, H-plane, and angular displacements, as well
as the other error mechanisms discussed in Appendix I. Care
was also taken in that analysis to include the correlations be-
tween E-plane and H-plane displacements. In particular, we ac-
counted for the opposite signs of the susceptance caused by
E-plane and H-plane displacements, and the natural cancella-
tion that occurs when both are present, in that more rigorous
and complete analysis.

Fig. 6 compares the refection coefficient of a radiating open-
ended waveguide, as measured by a multiline TRL calibration
based on eight shims, to HFSS simulations. The open-ended
waveguide was embedded in a precision UG-387 flange (with
pins) of the type described in [16].

The error bars in the figure represent standard uncertainties
calculated from the orthogonal distance regression method, as
implemented in [11], [12]. This method uses the overall lack of
fit of the calibration data to the calibration model to estimate

the uncertainty in the results. While this method generally cap-
tures any errors that manifest themselves as a lack of consis-
tency between the measurements upon which the calibration is
based, including errors due to E-plane and H-plane displace-
ments, it is not capable of identifying systematic bias in the cal-
ibration. Nevertheless, the uncertainties predicted by the method
are quite large and are consistent with the differences between
the measurements and simulations.

To further investigate the source of the measurement error
in our TRL calibrations, we also plotted simulations in Fig. 6
showing how a measurement of the radiating open would be
perturbed by E-plane shim displacements4 of m, m and
40 m in our TRL calibration. These displacements are compa-
rable to the actual E-plane displacements we measured under a
microscope.

Not only is the bias in the measurements shown in Fig. 6
on both ports in the same direction, as we would expect from
our previous arguments, but it is consistent with our predictions
from the E-plane-displacement simulations. Thus Fig. 6 illus-
trates not only the high level of uncertainty we expect in our
TRL calibrations due to E-plane displacements, but also the bias
that we expect those displacements to introduce into our TRL
calibrations.

We also examined measurements of radiating opens with the
other TRL calibrations we performed, including the median cal-
ibration based on all of the 32 shims in the four calibration kits
we had access to, and observed similar discrepancies. We at-
tributed the fact that these discrepancies were not reduced by
additional averaging in the multiline TRL calibrations to the bias
introduced by displacements in the calibrations.

III. TSM CALIBRATION

The principal reason that the TRL calibrations are sensitive to
E-plane displacements is that the alignment holes in the shims
must be made large enough to prevent them from binding on the
flange’s alignment pins as they are removed. However, rectan-
gular-waveguide match standards do not have this constraint as
they employ direct flange-to-flange connections with tighter tol-
erances. This suggests that TSM calibrations might be more ac-
curate than TRL calibrations. Hence, we decided to study TSM
calibrations, and to develop a full uncertainty analysis that in-
cludes all of the error mechanisms discussed in Appendix I.

A. Precision Waveguide Loads

We first found large ripples in TSM calibrations based on rect-
angular-waveguide loads intended for use as verification arti-
facts. These loads were fabricated at Virginia Diodes, Inc. by in-
serting a machined absorber directly in the waveguide channel,
and a temporal analysis showed that the ripples in the calibra-
tions were due to reflections off the machined absorber.

To circumvent this problem, Virginia Diodes, Inc. fabricated
a pair of precision loads for us by inserting low-reflection-coef-
ficient attenuators before the load element itself. The intent was
to lower the reflections off the machined absorber. This strategy
was extremely successful, and eliminated almost all of the ripple
we observed in our early TSM calibrations.

4H-plane displacements were ignored in these simulations.
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Fig. 7. Comparison of radiating opens corrected with a TSM calibration and numerical HFSS simulations. The HFSS simulations for the two ports differ slightly
because of small differences in the aperture dimensions on the ports. The curves labeled “Standard calibration” used calibrations based on conventional standard
definitions. The curves labeled “Refined calibration” employed the equivalent definitions of [17], which account for the reduced number of flange-to-flange con-
nections when connecting thru and short standards with first-order corrections for imperfections in the connections.

Fig. 7 compares measurements of radiating opens, as cor-
rected by TSM calibrations based on these precision loads, to
HFSS calculations. The curves labeled “Standard calibration”
correspond to measurements corrected by a straightforward
TSM calibration based on standard definitions for the load, thru,
and short. The curves labeled “Refined calibration” correspond
to calibrations performed with the equivalent definitions of
[17], and will be discussed in greater detail in the next section.

The improvement we achieve with our standard calibration
over the results we obtained with the earlier TRL calibration
is considerable (compare to Fig. 6), as expected from our pre-
vious analysis of the impact of E-plane displacements on cali-
bration accuracy. Improvements over the TRL calibration were
also seen in reflection-coefficient measurements of a long trans-
mission line, corrected by the TSM calibration.

B. Correction Formalism

The use of TSM calibrations in rectangular waveguide in-
troduces a new problem not present in TRL calibrations: the
number and type of flange connections present during the mea-
surement of the DUT are not preserved throughout the calibra-
tion process. In fact, when calibrating with a flat short, the shunt
parasitic elements at the interface between the flange and the
short are shorted out, and the thru connection is formed with
only a single flange-to-flange connection, not two flange-to-
flange connections, as is the case when measuring a DUT. Only
the measurements of the calibration’s match standards have the
same number of flange-to-flange connections present as when

the DUT is measured, and even here the interfaces may not be
identical.

To address this, we based our “refined” calibrations on the
“equivalent” standard definitions of [17], which we summarize
in Appendix II. These definitions not only account for the re-
duced number of flange-to-flange connections when connecting
to thru and short standards, but they allow us to make first-order
corrections for imperfections in these connections.

In addition, the equivalent standard definitions of [17] allow
the reference plane to be set in an ideal waveguide, or to be
moved directly into a waveguide section containing the DUT.
Setting the reference plane in the waveguide section containing
the DUT, which is routine in on-wafer TRL calibrations, pro-
vides additional rigor in the calibration and correction process
[17]. The curves labeled “Refined calibration” in Fig. 7 illus-
trate the improvement obtained with the equivalent definitions
of [17]. In this refined calibration, the reference plane was
placed at the end of the test ports where the actual radiation
took place, rather than in an ideal perfectly centered test port.

C. Uncertainty Analysis

We developed a Monte Carlo uncertainty analysis,5 based
on the closed-form expressions described in Appendix I, to
complement the correction formalism of [17]. The uncertainty
analysis accounts for imperfect aperture dimensions, E-plane,
H-plane, and angular displacements between guides, corner

5Estimating the uncertainties of TSM calibrations from orthogonal distance
regression is difficult, as the TSM calibration is not as highly overdetermined as
multiline TRL calibrations.
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TABLE I
MEASURED WAVEGUIDE DIMENSIONS

rounding, burrs on edges of the waveguide aperture, test-set
drift and the other errors studied in the appendix. Unlike
standard first-order linear uncertainty analyses and the orthog-
onal-distance-regression method employed in [11], [12], our
Monte Carlo analysis was designed to handle uncertainties with
a quadratic nature and the systematic bias they introduce into
calibrations.

Table I summarizes the mechanical measurements we used to
characterize the aperture dimensions of our rectangular wave-
guide test ports and the calibration and verification artifacts we
used. The table reports both the standard deviations and the
range of our repeated measurements. We also assessed the uni-
formity of the waveguide wall by setting the crosshairs of our
microscope objective parallel to the wall, and then adjusting the
stage in a direction perpendicular to the wall to measure the
maximum and minimum deviations. This resulted in a worst-
case deviation of the wall from a straight line. The dimensional
data in Table I was used to include the impact of errors in both
the height and width of the guides in our Monte Carlo simu-
lations. These simulations also account for any cancellation of
effects due to opposite signs of the susceptances at the wave-
guide interfaces.

We used rectangular distributions based on the maximum
ranges for the measured mechanical parameters in Table I in our
Monte Carlo analysis. These rectangular distributions avoided
the occasionally large and unphysical deviations caused by
Gaussian distributions in Monte Carlo analyses.

We also made molds of the interfaces by placing thin foils
of silver solder between the flanges. Fig. 8 shows one of these
molds. We used these molds to measure the displacements of
the waveguide apertures. The means of these measurements are
listed in Table II.

However, we found that the measured displacements could
at times be as large as 25 m. This was due to the combined
effects of the lateral displacement of the aperture with respect to
the alignment pins and holes in the flange, the average 6 m
lateral movement between the flanges, and to nonuniformity in
the wall dimensions. From these displacement measurements
we estimated that the displacements of the waveguide apertures
from the means we measured could be as large as 10 m, with
the rest of the displacement being due to the roughly 6 m
lateral movement between the flanges. Thus we based our
Monte Carlo analysis on the measured means in Table II with
a 10 m rectangular distribution and an additional displace-
ment between the flanges with a 6 m arc-sine distribution.
In implementing the arc-sine distribution, we correlated the

Fig. 8. Mold of the waveguide apertures formed in a thin foil of silver solder.

TABLE II
MEANS OF MEASURED DISPLACEMENTS BETWEEN FLANGES

E-plane and H-plane displacements to properly account for any
possible addition or cancellation of the positive and negative
admittances from these related mechanisms.

We also investigated the impact of corner rounding and an-
gular misalignments, but concluded that they were small enough
to be safely excluded from the analysis of these guides.

We included test-set drift in the analysis by performing TSM
calibrations both before and after the DUT measurements. Then,
we formed a combined calibration based on all of the measure-
ments for use in correcting DUTs, but switched between the be-
fore and after calibrations when running the Monte Carlo sim-
ulations. This strategy allowed us to simulate the impact of the
monotonic component of the test-set drift during the measure-
ments, based on the actual drift measured during the experiment.

Finally, we used the results of the Monte Carlo analysis to
form a covariance matrix that captures the uncertainty in the cal-
ibration. This allows a number of DUTs to be corrected after the
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Fig. 9. Measurements of the reflection coefficients of radiated opens corrected with TSM calibrations and their uncertainties compared to HFSS simulations.

fact without requiring that the Monte Carlo analysis be rerun.
Although this approach does not allow us to estimate the dis-
tributions of the DUT measurements, it does capture all of the
uncertainties we identified in the calibration, including the me-
chanical displacements with a quadratic nature, and propagates
them forward to the DUT measurements.

D. Verification

To verify our uncertainty analysis, we compared measure-
ments of well-behaved artifacts to their estimated uncertainties.
Fig. 9 compares measurements of radiating opens and the stan-
dard uncertainties estimated from the Monte Carlo analysis to
HFSS simulations. The figure also illustrates our ability to prop-
agate uncertainties to both the magnitude and phase of the re-
flection coefficient with the covariance matrices estimated by
our Monte Carlo simulations. Not only are the uncertainties
achieved with the TSM calibration shown in Fig. 9 much lower
than the uncertainties achieved earlier with the multiline TRL
calibration (see Fig. 6), but the deviations from the HFSS sim-
ulations are usually near or below the standard uncertainties of
the measurements. In addition, the HFSS simulations are always
within the 95% confidence limits of the measurements.

Fig. 10 compares measurements of a roughly 2.5 cm long
section of rectangular waveguide with the uncertainties in those
measurements. Fig. 10(a) compares the measured reflection co-
efficient to its standard uncertainty [18]. The low values of the
measured reflection coefficients provide further evidence that
the reference impedance of the TSM calibration has been set
correctly. We also see that these reflection coefficients are both

low and comparable to our estimates of their standard uncertain-
ties, providing further evidence that we have arrived at reason-
able estimates of the reference impedance of the calibration and
its uncertainty.

Fig. 10(b) compares the measurements of the magnitudes of
the forward and backward transmission coefficients of the long
transmission line to the standard uncertainty of these measure-
ments. The notch just above 550 GHz is due to a water line at
this frequency. (We used the same scale factor for the left and
right axes of this and other figures to facilitate a comparison of
the measurements and their estimated uncertainties.)

While our analysis appears to have slightly underestimated
the actual error in the measurement, our estimated uncertainties
are again reasonably consistent with the level of unexplained
measurement deviations.

Fig. 10(c) compares the measured phase of the long sec-
tion of rectangular waveguide section to its uncertainty after
we de-trended the phase by subtracting the theoretical phase
estimated from the waveguide’s length and cutoff frequency.
The overall offset between the forward and backward phase
measurements was likely due to drift in the electrical lengths of
the cables. Again, the small unaccounted-for variations in the
phase seem quite consistent with the estimated uncertainties
plotted in the figure. Together, Fig. 10(b) and 10(c) provides
good evidence that we have properly set the tracking terms in
the VNA’s calibration error model, and that our uncertainties in
the tracking terms of the calibration are reasonably correct.

Fig. 11 shows measurements of an offset short constructed by
terminating our long section of rectangular waveguide with a flat
short. Again, we attribute the notch in the reflection coefficient
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Fig. 10. Measurements of a 2.5 cm long transmission line corrected with a
TSM calibration and their uncertainty estimates. (a) Magnitude of the reflection
coefficient. (b) Magnitude of the transmission coefficient. (c) Detrended phase
of the transmission coefficient.

just above 550 GHz to a water absorption line. Here also, the
ripples and unexplained artifacts in the measurements are not
only low, but consistent with the uncertainties calculated from
our Monte Carlo analysis. This provides further evidence that
we have properly set the tracking and effective test-port match
in the VNA’s error model, and that our uncertainties in those
terms are reasonable.

Fig. 11. Measurements of the reflection coefficient of an offset short corrected
with a TSM calibration and their uncertainties. (a) Reflection-coefficient mag-
nitude. (b) De-trended reflection-coefficient phase.

IV. SETTING THE CALIBRATION REFERENCE IMPEDANCE WITH

RADIATING OPENS

Accurately setting the reference impedance is usually the
most difficult aspect of VNA calibrations. Traditionally, ra-
diating opens have been used as verification standards for
checking the reference impedance of rectangular waveguide
calibrations, and we have followed this approach thus far.
However, in [13] Liu and Weikle argue that, because radi-
ating open-ended rectangular waveguides do not suffer from
flange misalignment, they may actually better set the ref-
erence impedance of rectangular-waveguide calibrations at
millimeter-wave frequencies than do transmission lines and
loads.

The accuracy with which the reference impedance can be set
with radiating opens and precision loads depends on the quality
of the test ports, the loads, and the number of loads available.
We can use our Monte Carlo uncertainty analysis to evaluate
these factors systematically and then objectively determine how
to best set the reference impedance of rectangular-waveguide
calibrations.

A. Assessment of Our Standard Test Ports

To illustrate the approach, we applied our uncertainty anal-
ysis to our calibration kit and standard test ports, which were of
relatively low quality. We first took photographs of the apertures
of our standard test ports and the precision loads fabricated at
VDI under a microscope. While the burrs on the precision loads
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Fig. 12. Comparison of the estimated standard uncertainty and systematic bias
of our precision loads, radiating opens on our standard test port and radiating
opens on our precision test ports.

were too small to measure under our microscope, the burrs on
our standard test ports averaged 11 m in size, and were rela-
tively easy to see and quantify. We incorporated this informa-
tion into our uncertainty model for the radiating open, and then
used our Monte Carlo simulator to compare our uncertainty in
the reflection coefficients of the radiating open and one of our
precision loads.

Fig. 12 shows the results of the procedure. The solid line with
squares shows the standard uncertainty of the reflection coeffi-
cient of the radiating open we calculated with our Monte Carlo
simulator due to: 1) the uncertainty in the geometry of the aper-
ture; 2) the uncertainty in the calculations of the impedance of
the radiating open; 3) the uncertainty due to reflections off of
the pins on the flange; and 4) the uncertainty due to the burrs at
the test-port aperture.

We then compared the standard uncertainty of the reflection
coefficient of the radiating test port to the standard uncertainty
of the reflection coefficient of the precision load calculated with
our Monte Carlo simulator. The latter uncertainty arose from
our uncertainty in the geometry of the test-port and precision-
load apertures and our uncertainty in transverse displacements
between the test port and the loads. This uncertainty is shown
by a solid line and with circles in Fig. 12.

The two standard uncertainties shown in Fig. 12 are com-
parable, an indication that the radiating open at the end of our
standard test ports and the precision match will set the reference
impedance of a calibration with similar accuracy. We confirmed
this by comparing the reflection coefficients of a long section of
rectangular waveguide measured with our TRM calibration and
a TS(RO) calibration, and observed no significant differences in
the results.

B. Precision Test Ports

We also investigated a second, better set of test ports with
burrs of only 5 m in size. The reduction in the size of the burrs
from 11 m to 5 m is of great importance, not only because
the uncertainty in the reflection coefficient in (8) of Appendix I
is proportional to the square of the size of the burrs, but because

Fig. 13. Comparison of measurements of a long rectangular-waveguide section
calibrated by TSM with standard test ports and TS(RO) with precision test ports.

these smaller burrs also allowed us to more accurately measure
the width and height of the test ports. This improvement in our
ability to set the reference impedance is shown in the curve with
triangles of Fig. 12.

Fig. 13 illustrates the improvement obtained in the measure-
ment of the reflection coefficients of a long section of rect-
angular waveguide when we used a TS(RO) calibration and
our precision test ports compared to a TSM calibration with
standard test ports. The occasional “spikes” in the curves cor-
rected by the TS(RO) calibration shown in Fig. 13 are consistent
with the sharp variations in the reflection coefficient of radiating
opens due to reflections off the alignment pins we observed in
the scaled experiments described in Appendix I.

C. Optimal Weighting of TSM(RO) Calibrations

The orthogonal distance regression algorithm [11], [12] al-
lows us to assemble TSM(RO) calibrations that make use of
both radiating opens and precision loads to optimally set the ref-
erence impedance of the calibration. The comparable standard
uncertainties in Fig. 12 indicate that we should equally weight
the radiating open standard and a precision load when we use
our standard test ports to achieve an optimal result. Likewise,
the figure indicates that we should apply a greater weight to the
open when measured with our precision test ports.

While only one radiating open is available on each test port
to assist in setting the reference impedance for each calibra-
tion, a number of match standards can be fabricated and tested
for this purpose, allowing the overall uncertainty in the refer-
ence impedance to be reduced further by averaging. However,
as Fig. 12 shows, systematic bias due to displacements, burrs,
and other error mechanisms will limit the improvement in ac-
curacy possible by averaging, and indicates that we should con-
sider this systematic bias when determining how to weight the
radiating open and match standards in TSM(RO) calibrations.
We can determine optimal weighting coefficients that take this
bias into account with the following procedure.

The random component of the variance of each match stan-
dard can be estimated from , where is the mean
bias of a single match standard (curve labeled “Load systematic
bias” in Fig. 12) and is the total standard uncertainty of the
match standard (curve labeled “Load standard uncertainty” in
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Fig. 12). We can estimate an overall effective variance of the
available match standards from . Then,

applying: 1) a weight of to the radiating-open standard,
where is its total standard uncertainty (curve labeled “Open
standard uncertainty” in Fig. 12) and 2) a weight of to
each of the match standards gives an optimal result.

Once the proper weights have been chosen and applied to the
calibration algorithm, the calibration can be performed and the
Monte Carlo algorithm can be used to estimate the uncertainties
in the calibration as described earlier.

V. SOFTWARE

We have encapsulated all of these analysis methods in a free-
ware package [19] that allows the user to quickly assess inter-
face parameters with the models we developed, create the equiv-
alent standard definitions described in [17], assess the level of
bias introduced into the calibrations, and perform the Monte
Carlo uncertainty analyses described in this paper.

VI. CONCLUSION

A detailed analysis of our multiline TRL calibrations at these
frequencies led us to conclude that their measurement error is
limited by systematic bias introduced primarily by E-plane and
H-plane displacements, and that this error cannot be reduced by
averaging. We then showed that TSM calibrations based on pre-
cision loads and TS(RO) calibrations based on radiating open-
ended test ports reduce transverse displacements significantly,
and provide attractive alternatives with greater accuracy.

We verified the accuracy of our TSM and TS(RO) calibrations
by developing a full uncertainty analysis that captures all of the
errors described in Appendix I. We not only showed that the un-
certainty analysis provides reasonable estimates of the accuracy
of these calibrations, but that it provides a systematic way of
setting weights in optimal TSM(RO) calibrations based on both
load and radiating open standards.

Our Monte Carlo simulator calculates systematic bias in the
equivalent standard definitions we employed and allows the
user to remove that bias from the results. However, we did not
feel that our present dimensional measurements were accurate
enough to investigate the efficacy of this approach at this time,
and did not remove that systematic bias from any of the results
presented here.

APPENDIX I
CLOSED–FORM EXPRESSIONS FOR RECTANGULAR-WAVEGUIDE

INTERFACES

In this appendix, we compare analytic approximations given
in [1], [5]–[9], [20] for waveguide discontinuities to each other
and to simulations performed with HFSS. These analytic ap-
proximations form the basis of our uncertainty analysis, and are
included in the freeware package [19] used to obtain the results
we reported on in this paper.

Fig. 14. Comparison of closed-form approximations given in Marcuvitz to a
step in the width of a WM-380 (WR 1.5) rectangular waveguide. The nominal
width of the guide is ��� �m.

Fig. 15. The phase of the reflection coefficients shown in Fig. 13.

Step in Aperture Width a: Marcuvitz [6] gives closed-form
approximations for impedance transformers and shunt admit-
tances describing steps in the width or height in a section of
rectangular waveguide. For example, Marcuvitz developed the
approximations [6]

(1)

and

(2)
for the normalized impedance change and admittance

at a discontinuity between a guide with width con-
nected to a guide of width , where ,

, is the free-space wavelength, and
is the guided wavelength. Figs. 14 and 15 compare the closed
form approximations for a small step in width of rectangular
waveguide from (1) and (2) to the magnitude and phase of the re-
flection coefficient we calculated with HFSS. The figure shows
that the approximations of (1) and (2) from [6] are remarkably
accurate for these small steps in width.
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Fig. 16. Comparison of closed-form approximations given in Marcuvitz to a
step in the height of a WM-380 (WR 1.5) rectangular waveguide. The nominal
height of the guide is ��� �m.

Fig. 17. Phase of the reflection coefficients shown in Fig. 16.

Step in Aperture Height b: Marcuvitz also developed the
approximation [6]

(3)

for the normalized admittance created by a step in height
at a junction between two guides of differing height, where

and the change of impedance at the junction is given
by . Figs. 16 and 17 compare this approximation
to our HFSS simulations, again showing remarkable agreement.

E-Plane and H-Plane Displacements: Marcuvitz [6],
Hunter [5], and Bannister et al. [1] proposed approximations
based on impedance transformers and shunt admittances to
model H-plane displacements (displacements in the width
direction), and Marcuvitz and Hunter proposed approximations
for E-plane displacements (height direction). Hunter fit the re-
flection coefficient created by a displacement at the interface
with

(4)

where, for an E-plane displacement, the fitting parameters were
, , , , ,

, , , and .
For an H-plane displacement, the fitting parameters were

, , , , ,

Fig. 18. Comparison of closed-form approximations for an H-plane displace-
ment of �� �m in a WM-380 (WR 1.5) rectangular waveguide.

Fig. 19. Phase of the reflection coefficients shown in Fig. 18.

Fig. 20. Comparison of closed-form approximations for an E-plane displace-
ment of �� �m in a WM-380 (WR 1.5) rectangular waveguide.

, , , ,
and . Hunter even went so far as to suggest that
accurately displaced rectangular waveguide sections might be
useful as calibration standards.

Figs. 18–21 show typical comparisons of these approxi-
mations and HFSS simulations. Based on these comparisons,
we concluded that the expressions proposed by Hunter in [5]
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Fig. 21. Phase of the reflection coefficients shown in Fig. 20.

were superior to the expressions proposed by Marcuvitz and
Bannister.

Corner Rounding: Cohn showed that the cutoff frequency
of waveguides with complicated end shapes but with parallel
top and bottom walls can be approximated well with the cutoff
frequency of a rectangular waveguide of the same height and a
cross section of equal area [21]. In 1961, Cohn pointed out in
[22] that the significance of this had been lost in the “technical
graveyard,” and explicitly discussed the application to rounded
corners in rectangular waveguides. Brady later studied this in
greater detail in [9], and Anson, et al. applied this approach
to approximating the impedance of rectangular waveguide with
rounded corners in [8].

However, these approximations did not include the shunt ad-
mittance that arises at the interface between rectangular wave-
guide with and without rounded corners. We used HFSS simu-
lations to calculate this admittance and developed the approxi-
mation

(5)

for the normalized admittance at the interface, where
is the guided wavelength in the unperturbed rectangular wave-
guide, is the radius of curvature of the rounded corners,
and and are the width and height of the guide. Fig. 22 com-
pares our HFSS results to the approximate fit (5). Our software
package uses (5) to approximate the shunt admittance and [8] to
approximate the impedance change at the interface.

Angular Displacement: We also compared the approxi-
mations for the admittance caused by angular displacements
at the interface between two rectangular waveguides suggested
by Bannister, et al. in [1] to HFSS simulations. The results in
Fig. 23 show significant differences. We found that the fit

(6)
shown in Fig. 23, where is the angular displacement in degrees
between the two guides, provided a better fit than the approxi-
mation suggested by Bannister, et al. in [1].

Reflection Coefficient of a Radiating Open: We used a se-
ries of Legendre polynomials to fit the reflection coefficient of

Fig. 22. Comparison of closed-form approximations for the normalized admit-
tance at an interface between two WM-380 (WR 1.5) rectangular waveguides
with and without rounded corners.

Fig. 23. Comparison of the approximation from Bannister and our approxi-
mation to HFSS calculations for the normalized admittance at an interface as a
function of the angular alignment between two WM-380 (WR 1.5) rectangular
waveguides.

radiating open-ended waveguides calculated with the method of
[23]. We then compared our fit to HFSS calculations and the
hybrid method of [24], as described in [25]. The differences in
reflection coefficients were less than 0.005. Thus, we assigned
an uncertainty with a rectangular distribution of to the
real and imaginary parts of our fit to results from the method of
[23], and included this in our uncertainty analysis.

Reflections From Alignment Pins and Other Flange Com-
ponents: We assessed the impact of reflections from the align-
ment pins of a UG 387 flange experimentally on the reflection
coefficient of a radiating open with scaled WR 90 experiments
over the frequency range of 8.2–12.4 GHz, as discussed in [25].
We then fit the results to the radar cross section of a cylinder, and
added in a term to account for large reflections observed when
the pin was in the near field of the aperture. This resulted in the
rough approximation

(7)
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Fig. 24. The line standard during calibration and the device under test during
measurement. The method of [17] is based on forcing the two equations in this
figure to be consistent. (After [17].) (a) Calibration (b) Measurement.

for the average impact on the reflection coefficient of the
radiating open, where is the height of the alignment pin,

is its radius, is the distance between the center of the
aperture and the pin, and is the free-space wavelength.

We also built an HFSS model for the UG 387 flanges we used.
The model included the pins, the holes for the screws, the boss
specified in [16], and the edge of the flange.

We were unable to run the HFSS simulations in the far field of
the aperture because the problem size became too large for our
computers. However, we were able to run the simulations for
WM-2540 (WR 10), WM-1650 (WR 6) and WM-710 (WR 4)
openings in the flange, and simulated reflections approximately
3 times larger than the reflections off of the pins.

Thus we multiplied (7) by a factor of 6 before incorporating
it into our error analysis. The first factor of two accounted for
the fact that we had two pins on each flange, and the factor of
3 accounted for the best estimate we had available for the addi-
tional impact of the boss and edge of the flange on the reflection
coefficient of our radiating opens.

Burrs: We used HFSS to develop the rough approximation

(8)
for the reflection coefficient of a burr of height, width, and
depth located on the broad wall of the aperture and dis-
placed from the center of the guide by a distance . We also
developed the rough approximation [25]

(9)

for the change in the refection coefficient of a radiating
open due to the same burr on the broad wall of a radiating aper-
ture. Our simulations indicated that burrs on the narrow wall of
the aperture had a much smaller impact on reflections, and we
neglected these burrs in our analysis.

APPENDIX II
CORRECTION ALGORITHM

The calibration approach we used is described in [17]. It treats
each flange interface as a whole, calculating the scattering pa-
rameters of each interface from the offsets and perturbations of
both flanges. This enables it to account for the quadratic nature
of the E-plane, H-plane, and angular displacements, since the
positive and negative susceptances these introduce at an inter-
face depend roughly on the square of the total displacement be-
tween the flanges and cannot be determined for one flange at a
time.

The equivalent standard definitions of [17] were based on the
fact that the DUT correction can be applied to calibration stan-
dards as well, and the result must yield the equivalent standard
definition [17]. Referring to Fig. 24, we can show that the equiv-
alent definition of a transmission-line standard used in
the calibration is given by [17]

(10)

where and are the cascade parameters describing
the interface between the test ports and the line, and

correspond to the discontinuity at the interface between
the test ports and the device under test, and is the cas-
cade matrix of the line itself. For convenience, the impedance
transformation between the line in the test port and the calibra-
tion standard are included in and , rather than in-
cluding them in .

The equivalent definition of a flush thru calibration
standard is given by [17]

(11)

where are the cascade parameters describing the inter-
face between the two test ports. Note that the equivalent defini-
tion of even a simple flush thru no longer corresponds to a per-
fect connection (identity matrix) between two lines. The equiv-
alent definition (11) takes into account not only any discontinu-
ities at the interface between the test ports themselves, but also
any discontinuities between the imperfect test ports and the in-
terface to the device under test.

The equivalent definition of a flat short is given by
[17]

(12)

(See Appendix I of [17] for a discussion of how cascading can be
performed when the calibration elements do not have any trans-
mission.) Since most discontinuities in rectangular waveguide
can be described as shunt admittances or impedance transforms,

corresponds to the scattering parameters of a perfect
short. However, this would not be the case if, for example, the
test port had discontinuities that could be modeled as a series
inductance.

Like the flush short, radiating opens do not have their own
interface dimensions. Rather, their definitions are completely
dependent on the geometry and properties of the test port. Thus
(12) applies to radiating open standards as well, with
replaced by , the reflection coefficient of the radiating open
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at the test-port interface as defined in the test-port access line,
and replaced by , the equivalent definition of the
radiating open.

Finally, the equivalent definitions of a match and
of an offset short are given by [17]

(13)

(14)

Here and represent the offset transmission line
between the interface and the match or short; repre-
sents the reflection coefficient of the absorber itself.
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