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POLICY AND DISCLAIMERS

Policy Statement: The Federal Aviation Administration (FAA) Academy strongly 
supports academic freedom and a researcher’s right to publish; therefore, the Fed-
eral Aviation Administration Academy as an institution does not endorse the view-
point or guarantee the technical correctness of any of the articles in this journal. 

Disclaimer of Liability: With respect to articles available in this journal, neither 
the United States Government nor the Federal Aviation Administration Academy 
nor any of their employees, makes any warranty, express or implied, including the 
warranties of merchantability and fitness for a particular purpose, or assumes any 
legal liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use 
would not infringe privately owned rights. 

Disclaimer of Endorsement: Reference herein to any specific commercial 
products, process, or service by trade name, trademark, manufacturer, or other-
wise, does not constitute or imply its endorsement, recommendation, or favoring 
by the United States Government or the Federal Aviation Administration Academy. 
The views and opinions of authors expressed herein do not state or reflect those 
of the United States Government or the Federal Aviation Administration, and shall 
not be used for advertising or product endorsement purposes.
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PHILOSOPHY STATEMENT

Cornelius Lanczos, a mathematician working in the field of applied analysis, 
expressed the history of mathematics in three phases:

1) A given physical situation is translated into the realm of numbers,

2) By purely formal operations with these numbers certain mathematical re-
sults are obtained, [and]

3) These results are translated back into the world of physical reality  (1988,  
 p. 1). 1

Formal papers, in subjects related to aviation, roughly follow the same course.  
However, there appears to be a weakness in aviation research, that being the 
omission of the third phase.

It is not good enough that conclusions are drawn, if those conclusions fail to 
improve the system observed.  Clearly, the observed have a say in implementing 
the conclusions of research, but their failure to implement the conclusions drawn 
by the researcher may be more indicative of a lack of understanding than a lack of 
desire.  Researchers tend to peer into complex systems as through a soda straw, 
forming formal opinions on the finite without understanding the complete system.  
Industry, ever mindful of the complete system, may find research irrelevant, be-
cause it makes much to do about nothing.

The editorial staff, to include those listed as consulting editors, is committed 
to the improvement of all individuals within the aviation community.  We seek 
to enhance existing systems bearing in mind that small improvements must not 
upset the delicate balance between too little and too much help.  We also seek 
to promote safety, not by lip service, but by demonstration in how we execute our 
studies and how we report our findings.

We feel that the best way to translate results back to the physical world is 
to incorporate the viewpoints of people around the globe.  Without the influence 
of a worldwide community, we deny the significance of diversity, and ignore the 
perspectives of gifted scientists from different countries.  It is our hope that each 
reader will feel the same.

1Lanczos, C. (1988).  Applied Analysis.  Mineola, NY: Dover Publications, Inc.
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Papers

In An Evaluation of Collision Avoidance Technologies Using Empirical Func-
tion Allocation, Hardman, Colombi, Jacques, Hill, and Miller present a quantita-
tive method that uses empirical data to more objectively determine the function 
allocation between human operators and computers. The method was applied in 
evaluating traffic collision avoidance for unmanned aircraft.

The results of a study conducted at Middle Tennessee State University for the 
Commercial Pilot Certificate are presented by P.A. Craig in Evaluating Pilots Us-
ing a Scenario-Based Methodology: A Guide for Instructors and Examiners. The 
effectiveness of the scenario-based training methodology is analyzed and some 
"best practices" are presented.

In a nationwide survey on the use of the Microsoft Flight Simulator software by 
pilots, over 85% of responding pilots indicated that they use MSFS to preview ap-
proaches at unfamiliar airports. In Pilot Perspective on the Microsoft Flight Simula-
tor for Instrument Training and Proficiency, W. S. Beckman this and other findings 
from the survey.

 In Motion Sickness Prevention by Stroboscopic Environment during Simu-
lated Military Transport, Webb, Estrada, and Athy assess the use of 4 and 8 hertz 
(Hz) stroboscopic environments as countermeasures for MS. The motion profiles 
of a Black Hawk helicopter and an amphibious vehicle were produced using a Multi 
Axis Ride Simulator (MARS). 

The causes of deviations in aircraft maintenance procedures and their implica-
tions are discussed in R. I. Baron's An Exploration of Deviations in Aircraft Mainte-
nance Procedures. The author addresses organizational pressure, individual com-
placency, and deficiencies in aircraft maintenance documentation itself. 

In Workplace Preferences of Millennials In the Aviation Industry, M. Niemczyk 
and J. W. Ulrich examine the generational differences to determine work environ-
ment preferences in the aviation industry. Results of this study portray a complex 
combination of relationship, personal growth, and organizational structures that 
determine ideal workplace preferences.

A.J  de Voogt and B. Heijnen analyze general aviation accidents with small 
aircraft occurring over the Pacific Ocean in A Review of General Aviation Accidents 
in Pacific Ocean Operations. Differences between helicopter and airplane opera-
tions are highlighted and the authors discuss the causes and prevention of general 
aviation emergencies over the open ocean.
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An Evaluation of Collision Avoidance Technologies Using 
Empirical Function Allocation

Nicholas Hardman, John Colombi, David Jacques, Raymond R. Hill

Air Force Institute of Technology
Wright-Patterson AFB, OH 45433-7765

USA
nhardman@afit.edu 

and

Janet E. Miller

711th Human Performance Wing
Human Effectiveness Division

Wright-Patterson AFB, OH 45433-7765
USA 

Abstract

The growing capability and complexity of automation in aviation necessitates 
an improved process for analyzing the function allocation between human op-
erators and computers.  This paper describes a quantitative method that uses 
empirical data for these decisions, thus making the process more objective and 
adaptable to changes in mission or technology.  We apply this method to evaluate 
the issue of traffic collision avoidance for unmanned aircraft.  The results demon-
strate that some automation options meet the equivalent level of safety of piloted 
aircraft, but currently no option independently meets the level of safety mandated 
for operation in unrestricted airspace. 

The views expressed in this article are those of the authors and do not reflect the of-
ficial policy or position of the United States Air Force, Department of Defense, or the U.S. 
Government. This work was sponsored by the 711th Human Performance Wing.
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An Evaluation of Collision Avoidance Technologies 

Using Empirical Function Allocation 

Though function allocation is critical in new system development, it remains 
insufficiently supported by quantitative methods.  Function allocation involves 
matching system functions, actions, and decisions with hardware, software, hu-
mans, or some combination of them (NASA, 2007).  New system development 
efforts are seldom a blank slate; they often have function allocation constraints due 
to budget or compatibility considerations.  This often leaves the designer with a 
limited number of explicit allocation decisions; however, these decisions have far-
reaching influence over the entire system architecture.  Function allocation must 
be done in a manner that correctly balances cost, schedule, and performance with 
an acceptable level of safety.  If one uses empirical data for function allocation 
decisions, those decisions will be more objective and will enable easier adaptation 
of new missions or technology.

A significant subset of function allocation concerns the distribution between 
humans and computers, that is, automation analysis.  Automation is defined as 
the execution by a machine agent of a function previously carried out by a human 
(Scerbo, 1996).  It is difficult, but possible, to quantify the effect of automation on 
cost and schedule requirements.  The designer can measure the expected effect 
of automation on operational efficiency and expense and compare that with the ex-
pected penalties of higher equipment costs, more complex integration, and longer 
testing schedules.  The alternative option, manual execution, consequently places 
more of the cost and schedule burden on labor, personnel, training, and human 
factors.  We propose a method to assist designers in making function-allocation 
decisions between human operators and computers.  The method is quantitative 
and considers system context.  We then demonstrate this method in examining the 
issue of traffic collision avoidance for unmanned aircraft.  

Method Overview

This method is intended to be performed in the framework of a comprehensive 
systems engineering effort.  This method involves the following six steps:

The first step is to classify the lowest level functions of the functional decom-1. 
position as machine-only, human-only, or either.  With computers becoming 
increasingly ubiquitous, a machine-only function has become a computer-
controlled function. Examples include demodulate transponder signal or 
charge battery.  Examples of human-only functions are express preferences 
or determine intent.  These allocation decisions occur during the initial system 
architecting effort.  Function allocation decisions for machine-only functions 
are relatively straightforward.  They are based on such issues as the choice 
of distributed or hierarchical design and the details of the network structure.

For functions that indicate human involvement, more analysis is necessary.  2. 
The next step is to perform a preliminary task analysis on these functions.  
This gives a better understanding of the what before the how or who of func-
tion allocation.  Task analysis is much more mature than methods of func-
tion allocation, and there are multiple accepted techniques.  For a thorough 
review of these see Stanton, et al. (2005).  For human-only functions, this 
data is useful for user interface design.  The remaining functions, those in the 
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either category, require an analysis for automation.  To do this, the function 
must be further decomposed into information processing stages.  One com-
mon nomenclature for these stages is sensor, processor, decision-maker, 
and actuator (Parasuraman, Sheridan, & Wickens, 2000).  The dynamic be-
tween human and computer for a function can be very different based on the 
allocation of these stages.

Next, designers must quantify performance criteria for each information pro-3. 
cessing stage of each function under study.  This forms the threshold and 
objective performance requirements for automation analysis.  This quantifi-
cation must consider overall workload and an acceptable margin of safety.  
For complex scenarios, the use of established methods of cognitive task 
analysis will form a better picture of workload (Crandal & Klein, 2006).  A test 
program on the composite system in realistic scenarios could be cost prohibi-
tive.  To avoid this, we quantify the critical technical parameters necessary to 
achieve success and use those values as performance requirements.  Us-
ing these lower-level criteria reduces time, cost, and makes laboratory and 
ground testing possible.  There are several different performance models to 
compare performance (Rouse & Rasmussen, 1981).  

The next step is to quantify the performance of humans for each task in 4. 
the functional decomposition.  These will be specific to each function and 
will vary under diverse real world conditions.  In the application section, we 
show how empirical data from basic research in physiology and psychology 
can be used to quantitatively characterize human capabilities and limitations.  
Though existent data is wide-ranging, this step may require additional, more 
specific, basic research.  

Next, the performance of machines (sensors, processors, or actuators) for 5. 
the same tasks is quantified.  This data is obtained through trade studies and 
consultations with industry.

The final step is to compare the alternatives and make the allocations.  In the 6. 
past, designers approached automation as a way to eliminate the suppos-
edly inefficient and untrustworthy presence of humans.  This migration from 
this paradigm is discussed in Dixon & Wickens (2006).  The primary fault is 
that this paradigm fails to appreciate that the human components add neces-
sary resilience for unexpected situations.  Anyone that has ever observed a 
robot stuck in a rut can appreciate the need for system resilience.  A modern 
paradigm is that automation exists to augment human capabilities and to as-
sist the operator in achieving system goals (Dixon & Wickens, 2006).  The 
level of automation resides on a spectrum between the machine-only and 
human-only extrema.  There are multiple sources for the delineation of this 
spectrum (Albery & Khomenko, 2003; Miller & Parasuraman, 2007; Para-
suraman et al., 2000).  In operator role theory, the four levels of automation 
are defined as direct performer, manual controller, supervisory controls, and 
executive controller (Folds, 1995).  These are determined for each informa-
tion-processing stage.  Figure 1 shows this graphically.  One may also need 
to examine the need for adaptive automation.  Adaptive automation may be 
necessary when operator workload is widely variant (Scerbo, 1996). 
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Figure 1.  A graphical portrayal of operator role theory stages and levels

Application

We now use this method to guide design decisions for traffic collision avoid-
ance in a new multi-role unmanned aerial system (UAS)1.  While the method can 
apply to a broad range of systems, the unique challenges of UAS design make 
it a great example application to highlight the advantages of the proposed meth-
odology over current practice.  The new UAS, being considered by the US Air 
Force (USAF), must have the capability to transition civil airspace2 (Jean, 2009).  
Industry officials state that the goal for UAS performance in the civil airspace is 
an equivalent level of safety, including collision avoidance, when compared to pi-
loted aircraft (Warwick, 2004); however, the 2009 aircraft collision over the Hudson 
River in New York reignited the debate over the sufficiency of collision avoidance 
in even piloted operations (Baker & Grynbaum, 2009).  

Function Classification

The first step of the method is to classify the functions regarding human and 
machine potential interaction.  The regulations governing traffic deconfliction are 
contained within the “Right of Way Rules” section of the federal aviation regula-
tions (FAA, 2005).  By design, there are four layers that maintain safe operations in 
aviation.  They are airspace regulation, air traffic service (ATS), cooperative avoid-
ance systems, and finally, “see and avoid” as the last line of defense.  

Airspace Regulation. One of the primary ways that aviation authorities attempt 
to avoid traffic collisions is by defining airspace.  Table 1 explains the airspace 
classes as designated by the International Civil Aviation Organization (ICAO).  
Though pilots are still required to practice see and avoid, the responsibility for 
conflict avoidance changes with the type of airspace.  In addition, there is a speed 
limitation of 250 knots below 10,000 feet above sea level and 200 knots in Classes 
C & D (ICAO, 2001).  

1 Unmanned aerial system (UAS) is the current official designation for what was known 
as a unmanned aerial vehicle (UAV) and its support components.  When specifically the air-
craft, or vehicle, is intended, UAV is appropriate.  It must be noted that some are advocating 
a change to the term remotely piloted vehicle (RPV).

2 Civil airspace is used to define that airspace under the control of a civil aviation au-
thority, sometimes called the national airspace system (NAS), as compared to restricted or 
special use airspace.
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As Table 1 shows, safe unmanned aerial vehicle (UAV) operation in Class 
B or C is technically possible and would only be necessary for short transitions.  
Due to the high traffic volume, however, there is likely to be continued opposition to 
granting widespread access to UAVs.  Currently, UAVs are not allowed in any class 
of airspace without special permission.  In the US, the FAA requires a certificate 
of authorization (COA) which requires at least a 30-day notice to local administra-
tors, visual meteorological conditions (VMC)3, a route clear of all populated areas, 
and constant ground control by a certified pilot (FAA, 2002).  Therefore, for regula-
tory reasons, route planning and airspace situational awareness must remain a 
human-only function.  For example, the American military’s Global Hawk UAV is 
given frequent approval to travel in Class A airspace over most of the world and 
with a minimum of pre-coordination, but the flight request must verify that it will first 
climb to altitude within restricted airspace (AF Tech, 2009). 

Table 1  

ICAO Airspace Designations and UAV Operations (ICAO, 2001)

Class Flight 
Ops

ATC equipment 
& services 
provided

Radio
Required

Transponder 
Required

UAV integration 
problems

A IFR only
Radar
Conflict 
resolution 
& separation

Yes Yes None
ACAS primary

B IFR/VFR
Radar Conflict 
resolution 
& separation

Yes Yes

No technical 
problem, but 
traffic density 
increases risk.
ACAS primary

C
IFR/VFR
After 
contact

Radar 
Separation 
(IFR), or traffic 
advisories 
(VFR)

Yes Yes

No technical 
problem, but 
traffic density 
increases risk.
ACAS primary

D
IFR/VFR
After 
contact

Tower 
Separation 
(IFR only)

Yes No
ACAS 
insufficient,
DSA primary

E IFR/VFR Separation 
(IFR only) Yes No

(<10,000´)

ACAS 
insufficient,
DSA primary

F IFR/VFR Traffic 
advisories 
(IFR)

No 
(<10,000´)

No
(<10,000´)

ACAS 
insufficient,
DSA primary

G VFR None No 
(<10,000´)

No
(<10,000´)

Moderate 
problem due 
to lack of 
coverage, DSA 
primary

Notes: IFR—instrument flight rules, VFR—visual flight rules.  ACAS—Automated collision 
avoidance system.  DSA—detect, see and avoid.  

3 Instrument Flight Rules (IFR), Visual Flight Rules (VFR), Instrument Meteorological 
Conditions (IMC), and Visual Meteorological Conditions (VMC) are defined more completely 
in FAR 91.
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Air Traffic System.  The second layer of safety for all aviation is the air traffic 
service or air traffic system (ATS)4.  The system involves a great deal of technol-
ogy.  In addition to the primary surveillance radars that detect all traffic by reflected 
radar energy, the secondary surveillance radars detect cooperating traffic tran-
sponder returns.  Automated ATS systems analyze these radar returns to predict 
possible collisions.  However, for the near future, this level will continue to involve 
human-only functions ranging from flight plan coordination and approval to traffic 
conflict intervention.

Many technical and regulatory changes are planned for the future ATS.  One 
of these technical concepts involves inter-aircraft data links that would allow au-
tomated route deconfliction.  These proposed future capabilities are analyzed in 
Hardman (2006).  Unfortunately for UAVs, these changes do not appear to elimi-
nate the need for independent deconfliction capability because (a) participation in 
the deconfliction data links will not be universally mandatory and (b) all aircraft will 
still require a backup capability in the event of network failures.

Cooperative Traffic Avoidance.  The third layer consists of onboard systems 
that cooperatively work to deconflict traffic.  These systems are independent of, 
but compatible with, ATS systems.  Such systems would enable automated de-
confliction between aircraft.  The current weakness of cooperative systems is the 
necessity for all aircraft involved to have a compatible functioning system.  Multiple 
proposals are being explored for ways to add information on nonparticipatory traf-
fic.  This has great potential as an independent automated traffic control technol-
ogy, but for the near future, it cannot function as the sole source of deconfliction.

Detect, See and Avoid (DSA).  The last layer of safety is the independent abil-
ity for each aircraft to detect, see, and avoid (DSA)5 other aircraft.  In uncontrolled 
airspace, the inherent freedom means that all responsibility for separation lies with 
the pilot.  In other airspace, the see and avoid principle is still required to be prac-
ticed to the maximum extent possible.  This principle is not specifically mentioned 
in ICAO regulation, but the FAA describes it as, “When weather conditions permit, 
regardless of whether an operation is conducted under IFR or VFR, vigilance shall 
be maintained by each person operating an aircraft so as to see and avoid other 
aircraft” (FAA, 2005, ¶ 91.113b).  This regulation is satisfied in piloted aircraft when 
crewmembers perform a disciplined scan out the windshield (though more ad-
vanced aircraft also have augmenting technology, such as radar).  DSA on a UAS 
is more complicated because any manual steps must be done remotely.

Preliminary Task Analysis. 

This second step is to perform a preliminary task analysis on the functions un-
der study.  For the UAS traffic avoidance scenario, the DSA function needs further 

4 This has traditionally been referred to as air traffic control (ATC), but its future name 
has been deemed air traffic management (ATM) to highlight the eventual evolution towards 
less controlling and more managing.  

5  Some sources use the alternate terms: sense-and-avoid (SAA), non-cooperative 
collision avoidance, or traffic deconfliction when referring to new systems.  “See-and-avoid” 
is the primary term used in the regulatory sense.  In this report the term DSA will be used 
throughout to mean any concept or system in effect for the primary purpose of preventing 
collisions between aircraft that have not been deconflicted by other means.  
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examination.  Since see and avoid is already performed by manned aircraft, this 
can be studied directly rather than predicted.  We begin by stating the high-level 
objective: provide traffic conflict information in sufficient time to prevent midair col-
lisions.  The task analysis performed in Hardman (2006) defined the basic tasks 
of DSA as the following steps:  Note: The information processing stage where this 
occurs is shown in parenthesis: 

Scan field of regard (Sensor)

Detect traffic (Sensor)

Predict conflict (Processor)

Calculate feasible action (Processor)

Choose best action (Decision-Maker)

Execute chosen action (Actuator)

These tasks must all be performed continuously and simultaneously to satisfy 
the function of DSA.  Current technology readiness and regulatory requirements 
prevent the last two steps from being performed without human involvement.  
Therefore, the automation analysis is done regarding the sensor and processor 
stages.

Quantify Performance Criteria.  

Aviation regulations do not define the required level of DSA performance, but 
they have established see and avoid areas of responsibility (ICAO, 1962) as shown 
in Table 2.  The DSA system must complete its detection, tracking, and predicting 
of an incursion with adequate time for an avoidance maneuver to be performed.  
For UAS operations, the time requirement must also include the relay time for any 
processing stages that are not performed onboard.

Table 2

Required Performance (Multiple Sources, as listed)

Parameter Required
Performance

Source of
Requirement

Time to Collision Warning

No value given
Sufficient for a safe 
miss distance (>500’).  
Speed dependent

FAA’s AIM,
Ch 6, Sec 6
FAA-Order 8700.1

Detection Range

No value given
Sufficient to achieve 
warning time 
requirement

N/A
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Revisit Rate
Sufficient to achieve 
tracking within warning 
time requirement

N/A

Resolution
Sufficient to achieve 
tracking at required 
range.

N/A

Field of Regard
(FOR)

+/-110° Azimuth
+/-30° Elevation

(ICAO Annex 2) “Rules of 
the Air”

Traffic Volume
Sufficient for most 
crowded airspace (up 
to 12)

Derived from EURO-
CONTROL website 
statistics link

The required detection range (R) is a function of closure velocity (vc) and nec-
essary warning time (tc-) as follows:

R = vc • tc -              (1)

Closure velocity is a function of the angles in azimuth (ψ) and elevation (θ) 
between the two aircraft’s velocity vectors (v1, v2).  This is defined by:

vc = dR/dt  =  ((v1 • cos(ψ1) cos(θ1)) + ((v2 • cos(ψ2) cos(θ2))     (2)

Above 10,000 feet there is no speed restriction except for those prohibiting 
supersonic flight.  With only the Mach limitation, closure velocities can theoretically 
be over 1200 knots ground speed.  However, at that altitude working transponders 
are required which means cooperative avoidance systems are capable of decon-
flicting traffic.  As mentioned, aircraft are limited to 200 knots in airport areas and 
250 knots elsewhere below 10,000 feet.  This means aircraft below 10,000 feet in 
Class E, F, or G airspace must be able to prevent collisions with closure velocities 
up to 500 knots (two aircraft, traveling head on, both going 250 knots).  Most UAVs 
and general aviation aircraft are speed limited but still could experience closure 
velocity of up to 400 knots (150 knots cruise speed, plus up to 250 knots for other 
traffic).

Necessary warning time includes both the time for the operator/processor 
to react and the aircraft to complete the avoidance maneuver.  Engineers at the 
Spanish Aerospace Test Center (INTA) studied avoidance maneuvers for UAVs 
with various performance characteristics.  In the vertical plane, most UAVs oper-
ate with too little excess thrust to perform a satisfactory abrupt zoom maneuver 
(rapid climb).  This is true for most all small aircraft.  A dive would yield the most 
rapid change in trajectory, but it is an undesirable option due to the effects of rap-
idly changing forces on the fuel system and payloads.  Furthermore, unapproved 
changes in altitude while on an IFR flight plan may unsafely complicate the sce-
nario for both controllers and operators.  For these reasons, avoidance through a 
change in the horizontal plane is either necessary or at least preferred (Hardman, 
2006).



141The International Journal of Applied Aviation Studies

Analysis was performed to calculate the time necessary to complete a horizon-
tal plane maneuver.  Figure 2 shows the geometry for the generalized worst-case 
scenario.  In this scenario, a warning was given at the minimum alert time based 
on a predicted collision at time (tf) if the aircraft continued on flight path (b).  The 
time (tf) is measured from the conclusion of the warning and reaction time.  We 
defined the minimum allowable miss distance (rf) to be 500 feet based on the of-
ficial definition of a near mid-air collision (FAA, 2009).  The aircraft’s actual trajec-
tory (s) is based on a maximum rate coordinated roll to the desired bank angle 
(φ).  For illustration a right turn is used, but it is done so without loss of generality.  
The solution is achieved using the Law of Cosines, the derivation of which is well 
established.  

  

  

  

  

 

Problem:  Time (t f) for a separation > 500’
 b=s=v*t f  (flt paths)
 Θ=s/r= ω *t f
  = (90 - Θ/2)  φ=(90 - ) = Θ/2
 a=2r*sin( Θ/2)

 (rf )
2=b2 + a2 - 2ab*cos( φ) (by Law of Cosines)

rf = 500’

Pos’n @ t f

r = f(v,  φ)      ω = f(v,  φ)

Θ

a

b

φ

s



Figure 2.  Avoidance Maneuver, General Solution.

The turn radius and the turn rate of an aircraft in level flight can be solved using 
the following established equations (USAF TPS, 2000a): 
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where:

v – velocity

g – force of gravity

n – load factor, which is equal to 1/cos(φ) in coordinated flight.

r – turn radius

ω – turn rate 

Combining the equations of the generalized solution with equations 3 and 4 
yields the following:
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with all variables defined as in Figure 2 and equations 3 and 4.

The INTA study sought to deduce the proper values for the variables in equa-
tion 5.  It concluded that a maximum bank angle (φ) of 45° should be used for sev-
eral reasons.  First, many UAVs and small aircraft are limited in bank angle to 60°.  
A maximum rate turn should not be performed to the maximum allowable bank 
angle due to the consequences of overshooting the bank angle limit.  Secondly, 
the short timeline limits the amount of time available to execute the maneuver.  The 
study found that the UAVs were capable of roll rates between 20 and 30° per sec-
ond; these are common values of normal small aircraft.  At these roll rates, higher 
bank angles would require more time than allotted for the execution of the maneu-
ver.  Thirdly, as the bank angle increases beyond this value, the viewing geometry 
(for pilot or sensor) becomes a factor.  At some angle, dependent on aircraft type 
and viewing position, it will not be possible to keep the traffic in sight throughout 
the turn.  Finally, g-force and accelerated stall speed increase inversely to the 
cosine of φ which means the rate of increase becomes very high at high angles.  
Based on the above study, and using equation 5 with a φmax = 45°, the necessary 
time to complete an avoidance maneuver is tf  ≥ 5.7 seconds.  If a different value 
for the maximum bank angle is desired, this value can be substituted in for  φ in 
the equation 5.

One example of additional limitations is that satellite links frequently limit UAVs 
to φ= 15° during beyond LOS operations.  The INTA study found that this should be 
programmed as a “soft stop,” but, if necessary, the DSA system should be allowed 
to use the maximum φ.  The maneuver duration will be very short, so the link may 
not be lost.  If it is lost, automated procedures for re-establishing the satellite con-
nection are possible once the aircraft has returned to level flight.

A fact that is not intuitively obvious, but is implied by the preceding mathemati-
cal derivation, is that the warning time requirement is not speed dependent.  As 
was shown, the required detection distance is proportional to the velocity; however, 
the turn rate is inversely proportional to velocity.  In the time to collision calculations 
these two factors cancel out the speed dependence.

In addition to necessary warning time, aviation regulations define other perfor-
mance requirements.  It is necessary for a DSA system to provide coverage in the 
entire area of responsibility.  Ideally, the system would provide +/-180° in azimuth 
(AZ) and +/-90 ° in elevation (EL); however, total coverage is not required.  All 
aircraft are responsible for +/-110° in azimuth and +/-30° in elevation.  Additional 
coverage is desired from a “defensive driving” perspective, but the DSA capability 
must have a field of regard (FOR) at least this big.  Also, any new DSA system 
must be able to cope with the highest traffic densities likely to be encountered.  
Modern computers have no problem exceeding this number of simultaneous pre-
dictions, but the system must be able to discern the highest threat at all times.
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System integrity is a measure of how well the data can be trusted.  For a DSA 
system, it is primarily the probability of missed traffic, false alarms, or incorrect 
prioritization of intruders.  The technical reasons for these problems include target 
location ambiguities, improper noise rejection, tracking ambiguity, and errors by 
predictive algorithms.  Aviation systems have established threshold levels of safe-
ty.  If a DSA system is functioning as the primary method of separation, and traffic 
on a conflicting flight path is non-cooperative, then a missed or incorrect detection 
could lead to a midair collision.  The FAA requires such catastrophic events to have 
a probability of occurrence of less than 10-9 events/flight hour (FAA, 2000).

Quantification of Human Performance. 

Governing agencies require UAVs to demonstrate an “equivalent level of 
safety” to that of manned aircraft (FAA, 2002).  If an official quantitative definition 
of equivalent level of safety existed, then airworthiness requirements could be 
directly derived from that definition.  Unfortunately, no such definition has been 
endorsed by any regulating agency.  The human’s capability and limitations, when 
acting as the direct performer for DSA, have been determined by a meta-analysis 
of multiple human subject studies.  The most significant limitation is the required 
collision warning time.  Research for this was originally performed by the Austra-
lian Traffic Safety Board, Civil Aviation Authority (CAA) formerly called BASI (BASI, 
1991).  Their results are generally accepted by the aviation community and have 
been cited in multiple accident investigations and subsequent research (Andre & 
Kukura, 2009).  We summarize the results graphically in Figure 3.  All parameters 
from the meta-analysis are listed in Table 3.

Figure 3.  Time to React to a Collision Threat, Onboard Pilot 

Table 3

DSA Human Ability (Multiple Sources, as listed)

Parameter Human Performance Source

Time to Collision 
Warning

Needs greater than 18.2 
sec.1

(BASI, 1991) & 
calculations contained 
herein

Detection Range 1.14 to 1.84 NM
for 90% confidence

(Andrews, 1991; Hardman, 
2006)
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Revisit Rate 16 sec FAA-P-8740-51

Resolution 0.3 mrad (Smith, 2000)

Field of Regard (FOR) +/-180° AZ
+/-30° EL N/A

Traffic Volume Up to 5 FAA-P-8740-51
Note:  1: Derived from 12.5 s for pilot reaction and 5.7 s for avoidance maneuver (non-
fighter/aerobatic).

It is alarming to note that these results indicate that for DSA the “equivalent 
level of safety” standard is actually insufficient to meet the FAA’s necessary level of 
safety against catastrophic events.  Using the optimal human performance values 
listed in Table 3 (R=1.84 NM and necessary tc- = 18.2 sec), the maximum closure 
velocity (vc_max) safely protected by human see and avoid is vc_max = 364 knots.  This 
does not take into account the human scan rate.  The FAA recommends that pilots 
re-scan every 16 seconds.  More frequent complete area scans are a worthy goal 
but difficult to achieve during high workload.  At this recommended rate, the nec-
essary detection time to prevent a collision is up to tc- = 34.2 sec which equates to 
a maximum safe closure velocity of vc_max = 194 knots, well below the speeds that 
aircraft can legally travel!

Quantification of Machine Performance

The next step is to quantify the potential performance of automated replace-
ment.  For automated DSA systems, detection performance is a function of revisit 
rate, detection range, and/or resolution.  This requires the use of the governing 
equations for optical and radar-based technologies.  For radar systems, the maxi-
mum Range (Rmax) is given by (Stimson, 1998) as:

  (6)

where: 

Pavg – Average power

G – Antenna gain  

σ – Target radar cross section (RCS) 

Ae – Effective antenna area.  (Product of the physical area and an efficiency   
  factor)

tot – Time on target, dwell time, or integration time

Smin – Minimum detectable signal energy 
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Except for RCS and dwell time, these parameters are all limitations of the 
physical system.  Increases in range through increases in the power, gain, or area 
invariably come with consequence in weight, size, power, and money.  

The size and weight of the system are dependent on its necessary gain, and 
gain is a function of the system’s design wavelength.  It is given by Stimson (1998) 
as:

 ( )
SystemsRadar

4
2λ
Aπ

G e=
 (7)

where: 

λ – Wavelength 

The wavelength is equal to the speed of light (c) divided by frequency (f) (λ= 
c/f).  Thus, the aperture size decreases or the gain increases proportionally to the 
square of the frequency.  This makes radar systems operating at higher frequen-
cies attractive options for UAV installation where payload is limited.  

To effectively use the dwell time parameter, it is important to design a good 
scanning technique.  The optimal dwell time is a tradeoff with revisit rate and field 
of regard (FOR).  The longer one dwells in any one part of the sky, the longer it 
takes to view the total area of observation.

For infrared imaging systems, the range is related to angular resolution by the 
following equation (USAF TPS, 2000c):

R = WR /ΘR       Infrared Systems (8)

where: 

WR – Linear resolution (minimum resolvable distance or diameter of target)

ΘR – Angular resolution [rad]. The inverse of the spatial cut-off frequency
 (fs, co)

For all imaging systems, the resolution is a function of the number of picture 
elements (pixels).  However, high-resolution imaging creates challenges for the 
processing system because of the large quantities of data that must be normalized 
and analyzed in real time.  

For systems using laser technology the maximum detection range is deter-
mined by the required power (PR ) which can be determined by the laser range 
equation given by the following equation (USAF TPS, 2000b):
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where: 

R – Range to target

PXMTR  – Power in the transmission path of the laser

D – Detector aperture diameter

ρT – Target reflectivity 

ηATM – Transmissivity, atmospheric 

ηXMTR – Transmissivity, transmission path of the laser 

ηRCVR – Transmissivity, receiver path of the detector 

Except for systems capable of simultaneous omni-directional monitoring, 
knowing the maximum range is not sufficient.  After detection, the DSA system 
must track the traffic to determine if a potential for collision exists.  This requires a 
minimum of three scans for accurate calculation (real world trajectories are arcs).  
The necessary range is also a function of revisit rate.  It must be assumed that the 
traffic is just outside of maximum detection range in the previous scan.  Thus, the 
distance the traffic can close before being detected and tracked is equal to the clo-
sure rate multiplied by the time the system takes to perform three complete scans 
(3·tr).  Substituting this into equation 1 yields an actual time to collision.
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Predicted performance can be obtained from the given equations.  The in-
formation necessary to use the equations is available from manufacturer data or 
applicable regulations.  

To meet the derived requirements, numerous possibilities exist.  There are 
potential tradeoffs between FOR, revisit rate, dwell time, and range (or resolu-
tion in the case of electro-optics).  Thus, technologies that exceed the necessary 
performance in one area can make tradeoffs for improvement in others.  For in-
stance, longer dwell times can increases the detection range for radar systems.  
For electro-optical systems, an increase in sensitivity and a longer dwell time can 
increase the detection range.  However, these longer dwell times increase the total 
area scan time.  Therefore, revisit rate and maximum detection range are conflict-
ing parameters of the time to collision requirement.  These necessary tradeoffs 
are seldom discussed in product literature, but they are essential in helping the 
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designer find feasible alternatives.  Next, we examine the current state of th art in 
sensor technology and automation.  

Visual Imaging. Visual imaging technology consists of using some form of 
camera arrangement to help establish situational awareness.  It is the most analo-
gous process to that of piloted see and avoid.  Visual imaging is a semi-passive 
system in that no onboard illumination is needed for detection.  Modern camera 
technology holds great possibility for small, low power cameras with very good 
zoom capabilities.  In the future, a virtual reality system could theoretically give the 
remote operator the same visual scan as an onboard pilot, but the bandwidth and 
equipment requirements would not justify its use simply for DSA.  A more realistic 
option is using image processing and a target recognition algorithm to analyze 
the input for the operator.  The operator remains in the loop by cueing cameras to 
focus on places of interest.

The primary weakness of these systems is that they are limited in the same 
way as the human vision.  Some technologies can augment the picture for night 
and in haze, but performance still suffers.  Another inherent difficulty with electro-
optical imaging systems is that, unlike radar, they do not have the capability to 
directly measure range.  This is a big drawback for DSA systems as this is the 
primary parameter for calculating traffic avoidance.  One possibility is stereoptic 
vision with sensors on the wing tips.  This would use the same principle as the hu-
man brain to discern the distance of an object by simultaneously viewing it from 
two different angles.  Unfortunately, this method is only effective at short distances.  
Beyond those distances the human being uses assessments of the apparent size 
of an object to determine distance (Physiological Training Office, 2001).  A com-
puter could do this as well, but it must know the actual size of the object.  Range 
rate can be determined simply by measuring the rate of change in apparent size, 
but requires very high resolution systems as the apparent size of an object does 
not change rapidly until very close.  A more probable solution to the range problem 
is to combine the electro-optical system with one of the technologies discussed 
later.

Infrared. The infrared (IR) region is lower in frequency (higher in wavelength) 
than the visible spectrum.  IR technology uses the fact all objects radiate energy at 
a quantity proportional to their temperature, and aircraft have a temperature con-
trast with the surrounding sky.  Unless used with an IR illuminator, these systems 
are passive; they use received energy only.  IR systems operate in the electro-
optical area of the spectrum, and so share many of the same properties and limita-
tions of systems in the visible range.  A typical IR system requires a signal to clutter 
ratio greater than 19 in order to achieve a 99% probability of detection (USAF TPS, 
2000d).  Though IR search and track (IRST) systems have been used by the mili-
tary, there are currently no IR DSA systems in use.  The only known proposal is a 
NASA and US Navy effort to develop a supplementary IR-based DSA system with 
a proposed range of several miles and a FOR of +/-105° in azimuth and +/- 35° in 
elevation (Adams, 2001).

Laser Radar.  Laser Radar technology operates in the visible and near-IR 
spectrum.  A LASER (light amplification through stimulated emission of radiation) 
is a system capable of generating an intense coherent beam of light.  This beam 
is less susceptible to the atmospheric attenuation of other electro-optical systems.  
When reflected this beam can be sensed by a detector which can determine the 
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distance of the reflected object.  A laser detection and ranging (LADAR) system 
uses this feature to make accurate range measurements at long distances.  Since 
the range is a part of each sensed beam, the system can provide a three dimen-
sional perspective of the reflection.  Some sources also used the term light detec-
tion and ranging (LIDAR) and included the use of ultraviolet lasers as well.  The ad-
vantages and limitations of LADAR systems are both related to their very precise 
focused beam.  LADAR systems provide high resolution in range and angle, but 
to cover a sufficient FOR they require very fast scanning, and real-time signal pro-
cessing.  There is currently no DSA system in development that makes exclusive 
use of LADAR or LIDAR; however, its ability to augment other systems is being 
explored (UAVM, 2009).

Radar.  Radar (radio detection and ranging) systems have been used to detect 
aircraft since the 1940’s.  Like LADAR, which was derived from radar principles, 
Radar is an active system that sends strong pulses of energy and analyzes the 
returned signal.  Two locations of interest in the radar area of the spectrum are at 
35 and 94 GHz.  The need for large external apertures makes radar systems dif-
ficult to implement on small vehicles, and propeller-driven aircraft have a difficult 
time dealing with the interference issues that the propeller and engine can cause.  
Pusher propeller configurations allow for the installation of radar in the nose, but 
the size, weight, and power requirements make them currently unfeasible.  Unlike 
the previously discussed technologies, some radar system has been developed 
and evaluated for DSA on UASs.  Flight Safety Technologies is preparing to field 
a UAV version of its UNIversal Collision Obviation and reduced Near-miss (UNI-
CORNTM) system (Flight Safety Technologies, 2009), and there are reports that 
both Northrop Grumman and General Atomics are working on radar-based colli-
sion avoidance systems built specifically for installation on UAVs (UAVM, 2009).  
According to a Sandia National Laboratories press release, they believe that they 
are near the creation of a synthetic aperture radar that will have an effective range 
of over 7 NM and weigh less than 20 pounds (Sandia National Laboratories, 2004).  
Currently, the most mature system is the OASys (Obstacle Awareness System) 
radar installed on UAVs built by Scaled Composites, LLC (Wolfe, 2004).  Design-
ers set a range objective requirement of 6 NM.  Initial NASA tests found the sys-
tem was capable of detection ranges between 2.5 to 6.5 nautical miles, but there 
were some complete misses.  Based on NASA´s flight test results, listed in Table 
4, this system comes close to meeting all necessary performance requirements 
as stated.  Regarding physical characteristics, the total weight is about 55 pounds 
and the externally mounted antenna is 16”x16”x22” (Wolfe, 2004).  

Table 4

Evaluation of OASys Radar for DSA

Parameter System Performance Notes

Time to Collision based on: 
 -- Detection Range & 
 -- Revisit Rate

2.5 –6.5 NM
150 °/sec Generally sufficient for UAVs
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Resolution 1.7 mrad (0.097°) Sufficient to achieve tracking 
within warning time requirement

Tracking Accuracy Range:  <5 m
Sufficient to achieve tracking at 
required range including worst-
case scenario ambiguities.

Field of Regard 

Typical: AZ: +/- 30°, 
EL: +/- 11°
Max: AZ: +/- 90°, 
EL: +25° & - 85°

Less than the ICAO 
requiremnet. 

Other Altitude limitation of 
20k´ Problem for most UAVs

  The sensor is just the first decision, but it influences the allocation of the other 
steps of automation.  Tasks allocated for manual execution must be done remotely, 
but tasks allocated for automation must then be studied for the allocation of being 
performed onboard vs. on the ground.  At this time, not fully automated onboard 
DSA has been fielded, even in prototype.  Though such a capability would have 
many advantages over less independent alternatives, the numerous technical and 
regulatory challenges of such a system mean that it is not likely to be an option for 
many years. 

We re-examined the decision timeline in light of a UAS scenario with a hu-
man operator acting as the manual controller.  This is shown in Figure 4 and is 
analogous to the piloted aircraft but with added delay due to transmission.  This 
transmission delay must be added to the total time twice, once for the alert and 
once for the control message.  This transmission time delay consists of a propaga-
tion component and a relay processing component.  Propagation time is the result 
of transmission range divided by the speed of light.  This results in a time delay 
of 6.18 µsec per nautical mile.  For this UAS analysis, one-way propagation time 
was estimated at 0.9 s, and relay processing of the message is assumed to be 
negligible.  Attempting to satisfy the DSA function in this way results in a necessary 
detection range that is significantly farther than any proposed system expects to 
ever achieve.  Thus, it is deemed infeasible.

Figure 4.  Time to React to a Collision Threat, Remotely Piloted
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The previous conclusions guide the search for a feasible solution toward a 
supervisory controller option.  We re-examined the decision timeline in light of a 
UAS scenario that uses both onboard collision prediction software and remote hu-
man interaction.  Such software has been developed and tested (Chamlou, Love, 
& Moody, 2008), and the human-in-the-loop fulfills regulatory requirements.  As 
shown in Figure 5, this yields a necessary warning time that is more achievable.  
Based on these values, the UAS requirements for DSA are listed in Table 5.

Using equation 5, we see that an automated system with a revisit rate of 1 Hz 
could provide the necessary alert time to an operator if it had a detection range 
of 2.0 NM.  This is within the predicted performance of at least one sensor under 
development.

Figure 5.  Time to React to a Collision Threat, Remotely Piloted

Table 5

DSA Necessary Performance of UAS Automation

Parameter Required Performance Source/Notes

Time to Collision 
Warning

Unlimited 14.2 sec

Speed limited 12.2 sec

Sufficient for a safe miss distance 
(>500’) below 10,000 ‘.
Value is for head-on traffic.  Less 
for off angle traffic. 

Detection Range & 
Revisit Rate

Minimum to achieve time 
requirements above:

Unlimited 2.0 NM

Speed limited 1.4 NM

Sufficient to achieve tracking 
within warning time requirement.

Resolution --
Sufficient to achieve tracking at 
required range including worst 
case scenario ambiguities.

Evaluation of Collision Avoidance Technologies
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Field of Regard +/-110° Azimuth
+/-30° Elevation

Required performance: Those 
dictated in the ICAO “Right of 
Way rules”.
Desired performance:  Total 
spherical area. 

Traffic Volume > 10 Busiest airspace densities for 
UAV operation

Note: the speed-limited category provides for a more easily attainable requirement.  Time 
includes transmission, reaction, maneuver, and propagation time.

Automation Selection

A comparison of the human and automatic requirements is made in Figure 
6.  The necessary warning times are plotted on the ordinate axis and the corre-
sponding necessary detection ranges are plotted on the abscissa axis.  The lines 
radiating from the origin are reference speed lines (Vc=200, 300, 400, and 500 kts 
respectively).  Because the piloted aircraft equivalent level of safety is insufficient, 
UASs will ultimately have to gain certification by ICAO’s alternative method, evalu-
ation of system risks against a threshold.  This method requires the advocating 
party to quantify the system performance and compare against an approved risk 
level (ICAO, 2001).

Figure 6.  Human and Automated Detection Range and Time to Collision

Based on the automation analysis above, and after an examination of the 
available sensor technology, there are currently no solutions for small UAVs that 
are fully satisfactory; however, the use of a combined visual and LADAR system 
holds great promise for the future.  Those UAVs will require some off board track-
ing and active deconfliction system, which means they will be limited in flexibility 
and dependent on another system.  For larger UAVs that can handle the large 
expense and weight, onboard radar and conflict detection software is the best 
available option.  
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Conclusion 

The method presented in this report is independent of the technology reviewed 
and can be used to perform quantitative function allocation between humans and 
computers.  The results for the method, as applied to DSA in a UAS, show how 
automation analysis can be improved.  In this particular application, the available 
technology makes for a difficult selection.  The method made the choice clear and 
objective, and as these technologies mature, the analysis is easily updated to ex-
amine if the conclusions remain valid.
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Abstract

From May 2008 to May 2009, over one hundred students trained at Middle 
Tennessee State University for the Commercial Pilot Certificate. Twenty-four of 
these students became participants in a study conducted during their routine 
Strand Checks within the syllabus. Data and observations from those checks were 
incorporated into an action research project. One individual acted as both Part 
141 Check Instructor and research observer. The Commercial Pilot syllabus that 
was in use during the time of these observations utilized a scenario-based training 
methodology. There were four overarching research questions for the project. 1) 
What is the effectiveness of the scenario-based method? 2) What is the effective-
ness of Learner Centered Grading? 3) Can some ‘best practices’ be discovered? 
and 4) Can recommendations be made that would guide other flight instructors 
and examiners as they conduct scenario-based evaluations? The project yielded 
several discoveries that helped answer the research questions and produced a 
set of “best practices” to be used by instructors and examiners when they utilize 
scenario-based methods in their teaching and testing.
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Evaluating Pilots Using A Scenario-Based Methodology

In early 2007, the researcher was tasked by the Federal Aviation Administra-
tion (FAA) Center of Excellence for General Aviation Research (CGAR) to write 
an FAA Industry Training Standards (FITS) generic commercial pilot syllabus. The 
syllabus was completed and accepted by FITS in the summer of 2007 and made 
available to the public on the FAA website. Middle Tennessee State University 
(MTSU) took this generic syllabus and made the minor changes necessary to sub-
mit the syllabus as an addition to the existing Training Course Outline. FAR Part 
141.57 Special Curricula allows flight schools or individuals to submit alternate 
syllabi, and if the FAA determines that the alternate syllabus has an equal or more 
rigorous standard, the FAA can approve its use. In January of 2008, the Nashville 
FSDO approved the syllabus – making the MTSU Commercial Pilot curriculum the 
first in the country that was both FAA approved and FITS accepted. Students in the 
MTSU Professional Pilot program began using the syllabus for Commercial Pilot 
certification starting in the spring 2008 semester. By the fall of 2008, thirty-three 
students had completed the course and 88% of them had passed the Commercial 
Pilot Practical test on their first attempt. Students who had completed FITS training 
using a combined Private Certificate and Instrument rating curriculum completed 
the Commercial Pilot course with an average of 155.2 flight hours. Students who 
had no prior FITS training experience before beginning the FITS Commercial Pilot 
course had an average flight time when they became Commercial Pilots of 217.4 
hours. (Craig, Beckman, Callender, Gossett, & Dornan, 2009).

The syllabus utilized the three tenets of FITS: scenario-based instruction, 
learner centered grading, and single pilot resource management. These three te-
nets together form a teaching strategy that increases a pilot’s ability to manage 
risk (Summers, Ayers, Connolly, Robertson, 2007). The syllabus is also compe-
tency-based, which means it has no minimum flight times. The syllabus has three 
“strand” checks incorporated into the training. The strand check is an evaluation 
flight of the pilot-in-training by a flight instructor that meets the FAA requirements 
as a check instructor and who is not already the pilot’s primary instructor. The three 
training strands that culminate in a strand check are: the Commercial VFR strand, 
the Commercial IFR strand, and the Commercial Complex strand. Starting with 
the first semester that the syllabus was in use, the researcher began administer-
ing some of the commercial pilot strand checks to the students. The researcher 
became an active and first-hand observer of the effectiveness of the syllabus.  All 
the students in the study were selected for a strand check with the researcher at 
random from the general population of students in the Commercial Pilot syllabus 
between May 2008 and May 2009.

Methodology

 The project was an action research process. The project’s methodology 
was approved by the university’s Institutional Review Board. Action research is a 
specific branch of research that involves practitioners observing the environment 
that they are in, gathering data, analyzing that data, and then drawing conclu-
sions and making recommendations to improve practice. Action research is typi-
cally conducted by teachers for teachers and focuses on problems, issues, or 
concerns present in the practicing environment (D.V. Craig, 2009). One of the re-
search goals is to pass on information from one teacher/flight instructor to another 
that would improve overall flight training. The problem or issue at hand was how to 
incorporate scenario-based methods into traditional flight training to improve pilot 
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decision-making while retaining excellent ‘stick and rudder’ skills. Since improv-
ing the practice of flight instruction and simultaneously dealing with the scenario 
training was the goal, the action research approach was the most appropriate 
method. 

The researcher played two roles during the strand checks, that of pilot evalu-
ator and action researcher. The researcher became the researcher-as-instrument 
in a field-intensive process. A field-intensive process is one that requires the re-
searcher to take an active part in the environment being studied. The researcher is 
expected to be a participant observer as well as the researcher-as-instrument in-
volved in the research process. A participant observer is a person who takes part in 
all activities in the environment being studied and interacts naturally with subjects 
in the environment. A researcher-as-instrument is able to rely on expertise, draw 
on experience, and use research skills in an unbiased manner in tasks such as 
conducting interviews and recording notes during observations (D.V. Craig, 2009). 
As a check instructor, the researcher both administered strand checks and evalu-
ated pilot performance. 

The twenty-four strand checks, with twenty-four different students, were treat-
ed as individual case studies. Case study research is a qualitative research ap-
proach in which researchers focus on a unit of study known as a bounded system. 
The ‘bounded’ system in this project included the individual flights and post-flight 
briefings conducted with each student. A case study researcher collects descrip-
tive narrative and visual data to answer “how,” “what” and “why” questions (Gay, 
Mills, Airasian, 2009). The case study method fit for this project because the re-
search questions were open-ended what and why-type questions.  

Research Questions

The data collection and analysis attempted to answer four overarching re-
search questions. 1) What is the effectiveness of the scenario-based method with 
regard to pilot decision making? 2) What is the effectiveness of Learner Centered 
Grading? 3) Can some best practices with regard to administering scenario-based 
evaluations be discovered? and 4) Can recommendations be made that would 
guide other flight instructors and examiners as they conduct scenario-based evalu-
ations?

During and immediately after each strand check, notes on the events of the 
flight and quotations from the students were recorded. The student’s flight instruc-
tors were interviewed and photographs were taken where appropriate of the ac-
tions of students within the scenarios that were presented with each flight. After 
each flight, a post-flight briefing ranging from 45 minutes to an hour and a half 
was conducted. During the post-flight briefing the student and the researcher each 
filled out separate Learner Centered Grading (LCG) sheets that were unique for 
that lesson. These sheets became artifacts of the study. The comments from stu-
dents and instructors recorded in a field journal, the written instructor LCG sheets, 
the written student LCG sheets, and in-flight observations of pilot performance 
provided the qualitative data for the study.

Using multiple forms of data, known as triangulation, is essential to a reliable 
qualitative study. Triangulation is the process of using multiple methods, data col-
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 Written LCG 
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Field notes
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Emerging Themes, Coding, Categories

Figure 1. Multiple data sources led to the discovery of emerging themes

Coding

One of the most frequent data analysis activities undertaken by qualitative 
researchers is coding. This is the process of categorically marking or referenc-
ing units of text (data) with codes and labels as a way to indicate patterns and 
meanings. (Gay, et al, 2009). It took over a year to collect the data, but evaluation 
of the data was ongoing. Unlike a quantitative research method that might use 
parametric data, this qualitative method used narratives, field notes, quotations, 
training records, and LCG sheets to understand what was going on and to answer 
the overarching research questions. Once the data has been collected it must be 
organized so that some sense of it can be made. The following matrix was used to 
organize and categorize the data (Table 1).

The first step in organizing the data is to re-read the data and determine if 
any patterns or themes start to emerge. The goal of the initial step is to identify 
a large array of potentially important experiences, ideas, concepts, themes, etc., 
in the data, (Maykut & Morehouse, 1994). The first step in qualitative analysis is 
discovery. Within the data, the researcher looks for recurring words, phrases, and 
topics? Are there patterns in common between each case study? If patterns or 

lection strategies, and data sources to obtain a more complete picture of what is 
being studied and to cross-check information. The strength of qualitative research 
lies in collecting information in many ways, rather than relying solely on one (Gay, 
et al, 2009).

Evaluating Pilots using Scenarios
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themes are established, they are set as coding categories. In the categorizing and 
coding process the researcher seeks to develop a set of categories that provide 
a ‘reasonable’ reconstruction of the data that has been collected (Maykut & More-
house, 1994). 

Table 1 

Overarching Questions / Data Matrix

Overarching Question Data Set Data Set Data Set

1. What is the effectiveness 
of the scenario-based 
method

Written LCG 
sheets from 
Students & 
Instructors

Field notes 
from Students 
and Instructors

In-Flight 
Observations

2. What is the effectiveness 
of Learner Centered 
Grading?

3. Can some ‘best practices’ 
be discovered?

4. Can recommendations 
be made that would guide 
other flight instructors and 
examiners as they conduct 
scenario-based evaluations?

Discoveries and Coding Categories

Through an exhaustive review of the data in all its forms several themes did 
emerge in this research. Several features were commonly seen among many of 
the individual case study flights, interviews and LCG sheets. Following the proce-
dure promoted by Gay, Mills and Airasian (2009) the emerging categories were 
labeled or named. The categories identified were: 1) The need for inside and out-
side the lesson scenarios, 2) Tentative Decision-Makers, 3) the skeptics, and 4) 
The need to use LCG sheets as a teaching tool. 

Inside and Outside the Lesson Scenarios

Each case study flight employed an inside and an outside the lesson scenario 
strategy. A debate has been active among flight instructors in the past several 
years as to what is really meant by scenario-based training and why is it differ-
ent than flight training that has gone on for decades. One of the findings of this 
study is that the difference lies in the definition of what is an inside scenario and 
an outside scenario. The researcher operationally defined an inside scenario as a 
situation that the flight instructor presents to the student while inside or during the 
flight lesson. An example would be a flight where a student is navigating to airport 
A. Along the way the flight instructor says that the weather at airport A has dete-
riorated and asks the student to react to this new situation. Typically the student 
will divert and navigate to airport B. The instructor evaluates the student’s ability 
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to plot a new course, calculate available fuel, and execute the revised course of 
action to airport B. This type of scenario training has been employed in flight train-
ing for years, and good flight instructors use this method routinely. But there are 
elements of this situation that are not realistic. An inside scenario never states the 
reason why the pilot wanted to go to airport A in the first place other than it is for a 
training flight. An inside scenario does not consider the consequences of the diver-
sion. If the airplane never arrives at airport A, what problems would that cause? If 
the student believes that the flight’s purpose is for training only, then there are no 
negative consequences, and in fact diverting to airport B is considered a positive 
outcome.  If an instructor uses an outside scenario then these issues are resolved 
and the pilot will face real-world decisions as opposed to training-world decisions. 
The researcher defined an outside scenario as a mission or purpose for the flight 
that is stated before the flight ever begins and continues after the flight is complet-
ed – the scenario takes place outside the actual time of the flight. In all 24 cases in 
this study, the students received an email at least 24 hours before the scheduled 
flight. The email described the purpose of the flight, the time constraints involved, 
the role that the researcher would play in the scenario and the consequences for 
failing to complete the mission. 

Sample email: 

Hello XXXX, 

You might remember that several weeks ago a holding pond dam broke 
at a coal burning plant in east Tennessee. It was all in the news because 
when the dam broke it released some ash and sludge into the Tennes-
see River. This caused contamination and a health risk of those who 
live nearby (see attachment). Now another holding pond, located near 
McMinnville, Tennessee may have problems. An investigative reporter 
for the newspaper in McMinnville has hired you to fly over the pond so he 
can take photos for his news story. The story is set to run in Saturday’s 
paper, so this must take place on Friday. We will pick up the reporter at 
the Warren County Airport by no later than 11:15 on Friday morning and 
then fly him over the lake. I will play the role of the newspaper photogra-
pher at that point. The lake is located at 35 degrees 36’ by 85 degrees 
52’. On this flight you will be a commercial pilot receiving compensation 
for the flight, but you do not work for a Part 135 company – its strictly a 
Part 91 and 119 flight, so review those regulations carefully. I will meet 
you at the airport Friday a little before 10:30, so go ahead and schedule 
an airplane. See you then! 

The email had all the elements to create an outside scenario. It had a specific 
purpose or reason to make the flight: aerial photography for a local newspaper. It 
had time constraints: a time that the photographer must be picked up at the airport. 
It defined the role of the observer/instructor: the researcher would be the photogra-
pher after we landed at the McMinnville airport. And it had consequences: failure to 
complete the mission would mean that the newspaper would not have the photos 
they needed and that would probably mean the newspaper would never call that 
pilot for another job. The attachment to this email had a copy of a newspaper story 
about the actual ash spill and a photo of a house damaged when the dam broke. A 
screen shot from Goggle Earth of the pond that we were going to photograph was 
also attached. A camera was taken on the strand check and after the student found 
the correct pond using a combination of GPS and pilotage, the researcher, play-

Evaluating Pilots using Scenarios



161The International Journal of Applied Aviation Studies

ing the role of photographer, and took many photos of the pond from the air. The 
student was asked if the airplane could get lower for a better shot. The student was 
also asked to move the wing out of the way to get a better shot. The researcher 
was attempting to lure the pilot into going too low and/or abruptly yawing the air-
plane – the student ultimately, and wisely, overruled the researcher’s request. In 
fact, the student was actually performing a traditional turn-around-a-point maneu-
ver, but the maneuver was placed in a realistic context and the researcher never 
mentioned the maneuver by name. On the return leg of the flight, an inside sce-
nario was introduced. The student was told that the throttle cable had come loose 
or had broken and he would not be able to adjust the throttle for the remainder of 
the flight. One recommendation that came from this research project is that flight 
instructors should use both an inside and outside scenario for scenario-based les-
sons. Instructors should introduce inside scenarios within the larger context of an 
outside scenario.  

Tentative Decision-Makers

A second overriding theme that was observed on many flights was a tentative 
nature toward assuming PIC responsibilities on the part of the pilot being tested. 
The scenarios that were used in the strand checks all placed the pilot in the role as 
sole decision-maker on the flight but many were uncomfortable in that role. At the 
start of each flight, it was explained to the pilot that the researcher was merely going 
to be an observer and that they were completely in charge of the flight. It became 
clear that in their past training experiences, many of these students had relied 
heavily on their flight instructor for decision-making and for confirmations of their 
decisions. When the person in the role of advice-giver and instructor was removed, 
many of the pilots were unsure of themselves in various situations. Many of the 
pilots were non-assertive in their decision making. They often hesitated when a de-
cision was at hand. Eventually many made a competent decision, but they sought 
confirmation that their decision was correct. They would often make statements, 
but end with a question in their voice. Instead of saying, “We are going to divert 
to Shelbyville,” they would instead say “I think we should divert to Shelbyville?”. 
(participant observation) This was an unspoken request for confirmation that the 
decision was acceptable to the observer. In this way they were treating the check 
instructor/observer like their flight instructor. There was no doubt in these cases 
that previous instructors had either accidentally or purposefully supported or con-
firmed their past decisions to the point that they had been over instructed. In some 
cases the pilot, facing an imminent decision, would make no decision at all, for fear 
of making the wrong decision in front of the observer. It was very difficult for some 
pilots to break out of their shell and truly act as pilot in command. On one occasion 
the pilot was approaching an uncontrolled airport VFR. There were multiple aircraft 
in the pattern and others approaching the airport. In addition, there was an aircraft 
conducting a practice IFR approach to the same airport. As the student got closer 
to the airport it became clear that to avoid the traffic he could not enter the pattern 
directly. The pilot in training recognized the conflict but did not immediately react. 
Several tense moments passed as the situation became more precarious. Finally 
the pilot said, “If this were me, I would swing out wide and reenter the pattern” (par-
ticipant observation). To the researcher this was a very interesting comment. The 
pilot was actually in flight and confronted with an actual conflict. A decision needed 
to be made, so why didn’t he already think that this was about him? The pilot knew 
what to do, but became unsure of himself and unable to act on his own decisions 
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with conviction. He was more worried about what the observer would think of his 
decision than becoming assertive with his own decision. 

For some of the pilots, scenario-based training was awkward or uncomfortable 
at first. The reason given by students for this was that scenario-based training was 
just different from what they had experienced previously. Consequently a spin-off 
research question arose: would continued exposure to scenario-based training re-
duced this awkwardness? When interviewed, the students and instructors related 
that students do become more comfortable with the use of scenarios when they 
become comfortable with what to expect. Instructors report that repeatedly placing 
students in decision situations with the expectation that they make decisions on 
their own eventually increased the pilot’s confidence level with their decisions and 
lowered the awkwardness with the method that some initially felt. 

The Skeptics

A few pilots on these strand checks did not fully respect or buy-in to the sce-
nario as a real situation. They were skeptical of the scenario and the degree to 
which the scenario would be used. The research strategy was always to follow 
through on the scenario to its logical conclusion. But many of the pilots on these 
strand checks found it difficult to step out of the role of trainee and into the role of a 
true pilot in command. For example: The set-up for one scenario flight was that we 
were going to fly to another airport and drop off a company executive. The day be-
fore the flight, the pilot received an email. The email told the pilot where we would 
be taking the executive, told him the observer’s weight, and the student was asked 
to calculate how much the back-seat passenger could weigh if the airplane was to 
remain under the maximum takeoff weight. On the day of the flight the pilot told the 
researcher exactly how much the passenger could weigh. But there was no actual 
person riding along in the back seat. The company executive was make-believe. 
When the flight arrived at the airport where the executive was to be dropped off, the 
pilot asked, “Do you want me to make a full-stop (landing)?” the researcher replied, 
“How will the passenger get out if we don’t stop?” (participant observation) The 
pilot had not completely bought in to the scenario, but it wasn’t all the fault of the 
pilot. The flight only had a make-believe passenger, so it was reasonable for the 
pilot to do a make-believe landing. The discovery that most pilots do not have total 
buy-in to the scenario pushed the researcher to improve the scenarios, attempting 
to make them even more real. Later, non-pilot colleague was asked to ride along 
in the back seat of a strand check. In that situation the passenger was not a make-
believe passenger but an actual person who had a real reason to travel to another 
airport. That scenario had much greater buy-in on the pilot’s part because there 
was a real person sitting in the back seat. Through interviews with students and 
instructors, it was learned that the lack of scenario buy-in was a product of two fac-
tors. First, many of the pilot’s own flight instructors themselves learned to fly prior 
to the era of scenario-based training. For the most part, these were young and 
low-time instructors who did not have a wealth of experiences to draw scenarios 
from. Some instructors admitted that they began a lesson with a scenario but did 
not carry it through the entire flight. Sometimes they would revert back to how they 
were trained and do some maneuvers without any scenario context just to fill in the 
remainder of the time allotted for the flight.  Second, some of the instructors did not 
have a high scenario buy-in themselves and this had biased their students. The 
instructors would set up a scenario for a flight, but at some point during the flight, 
the scenario would conclude and the lesson was continued in a traditional way. 

Evaluating Pilots using Scenarios
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This meant that the pilot-in-training had to act as the sole decision-maker some 
of the time, but switched roles in mid-flight to that of a trainee at other times. This 
made the scenario seem false to the pilot and lowered the buy-in. 

Training of instructors in the use of a scenario-based training method must be 
an on going effort. Most pilots and instructors gained a high scenario buy-in from 
the beginning and understood the strategy of using scenarios. But the quality of 
the scenario set-up was a factor in the level of buy-in. Greater scenario realism 
yielded greater buy-in. Greater buy-in yielded greater training benefits. 

Learner Centered Grading as Teaching Tool

One of the tenets of the FITS method is student involvement in the learning 
process. Previous research has demonstrated that the feedback/debriefing por-
tion of scenario based training is crucial, as it plays a significant role in the effect 
of the scenario based training episode on performance (Blickensderfer, 2007). To 
that end, each lesson of the syllabus has a separate LCG sheet. This sheet is a 
one-page list of the major elements or tasks of the lesson with a range of boxes to 
check. The boxes correspond to how well or how poorly the pilot did on each ele-
ment. At the conclusion of each strand check, little or no feedback was given to the 
student immediately after the flight because the researcher did not want to influ-
ence what the student thought of their performance. Instead, the student tied down 
the airplane, gathered up bags, headsets, and tach cards without any discussion 
of the flight. Once back in the office, the student was given a copy of that lesson’s 
LCG sheet and was asked to fill it out. The researcher made a separate evaluation 
using a second copy of the same LCG sheet. After completing both sheets a com-
parison of the evaluations was conducted. At first the LCG sheets were seen by 
instructors and students alike as more unwanted paperwork. The instructors were 
already required to fill out and sign the student’s logbook, the Part 141 required 
forms, a daily activity report on the student and the forms for the business office. 
The LCG sheets were seen as a burden of paperwork and some instructors chose 
not to use them. A few of the pilots tested had never before seen the LCG sheet 
and did not know how to score it. Some instructors balked because they reported 
that the grading sheet took too long to fill out, but the researcher completed an 
LCG sheet and asked the pilot to do the same on each one of the strand checks 
conducted in the project. The longest time interval recorded during the study to 
fill out the LCG sheet was four minutes. Eventually many instructors began to 
realize that, used properly, the LCG sheets were not additional paperwork but a 
post-flight debriefing tool. All the instructors interviewed said that they always con-
ducted post flight evaluations with each student. Once instructors began viewing 
the LCG sheets as a debriefing tool, resistance to its use diminished. When the 
student’s and instructor’s LCG sheet are compared, it is clear at a glance where 
differences of opinion are located. Differences in grading become instant discus-
sion points. More often than not, when there was a difference between what the 
student thought and what the instructor thought, the student had graded them-
selves more strictly than the instructor. These instant discussion points help target 
the instructor’s post-flight debriefing to where the discussion was needed most and 
made students more apart of the learning process. Instead of being told they did 
particular items incorrectly by their instructor, the LCG sheets helped the student 
take some responsibility for their own progress. One of the study’s research ques-
tions was, what is the effectiveness of LCG sheets?  It was discovered that when 
instructors use the LCG sheets as a method to enhance post-flight debriefings, 
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rather than viewing it as unnecessary paperwork, students do become more in-
volved and take more ownership of their own training. Used as intended, the LCG 
sheets are an effective learning tool.

Findings and Recommendations

The purpose of the action research process is to ultimately improve practice. 
In this study, the practice is the teaching and evaluation of pilots using a scenario-
based methodology. To that end, two of the research questions targeted improve-
ments in this area.  Can some best practices with regard to administering sce-
nario-based evaluations be discovered? And can recommendations be made that 
would guide other flight instructors and examiners as they conduct scenario-based 
evaluations? After an evaluation using data collection triangulation, and after an 
analysis of that data using coding of themes, the research concludes that a set of 
‘best practices’ can be established and several recommendations can be made. 

It became clear that the more realistic the scenario was the more challenged 
the pilot became. Real-world scenarios require higher-level thinking and problem 
solving skills. Consequently, the more realistic the scenario becomes the greater 
level of buy-in the pilot will have. If a pilot, who undertakes scenario-based flight 
training, possesses a high level of scenario buy-in, they will gain more confidence 
in their decision-making because of exposure to the scenario. Therefore, the suc-
cess of this teaching strategy depends on how real the scenarios are made to 
seem. When an element of make-believe enters the pilot’s mind, they are less 
likely to buy-in and therefore less likely to gain a benefit in the form of higher-level 
thinking and decision making skills. The primary benefit of scenario-based training 
is to teach the pilot to become a safe, consistent and assertive decision maker. 

During the stand checks that were administered, many different outside sce-
narios were used that were each designed to increase the realism of the scenario. 
The following is a list of a few of the scenario set-ups used in this study: 

Flying to an NCAA basketball game. »

University recruiter travels to speak to area guidance counselors. »

Take a reporter from the student newspaper to an interview. »

Charter flight to drop off a company executive at a store’s grand opening. »

Pick up a Compact Disk and deliver it to Music Row. »

Fly the head football coach on a recruiting trip. »

Guest speaking at a science fair. »

Fly to a rock music festival. »

Deliver a legal deposition to the courthouse in a neighboring county. »

Pilot flies to speak at the Career Day at a high school across the state. »

Pick up a student at a distant airport and fly her back for a summer camp. »

Deliver a construction company’s proposal to a bid opening. »

Evaluating Pilots using Scenarios
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Pick up aircraft parts at another airport and bring them back to be in- »
stalled.

Aid tornado victims by flying in parts for the electric company. »

Environmental aerial photography mission. »

Retrieve a computer that was repaired after its hard drive crashed. »

American Red Cross blood drive delivery.    »

These evaluation flights produced qualitative data in several forms. Observa-
tions of flight performance/decision-making by the researcher were recorded on 
the instructor’s Learner Centered Grading sheet. Student comments were record-
ed in the form of field notes by the researcher. Instructor comments were recorded 
in the form of field notes by the researcher and LCG sheets recorded by the stu-
dent. Based on the data collected in these ways the researcher can recommend 
the following as ‘best practices’ for the teaching and evaluating of pilots using the 
scenario-based methodology.

1. Use props. 
Realism is increased when tangible objects are used with the scenario 

whenever practical. One example scenario set-up was a mission to pick up air-
craft parts from an FBO at airport that was 35 miles away. Before meeting with 
the pilot for the flight, the researcher stopped at the school’s maintenance facil-
ity and asked the Director of Maintenance if he had any shipments that day that 
he didn’t need for several hours. He provided a box that had the shipping label 
still on it and actual aircraft parts inside. The box was hidden from the student 
by placing it inside a back pack. The back pack was carried in the airplane dur-
ing the strand check. When the pilot arrived at the destination airport, the box 
was pulled from the back pack. The pilot then had an actual package to deliver. 
Upon the return home the pilot carried the package to the maintenance staff and 
made the delivery.

Other props that were used include a Compact Disk, a camera, an actual 
deposition in a legal case, newspaper articles, an igloo cooler marked Blood 
Donation, and photos. Sometimes the props are actual people, as in the case 
of a university recruiter who rode in the back seat of the airplane and deliv-
ered promotional material to a guidance counselor in another city. There were 
times when the researcher was the prop. In those cases the pilot-in-training was 
told that the researcher would play a particular role and to treat the researcher 
just as they would an actual passenger. Throughout the project the researcher 
played the role of surgeon, attorney, real estate developer, newspaper photog-
rapher, store owner, contractor, and football coach. On one occasion, the pilot 
taking the strand check was himself used as a prop. The scenario set-up called 
for the pilot to fly back to his hometown so he could speak at a high school sci-
ence fair. After arriving at the destination airport, the researcher went into the 
FBO and asked everyone who happened to be in the lobby to come outside and 
hear the pilot give a talk regarding how airplanes fly. Soon the pilot was using 
the airplane as the teaching tool for about half a dozen impromptu science fair 
students. Flight instructors are already very creative people, so the researcher 
recommends that innovative props be used in scenario training. 
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2. Use current events
The realism is increased if the scenarios are not repeated time and time 

again. To assist in keeping the scenarios new and real, build the scenarios 
around local current events. This will provide a steady stream of new ideas. Dur-
ing the year of the project many local events took place that were easily adapted 
into scenarios for pilot training. In April, a tornado touched down just north of 
the airport and many homes were damaged or destroyed. Electric power was 
cut off for much of the county for several days. A scenario flight a few days after 
the tornado was designed to fly to a neighboring country to pick up electrical 
components to assist in restoring power to the area. A box with the city’s electric 
company logo on it became the package to be delivered. The MTSU women’s 
basketball team earned a berth in the NCAA tournament and that event was 
used to set up a scenario. In that case the pilot was asked to fly the radio broad-
casters to the game. Each summer there is a major rock music festival in the 
state called Bonnaroo. A scenario was created to fly a reporter to a pre-concert 
news conference. The researcher posed as a reporter for Rolling Stone maga-
zine complete with a Bonnaroo ID badge. On the actual flight the pilot had to 
follow a business jet to the runway. Once on the ground the student parked next 
to the jet and coincidently saw the rock band AC/DC get off the jet on their way 
to perform. Playing the role to the fullest extent, the researcher went over and 
asked the band members some questions as an actual reporter. This added a 
level of true realism to the scenario that could not have been anticipated, but 
sometimes scenarios work out to be extremely real. 

The syllabus used by the university does have some built-in scenarios, but 
it was discovered that the ready-made scenarios are enhanced by using current 
events. An example of this is the final end-of-course complex airplane strand 
check. That lesson has a built-in scenario that is based around a job interview 
for the pilot. In the scenario the pilot who is taking the end-of-course test must fly 
with a company check airman in order to get a charter pilot job. The researcher 
posed as the check airman for the flight, but added other elements to this ready-
made scenario. The additional elements added indicated that economic times 
are tough for the company, so the check airman decided to combine the job 
interview flight with a charter flight. The charter flight customer was a college 
student from the Journalism Department who needed to do a video interview 
for YouTube. Taking the customer somewhere is not only a scenario opportunity 
but also an opportunity for the instructor to discuss Part 135 operations.

3. Set Time Limits and Deadlines
In every scenario, real-world time limitations and deadlines should be set. 

Time pressures have a great impact on the quality of pilot decision making. 
Unfortunately, in much of flight training, pilots are not exposed to time pres-
sures and therefore do not react well when they experience a time crunch. An 
advantage of scenario training is that instructors can place students under pres-
sure and this helps the student prepare for the day when they actually face 
this pressure. A tight schedule was included with every scenario set-up. If the 
scenario called for the pilot to deliver a passenger to a certain location, then 
the passenger also had a strict deadline time by which they needed to arrive. 
Basketball games start at a certain time, contracts must be delivered before 
a specific bid opening time, blood donations must arrive in a timely manner, 
reporters have publication deadlines to meet – all these are examples of time 
sensitive scenarios. In these cases, if the flight cannot be completed on an ex-
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act schedule, then there is no need to take the flight at all. Putting the student 
in these time-crucial situations increases the realism and helps them transition 
from trainee pilot to professional pilot. On one strand check an actual passenger 
came along on the flight who, in fact, used the flight to make a delivery. He ar-
ranged for someone to come out to the destination airport on their lunch hour to 
pick up an envelope. This was an IFR strand check so before takeoff the pilot 
was told that even though the weather was actually clear he should assume a 
ceiling in the area of 1,000 feet. Anytime the airplane was above 1,000 AGL, he 
would use a view-limiting device and anytime below 1,000 AGL he would take 
off the device. The pilot elected not to pick up the IFR clearance on the ground 
and consequently had problems making contact with ATC in the air below 1,000 
AGL. The pilot actually had to fly the wrong way in order to achieve radio recep-
tion and this put the flight well off schedule. The non-pilot back seat passenger 
(without any prompting) asked the pilot several times if the flight would be on 
time. This placed additional, real-world pressure on the pilot that did affect his 
performance. One scenario in the syllabus simulates an on-demand charter 
flight where a customer calls in without any prior arrangement and needs to be 
taken immediately to another airport. The set-up could include a situation where 
the customer has a relative that has been in an accident. They must race to get 
to the relative as soon as is humanly possible. The customer calls to say they 
need an immediate flight, tells the destination, and is now driving to the airport to 
depart. In this situation the pilot has only a short time to safely plan the flight and 
prepare the airplane. The instructor tells the student that the customer will be 
arriving in 30 minutes and they must be ready to depart immediately when the 
customer arrives. The instructor must be prepared to cancel the flight if the stu-
dent can not be prepared in time. Canceling a flight because the pilot could not 
prepare quickly yet safely really drives home the realism. This type of imposed 
time pressures will increase the realism of the scenario and will challenge the 
student. Time pressures also will help the student see the difference between 
being a pilot-in-training and being a commercial pilot on-the-job.

4. Employ Consequences 
The true difference between the traditional use of scenarios in flight train-

ing and those used in this methodology are the implied consequences. In every 
scenario, there must be consequences for failing to complete the mission. In 
the typical inside the lesson diversion scenario, an instructor tells the student 
that the weather at their destination has deteriorated. The student understands 
this to be just a training exercise and they elect to divert to another airport or 
turn around. When the student does this there are no consequences associated 
with not arriving at the original destination. But what if the reason the pilot was 
flying to the original destination in the first place was to deliver a human kidney 
for transplant? If diverted, the kidney would not make it to the patient – facing 
the potential of the patient dying would be a huge consequence and in the real-
world the decision to divert or turn around would not be so easy. Many accidents 
have taken place because a pilot pressed ahead for fear of the consequences 
of failing the mission of the flight. This has been called get-there-itis or get-
home-itis by the FAA. In every scenario there must be an implied consequence. 
If a newspaper photographer cannot make his deadline because the pilot didn’t 
get the job done on time, then that newspaper will never call that charter com-
pany again. Pilots who lose business for their company are quickly out of a job. 
Holding the consequences over the pilot’s head will increase the tension and 
this increases the realism of the scenario. 
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5. Play the scenario all the way through.
To the extent possible, let the student fly through the scenario to its logical 

conclusion. Sometimes things do not work out as planned. When this happens 
the tendency is for the flight instructor to offer suggestions that will change the 
course of the lesson. Resist this temptation. Allow the pilot to live with the results 
of their own decision making – especially when the decision making has been 
faulty. A greater lesson is learned by the pilot when he or she can physically 
see the repercussions of their own actions. Of course, doing this sometimes 
feels like working without a net and can create airplane scheduling problems. 
At a busy flight school flight lessons don’t normally end when the learning has 
ended,  they end when the airplane is due back for another flight. But scenarios 
don’t have a fixed ending. However, with practice and when using a well thought 
out scenario the researcher discovered that it is possible to anticipate the length 
of the lesson very well.   

On one occasion a student stopped the researcher in the flight school building 
and asked if he might be available to conduct a strand check with him. The student 
had done poorly on his initial IFR strand check with another check instructor and 
needed to redo the evaluation flight. The researcher told the student that he would 
be available the next day and asked him to schedule an airplane for a two-hour 
block. The student said, “we won’t need that much time, because all we need to 
do is enter a holding pattern” (participant observation). The researcher told the 
student that scenarios really do not work that way and that when they flew, an 
entire scenario set-up would be used. The student did not like that answer. The 
researcher/instructor believed that without other distractions that the student could 
fly into a holding pattern properly. But could the student perform up to standards 
amidst additional complicating circumstances (scenario)? The student’s failure to 
pass the original strand check was not because he didn’t enter the holding pat-
tern properly – that was just a symptom of the larger problem. Scenario training 
goes farther than traditional training in this regard.  Scenarios can expose deeper 
student problems and point instructors to focus their training where it is needed 
most. 

Final Research Question

The most important of the research questions was: What is the effectiveness of 
the scenario-based method with regard to pilot decision making? The data collect-
ed throughout this study revealed that challenging pilots to apply textbook knowl-
edge to real-world situations is not something pilots do with ease. Logic would 
suggest that anytime one practices something, they get better at it. Likewise, when 
pilots routinely are placed in situations that demand decisions and made to inde-
pendently work through the problems, their decision making improves. The pilots 
on the strand checks tended to agree. When asked to respond to the statement: 
“After the FITS Commercial Pilot course, I am now more confident in my aeronauti-
cal decision making skills,” 95% of the students recorded that they either “agree” 
or “strongly agree.”  (Craig, et al 2009). To the open ended question: What did you 
like best about the scenario-based method? representative responses were:

“I enjoyed the scenario based lessons, as they helped me to realize what I  »
could do with my commercial license, as well as the responsibilities I would 
assume as a commercial pilot.”

Evaluating Pilots using Scenarios
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“The ‘missions’ made FITS a little more down to earth and gave a good  »
sense of things that commercial pilots may actually do.”

“I liked how the scenarios were based on realistic situations and simulated  »
real world pressure.”

”The real-life scenarios which were presented throughout each lesson  »
allowed the application of regulations and piloting skills which were be-
ing taught, giving me a better understanding of the material.” (Craig et al 
2009).

 Flight instructors also commented on various aspects of the scenario-
based syllabus. They believed that the flexibility of the syllabus saved their stu-
dents time and money. The instructors said they enjoyed teaching with scenarios 
but needed support and guidance to utilize the method. Several instructors said it 
was just more fun than traditional training. Many said that in their opinion scenario-
based instruction was even better suited for Commercial Pilot training over primary 
training because the students were applying what had already been taught (VFR 
flying, IFR flying, ATC communications, etc)

In conclusion, the combined qualitative data generated from this research 
(field notes from students and instructors, written instructor LCG sheets, written 
student LCG sheets, and in flight observations of pilot performance) tends to sup-
port the statement that scenario-based instruction, using real-world situations, 
does increase a pilot’s critical thinking skills and makes them more comfortable 
and assertive in decision making circumstances. The evidence indicates that the 
more realistic and believable the scenario is the greater the training benefit. 
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Abstract
 The debate over the effectiveness of computer-based software for instru-

ment training and proficiency has been ongoing since such software first became 
available.  While many studies on the efficacy of such devices have been and 
continue to be conducted, pilots are in large number utilizing such packages.  A 
nationwide survey was conducted to determine how the Microsoft Flight Simu-
lator (MSFS) software package is being used by pilots for both initial instrument 
training and for maintaining instrument proficiency.  Over 1,300 survey respon-
dents indicated that the skills of instrument approach procedures, holding patterns, 
basic attitude instrument flight, and enroute navigation are frequently practiced 
on MSFS and are found to be effective for both initial training and for maintaining 
proficiency.  In addition, over 85% of responding pilots indicated that they use 
MSFS to preview approaches at unfamiliar airports, and 88% of these pilots find 
the software package effective for this task.  These findings indicate that pilots 
have embraced MSFS as a useful training aid.
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Pilot Perspective on the Microsoft Flight Simulator 
for Instrument Training and Proficiency

The Microsoft Flight Simulator (MSFS) software series was first made available 
in 1980, and over the past 28 years there have been ten editions released (Grup-
ping, 2007).  In the early days of the software, both the graphics and processing 
capabilities of computers and the level of sophistication of the software resulted in 
the program not being able to portray flight in a very realistic manner.  This caused 
certificated pilots to view the software as solely a game, an entertaining and fun di-
version, but not something that could be used for training or proficiency purposes.  
However, in the last decade, both the software and the capabilities of relatively 
inexpensive computers have evolved to the point of being able to provide a fairly 
realistic flight experience.  This improvement has led to the use of the MSFS pack-
age by pilots both for training and proficiency purposes, even though the Federal 
Aviation Administration (FAA) does not allow the time spent using the package to 
be logged to meet instrument experience requirements.  In fact, the software is 
so popular among pilots, two books have been published detailing strategies and 
methods for using the MSFS package for training (Van West & Lane-Cummings, 
2007; Williams, 2006).

History of Positive Transfer in PCATD/BATD

Since the inception of computer-based training devices, a number of studies 
have been conducted to determine their effectiveness for both instrument profi-
ciency and initial instrument training.  The FAA, in 1993, termed these devices 
Personal Computer Aviation Training Devices (PCATD) and commissioned studies 
on their efficacy.  In preparing a 1999 report to Congress (Federal Aviation Admin-
istration, 1999) the FAA, “…reviewed about 700 studies and articles; analyzed 
and summarized the most relevant data-based literature; interviewed government, 
academic, and private sector flight instruction experts on the use of the devices” 
(p. 2).  The overall finding was that the transfer of training from PCATD to aircraft 
is largely positive, with some areas of training having higher levels of effectiveness 
than others.  Since this 1999 report, research has continued into the effective-
ness of PCATD for various types of pilot training: for example, Dennis and Harris 
(1998), Taylor, et al. (1999), Johnson and Stewart (2005), and Roessingh (2005).  
These studies have shown that PCATD are effective for training tasks that are 
primarily instrument-based, while they are not as effective for visually-based ma-
neuvers and motor skill training applications.  Given the documented effectiveness 
of PCATD for instrument training, the use of up to 10 hours of initial instrument 
training in a PCATD has been allowed by the FAA since 1997 (Federal Aviation 
Administration, 1997).

With regards to proficiency, Taylor, et.al. (2003), found that, 1)  PCATD were 
effective in maintaining instrument recency of experience, as required by Federal 
Aviation Regulations, 2) Practice in a PCATD was at least as effective for recency 
of experience as practicing in an actual aircraft, and 3) PCATD were as effective as 
flight training devices (FTD) for recency of experience purposes.  In fact, this paper 
recommended that the FAA begin permitting the use of PCATD to fulfill recency of 
experience requirements for instrument pilots.  In a secondary study, Taylor et.al. 
found that there was no difference in subsequent aircraft performance by pilots 



173The International Journal of Applied Aviation Studies

who were given an instrument proficiency check in a PCATD, a FTD, or an aircraft 
(Taylor, et al, 2004).

In July 2008, Advisory Circular 61-136, “FAA Approval of Basic Aviation Train-
ing Devices (BATD) and Advanced Aviation Training Devices (AATD)” replaced Ad-
visory Circular 61-126, which had provided guidance on the use of PCATD since 
1997.  The new Advisory Circular classifies devices which were previously known 
as PCATD or FTD into either the BATD or AATD category.  Most former PCATD are 
now classified as BATD, while most former FTD are classified as AATD.  The FAA 
has approved the use of BATD for up to ten hours of initial instrument training and 
for use in meeting the recency of experience requirements of  14 CFR 61.57(c)
(1) (Federal Aviation Administration, 2008).  Much like the former PCATD require-
ments, for a training device to qualify as a BATD, physical controls for the following 
items are required: landing gear, wing flaps, cowl flaps, carburetor heat control, 
mixture, propeller, and throttle controls.  In addition, the following controls must 
be able to be set without using a keyboard or mouse: master/battery, magnetos, 
alternators, fuel boost pumps, avionics master, pitot heat, and aircraft lights.  

MSFS is NOT a BATD

Given these restrictions, a typical MSFS computer station will not meet the 
FAA requirements for approval as a BATD.  This means that MSFS cannot be used 
for fulfillment of instrument experience requirements when training for an instru-
ment rating or for meeting instrument recency of experience requirements.  How-
ever, the fact that time cannot be “logged” for FAA purposes does not mean that 
there is not value to utilizing the package.  Anecdotal evidence suggests that pilots 
have seen the value in practicing instrument skills using MSFS and that a number 
of both instrument students and instrument rated pilots utilize MSFS for their own 
purposes, regardless of not being able to log the time.  An FAA approved BATD 
typically costs several thousand dollars.  MSFS, along with a set of flight controls, 
can be purchased for less than $200.  The purpose of this study was to discover 
how the MSFS package is currently used by pilots both as they are training for their 
instrument rating and for maintaining proficiency once they have obtained their 
instrument rating.  An assessment of their perceptions of the effectiveness of the 
package for various skill applications was also explored.

Methodology

Middle Tennessee State University (MTSU) Institutional Review Board ap-
proval was received to conduct this human subject research study.  A 12 question 
survey instrument was developed in electronic format, and was reviewed for clar-
ity and content by two members of the Graduate Faculty in the MTSU Aerospace 
Department.  The survey began with two demographic questions:  What year the 
respondent received their instrument rating, and under what part of the Code of 
Federal Regulations the respondent primarily flies.  The first part of the survey 
was directed at determining whether or not the participant used MSFS during their 
initial instrument training.  If a respondent indicated using MSFS for instrument 
training, they were asked to indicate which of the following areas the package 
was used for: Procedures and checklists, basic attitude instrument flight, enroute 
navigation, instrument approach procedures, holding patterns and holding pattern 
entries, instrument equipment failures, radio procedures/phraseology, avionics set 
up and usage, and aeronautical decision making.  Participants were then asked to 
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rate the effectiveness of MSFS for each of the skills they indicated practicing with 
the software package, using a standard Likert scale with the possible responses:  
Very Effective (5),  Effective (4), Neutral (3), Not Effective (2), and Very Ineffective 
(1).  The last question of this section asked the participant to estimate the total 
number of hours they spent using MSFS while working on their instrument rating.

The second section of the survey was designed to see how MSFS was utilized 
once pilots obtained their instrument rating.  Thus, the first question asked was 
whether or not the pilot has used the MSFS to maintain or improve their instrument 
proficiency since achieving their instrument rating.  If this question was answered 
in the affirmative, the participant was asked to indicate which of the following skills 
they have practiced:  procedures and checklists, basic attitude instrument flight, 
enroute navigation, instrument approach procedures, holding patterns and holding 
pattern entries, instrument and equipment failures, radio procedures, maintaining 
avionics proficiency, aeronautical decision making, and previewing approaches 
at unfamiliar airports.  Respondents were asked to rate the effectiveness of each 
of the skills they practice, using the same Likert scale as indicated above.  Par-
ticipants were then asked to estimate the number of hours per month they have 
spent using MSFS to practice their instrument flying skills and whether they typi-
cally have practiced a specific skill or fly a scenario when using MSFS.  Finally, 
participants were provided an open response area in which they could provide any 
additional comments about their use of the MSFS package.

The survey was distributed to potential participants by the daily electronic 
newsletter AvWeb, which has a subscriber list of over 200,000 pilots and other 
aviation professionals.  AvWeb published a paragraph describing the study, along 
with an internet link to the survey, in a January 2009 electronic daily newsletter.  All 
instrument-rated pilots were invited to participate in completing the survey.  Over 
1,300 responses were received within one week of the survey announcement, and 
the survey was closed to respondents at that point.  

Results and Discussion

Respondents were asked to identify whether they flew primarily under Code of 
Federal Regulations (CFR) Part 91, 135, or 121.  Of the respondents, 87% indicat-
ed flying primarily under CFR Part 91.  The mean year of obtaining an instrument 
rating was 1986 with a standard deviation of 117.22, and 48% of all respondents 
indicated using MSFS during their initial instrument training.  Since the software 
package was initially released in 1980 and has evolved greatly since that time, the 
use of the software package by pilots who achieved their instrument rating during 
various time periods was examined.  As can be seen in Table 1, the use of MSFS 
by pilots training for their instrument rating has steadily increased over time.  While 
only 18% of pilots who earned their instrument rating in the 1981-1985 time pe-
riod reported using the package for initial instrument training, for those pilots that 
earned their instrument rating since 2005, 82% reported using the software during 
training.

Pilot Perspective on the MS Flight Simulator
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Table 1

Percentage of pilots using MSFS during initial instrument training, based on date 
of obtaining instrument rating

Earned instrument rating 
between:

Percentage that used 
MSFSX during training

Number (n) that earned 
their instrument rating in 

this time period

1981-1985 18% 49

1986-1990 17% 117

1991-1995 37% 125

1996-2000 61% 175

2001-2005 77% 251

2006-2009 82% 250

For those pilots using the software during initial training, a mean of 51.6 hours 
(standard deviation of 45.41) of time was spent using the package.  Respondents 
indicated which skills they practiced and how effective MSFS was perceived to be 
for those skill areas as seen in Table 2.

Table 2

Percentage of pilots that reported practicing specific skills on MSFS while 
working on their instrument rating and the effectiveness of MSFS for practicing 
those skills

Skill
Percent that 

practiced 
this skill

Skill effectiveness rating for MSFS by 
those that practiced this skill (5=very 
effective, 1=very ineffective)

Mean Std Dev n

Procedures and Checklists 43.7% 3.45 .999 488

Basic Attitude Instrument Flight 80.9% 4.12 .831 595

Enroute Navigation 79.5% 4.36 .779 591

Instrument Approach Procedures 93.2% 4.55 .698 646

Holding Patterns and Hold Entries 81.3% 4.42 .794 607

Instrument/Equipment Failures 49.7% 3.67 .995 509

Radio Procedures/Phraseology 23.9% 2.78 1.08 459

Avionics Set Up and Usage 69.0% 3.70 1.06 563

Aeronautical Decision Making 35.6% 3.17 1.06 471



176

It can be seen that the areas of instrument approach procedures, holding pat-
terns, basic attitude instrument flight, and enroute navigation were both practiced 
by the majority of users and received a mean effectiveness score of over 4.0.  
Avionics set up and usage were also ranked as both being commonly practiced 
and fairly effective, while instrument/equipment failures were practiced by about 
half of the respondents and were rated as fairly effective.  However, areas such 
as procedures and checklists, aeronautical decision making, and radio procedures 
were not often practiced and were not rated as being very effective in the MSFS 
package.  It was worth noting that neither the percentage that practiced a particular 
skill nor the rated effectiveness of a particular skill changed appreciably over time.  
For example, pilots who received their instrument ratings between 1981 and 1985 
reported practicing the same skills on MSFS as those that received their instru-
ment rating between 2006-2009.

Next, the use of MSFS by instrument-rated pilots was examined.  Over all sur-
vey respondents, 69% indicated having used MSFS to maintain or improve their 
proficiency since obtaining their instrument rating.  When the use of the package 
for proficiency was examined by date of achieving their instrument rating, the re-
sults were as indicated in Table 3.

Table 3

Percentage of pilots using MSFS for continued proficiency, based on date of 
obtaining instrument rating

Earned instrument rating 
between:

Percentage that now use 
MSFSX for proficiency

Number (n) that earned their 
instrument rating in this time 

period

Prior to 1980 64% 254

1981-1985 70% 49

1986-1990 64% 117

1991-1995 73% 125

1996-2000 74% 175

2001-2005 71% 251

2006-2009 71% 250

It is interesting to note that there is very little difference between those pilots 
that achieved their instrument rating prior to 1980 and those that have obtained 
their instrument rating since that time, with regards to using the MSFS package for 
proficiency purposes.  This means that even pilots who were not exposed to the 
software package during their initial instrument training are now choosing to use 
the software to assist in maintaining their instrument skills.  For those pilots that re-

Pilot Perspective on the MS Flight Simulator
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ported using MSFS for proficiency, the skills which they practice and how effective 
they regard MSFS to be for practicing those skills can be seen in Table 4.

Table 4

Percentage of pilots that reported practicing specific skills with MSFS after 
obtaining their instrument rating and the effectiveness of MSFS for practicing 
those skills

Skill
Percent that 

practiced 
this skill

Skill effectiveness rating for 
MSFS by those that practiced 
this skill (5=very effective, 

1=very ineffective)

Mean Std Dev n

Procedures and Checklists 42.9% 3.57 .973 589

Basic Attitude Instrument Flight 80.2% 4.13 .847 761

Enroute Navigation 76.9% 4.29 .768 741

Instrument Approach Procedures 97.2% 4.54 .649 871

Holding Patterns and Hold Entries 83.3% 4.45 .741 770

Instrument/Equipment Failures 50.3% 3.75 .933 613

Radio Procedures/Phraseology 20.8% 2.91 1.04 522

Avionics Set Up and Usage 51.3% 3.66 1.04 613

Aeronautical Decision Making 39.7% 3.42 1.03 568

Previewing Approaches at 
Unfamiliar Airports 86.2% 4.40 .789 790

 For pilots using MSFS to maintain instrument skills, the areas of instru-
ment approach procedures, previewing approaches at unfamiliar airports, holding 
patterns, basic attitude instrument flight, and enroute navigation are the skills that 
were indicated as most commonly practiced.  Each of these areas also received 
a mean effectiveness rating of over 4.0 by the respondents that reported practic-
ing the particular skill.  The areas of maintaining avionics proficiency, instrument/
equipment failures, and procedures and checklists were indicated as being prac-
ticed by around half of the respondents and as being somewhat effective.   Ra-
dio procedures and aeronautical decision making were not ranked as being often 
practiced or as being particularly effective.  The respondents who use MSFS for 
proficiency indicated practicing a mean of 5.51 hours per month (standard devia-
tion 6.98) using MSFS, and 61% reported practicing using scenarios versus prac-
ticing a specific skill in isolation.
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Conclusion

 Not surprisingly, there has been a sharp increase in the use of MSFS by 
pilots engaged in training for their instrument rating over the past 30 years.  While 
only 18% of instrument trainees utilized the package in the early 1980’s, 82% of 
those that have trained for an instrument rating in the past three years used the 
package during training.  In addition, approximately 70% of the instrument rated 
pilots who responded to this survey indicated that they have used MSFS to help 
maintain their instrument skills, practicing a mean of 5.51 hours per month (stan-
dard deviation 6.98).  The areas that are often practiced and that are seen as 
highly effective were the same for both those working on their instrument rating 
and for those that use the package to maintain proficiency.  These areas include 
instrument approach procedures, holding patterns, basic attitude instrument flight, 
and enroute navigation.  Those pilots holding instrument ratings also indicated that 
MSFS was frequently used to preview approaches at unfamiliar airports before 
conducting a flight.  

 While no statistical analysis was performed, it appears that the maneuvers 
that are indicated as most commonly practiced on MSFS are those that are rated 
as most effective.  This is expected, as pilots would not continue to practice tasks 
in MSFS that were perceived as ineffective at either developing or maintaining 
instrument skills.  Since there is agreement between the lists of effective areas for 
using MSFS in both the training and maintaining proficiency arenas, it may help 
pilots at the very beginning of their instrument training if their flight instructor indi-
cated to them which tasks can be practiced most effectively in MSFS.

 There are two major limitations of this study.  First, as is true with many 
survey methodologies, the study employed a self-report mechanism which was 
subject to the limitations of the retrospective perceptions of the participants.  This 
methodology is not as strong as an experimental design, where actual achieve-
ment on various tasks is able to be measured.  However, the ratings by the pilot 
participants did tend to show agreement with the experimental research that has 
been published to date regarding the effectiveness of BATD’s for instrument train-
ing and proficiency.  The second limitation is that the participants in this study all 
received the link to the survey via an electronic newsletter.  This being the case, it 
is likely that the recipients of the survey link tended to be more computer-oriented 
than those instrument-rated pilots that do not receive such electronic newsletters.  
This predisposal toward computer use may cause the MSFS usage numbers in-
dicated in this study to be higher for the responding group of pilots than for the 
remainder of the pilot population, so the survey results are not necessarily gener-
alizable to the entire instrument-rated pilot population.

 This study reveals that pilots understand there is more to achieving and 
maintaining instrument proficiency than simply meeting the requirements of the 
FAA.  Since MSFS is not a BATD, the FAA does not allow the “logging” of time 
spent using MSFS to meet the experience requirements to obtain an instrument 
rating, nor to meet the instrument recency of experience requirements of CFR 
61.57.  However, pilots continue to use MSFS as a training aid and  have identified 
a number of skills that can be practiced effectively in MSFS, and are proceeding 
to practice these skills in large numbers.  Whether or not the time can be logged, 
pilots have realized that MSFS is a relatively inexpensive and convenient way to 
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both improve upon and maintain their instrument skills.  Given the expense of air-
craft flight time, the development of any skills which can be achieved on the ground 
should be encouraged.  This will allow more time in flight to develop aeronautical 
decision making skills by experiencing complex tasks that will be required when 
operating under IFR, such as cross country flights and flights in actual IMC.  Allow-
ing for more training which is focused on operating in the IFR environment should 
ultimately lead to both more competent pilots and to pilots who are more comfort-
able and confident in their instrument skills.  Therefore, the use of any training aid 
that assists in the development of these skills should be encouraged by both flight 
schools and individual instructors.
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Abstract

Previous studies have shown stroboscopic illumination to reduce the severity 
of motion sickness (MS) symptoms when retinal slip is a significant factor. The 
present study assessed the use of 4 and 8 hertz (Hz) stroboscopic environments 
as countermeasures for MS. The motion profiles of a Black Hawk helicopter and 
an amphibious vehicle were produced using a Multi Axis Ride Simulator (MARS). 
Each participant attended three experimental sessions over a five-day period in 
which they read passages while experiencing 20 minute sessions on the MARS. To 
assess MS, participants completed the Motion Sickness Questionnaire, a balance 
assessment, the Psychomotor Vigilance Test, as well as a subjective question-
naire evaluating the effectiveness of the stroboscopic environment. Although there 
was no conclusive evidence of stroboscopic illumination as a MS countermeasure 
in the objective performance measures, there was evidence of its effectiveness 
in subjective reports.  Future research with a more MS-susceptible population is 
warranted.
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Motion Sickness Prevention by Stroboscopic Environment 
during Simulated Military Transport

Motion sickness (MS) has been well known for thousands of years, as ancient 
seafaring nations were very familiar with this malady.  It has become increasingly 
prevalent in the modern world with the development of many forms of vehicular 
travel. Symptoms include dizziness, nausea, vomiting, drowsiness, pallor, sweat-
ing, and overall malaise (Benson, 2002).  The most accepted theory concerning 
the cause of MS is the sensory conflict theory proposed by Reason and Brand 
(1975). This theory suggests that sickness results when the vestibular, visual, and 
proprioceptive senses perceive motion information that conflicts with expectations 
based on past experience.

Studies have shown that retinal image velocity (retinal slip) contributes to 
space and terrestrial MS (Han, Kumar, Somers, Reschke, & Leigh, 2005; Re-
schke, Somers & Ford, 2006).  Retinal slip results when our eyes fail to hold an 
image stationary on the retina. This problem has implications for Soldiers who are 
visually engaged (e.g., reading and/or navigating) while being transported in the 
back of various military vehicles. For example, Cowings, Toscano, DeRoshia,  & 
Tauson (1999) reported a negative impact on crew performance and health when 
the participants attended to computer screens while in a moving command and 
control vehicle. Motion sickness was reported by 100% of the subjects with 55% 
indicating moderate to severe symptoms.  The authors also report that 15% of the 
participants experienced vomiting and that drowsiness was the most frequently 
reported symptom.  

In operational environments, MS should be treated with the most effective 
countermeasures which yield the fewest negative side effects.  Many of the cur-
rently available pharmaceutical countermeasures must be given in high doses 
to be effective. Unfortunately, high doses of antiemetics often produce sedation, 
which is unacceptable in terms of mission effectiveness.  Hence, the development 
of non-traditional, non-pharmacologic MS and nausea remedies would be of great 
benefit to the operational military community.

A possible solution to the problem of MS related to retinal slip is the use of 
stroboscopic vision. Stroboscopic illumination is believed to prevent retinal slip by 
presenting snapshots of the visual surroundings  that are brief enough so each im-
age is stationary on the retina (Stroboscopic, 2005). It is believed that prevention 
of retinal slip will reduce symptoms of MS. This field of research began serendipi-
tously as a result of a research project exploring adaptation of the vestibulo-ocular 
reflex employing optically reversing prisms which induced MS symptoms (Melvill-
Jones & Mandl, 1981).  Melvill-Jones and Mandl discovered what they term a 
“particularly interesting” finding:  None of the subjects ever experienced nausea 
or associated symptoms in 4 hertz (Hz), or cycles per second, stroboscopic light 
(strobe-light conditions).  

The results of a study by Reschke, Somers, and Ford (2006), comparing the 
efficacy of strobe lighting and shutter glasses (both at 4 Hz) as a treatment for 
MS, were very similar to those of Melvill-Jones and Mandl (1981).  Reschke et al. 
reported that stroboscopic illumination, both by ambient illumination or by shutter 
glasses, reduced the severity of MS symptoms and “appears to be an effective 
countermeasure where retinal slip is a significant factor in eliciting motion sick-
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ness due to either self- or surround-motion” (p. 2).  A review of these studies pro-
vides compelling evidence that stroboscopic technology may provide a method of 
preventing MS in the mounted Warfighter.  Estrada (2007), in a preliminary, but 
suggestive airborne test of the stroboscopic shutter glasses in the U.S. Army Aero-
medical Research Laboratory’s (USAARL) research helicopter, found the results 
to be consistent with the reports by Reschke et al. and Han et al. (2005).  Although 
efficacy of the shutter glasses as a countermeasure for MS was not implied by 
Estrada’s test, the results did indicate that stroboscopic technologies, such as the 
shutter glasses, demonstrated promise, especially at 8 Hz, and should be explored 
as a non-pharmacological MS prevention strategy.  

Despite the research reporting the benefits of stroboscopic vision as a coun-
termeasure for MS, it should be noted that a small percentage of the population is 
adversely affected by flickering or flashing light.  According to the National Society 
for Epilepsy (NSE) (n.d.) and the Epilepsy Foundation (n.d.), photosensitive epi-
lepsy (sometimes called flicker-induced epilepsy) has been reported in about 3 to 
5% of the people who have epilepsy (1 in 200) and is more common in children 
and adolescents between the ages of 5 and 19 years.  The NSE lists the most 
common triggers of photosensitive epilepsy as visual fire alarm strobe lights, tele-
vision screens, video games, computer monitors, and exposure to string environ-
mental lights. The rarity of this condition is documented in a study by Doose and 
Waltz (1993) where only 2 to 10% of individuals possessing electroencephalogram 
(EEG) markers of seizure liability (photoparoxysmal response) developed seizures 
due to photic stimulation.  The frequency range at which seizures are induced 
varies according to the information source.  According to the NSE and Epilepsy 
Foundation, seizures are generally triggered by flashes between 5 and 30 Hz while 
DeHart and Davis (2002) suggest the triggering frequencies are between 8 to 14 
Hz.  As expected, the critical frequency varies from person to person although it is 
uncommon to have photosensitivity to flashes below 5 Hz (NSE).  

The objective of this study was to determine the effectiveness of 4 and 8 Hz 
stroboscopic environments for alleviating MS symptoms and ameliorating perfor-
mance declines elicited by aircraft and amphibious vehicle motion profiles. The 
current study explored the potential of turning the cabin area (passenger section) 
of military vehicles into an ambient stroboscopic environment as a MS counter-
measure.   It was hypothesized that symptoms of MS would be reduced under the 
two stroboscopic conditions (i.e., 4 and 8 Hz) compared to the no-strobe condition 
(i.e., normal room illumination).

Methods

Study population

Data were collected on 18 participants. Participants were active duty military 
and Department of Defense civilian employees. In addition, participants were 
screened for a history of epilepsy to reduce the risk of photosensitive epilepsy in-
duced by the stroboscopic environment. Participants were divided into two groups 
based on the motion profile they were to experience.   Data from one participant 
from the terrestrial/aquatic group were excluded from all analysis due to failure to 
complete all testing sessions. In addition, data from the Effectiveness Question-
naire from one participant in the airborne group were not included in the analysis 
as the participant chose to abstain from completing the survey. Of the nine partici-
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pants that experienced the aircraft motion, five were males and four were females. 
The average age of these participants was 29.00 years (SD = 5.98 years). Of the 
eight participants that experienced the amphibious vehicle motion, seven were 
males and one was female. The average age of these participants was 29.63 
years (SD = 4.27 years).

Equipment

The motion profiles of an Army UH-60 Black Hawk helicopter and a Marine 
AAVC7A1 Amphibious Assault Vehicle were produced using the USAARL’s Multi 
Axis Ride Simulator (MARS). In general, the MARS is a Stewart style motion plat-
form (Figure 1), in which a seat is attached. The MARS duplicates the actual vi-
brations, movements, thrusts, and jolts of various military vehicles. The usable 
frequency range of the table is 0 to 40 Hz, with acceleration peaks of 3g.  All motion 
profiles used were within exposure limits defined by the International Organization 
for Standardization (ISO) standard 2631-1 (ISO, 1997).

Figure 1. The Multi Axis Ride Simulator

Motion data for the MARS were collected from an actual UH-60 Black Hawk 
helicopter and a Marine AAVC7A1 Amphibious Assault Vehicle using a tri-axial 
accelerometer. The motion profile for the Airborne group consisted of two signals 
repeated for a total of 20 minutes. The motion profile for the Terrestrial/Aquatic 
group consisted of a 10 minute simulation of movement on land (comprised of 
three signals) followed by a 10 minute simulation of movement on water (also 
comprised of three signals). Detailed frequency information is presented in Table 
1. Note that the frequency data is for the vertical (Z) axis.

Motion Sickness and Stroboscopic Environments 
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Table 1

Details of airborne and terrestrial/aquatic MARS motion profiles

Duration RMS Peak Major frequency 
components

(sec) (m/s2) (m/s2) (Hz)

AIR1 80 1.02 3.77 17.2, 21.5, 30.2

AIR2 60 1.29 4.17 5.9, 17.2, 21.5, 30.3

LAND1 45 6.47 17.68 35-40

LAND2 45 1.61 7.71 1.6, 4, 35-40

LAND3 45 2.08 10.41 1.6, 4, 28.5, 35-40

WATER1 165 1.4 8.17 1 - 7

WATER2 48 1.14 6.11 1 -7

WATER3 53 1.32 17.66 1 - 7

For the purposes of this study, the MARS was surrounded by a black curtain to 
prevent participants from seeing stabilizing outside visual references. A 750 watt 
strobe light provided the ambient stroboscopic effect (4 or 8 Hz). The strobe light 
measured 220 equivalent candelas at the intensity setting used for the experiment. 
A 90 watt bulb provided the ambient reading light for the no-strobe condition. Both 
light sources were mounted overhead.

In order to induce retinal slippage, all participants were asked to read a pas-
sage from a military novel and answer questions regarding the material. The pas-
sage was presented on 8.5 x 11 inch paper with 20 point Times New Roman font. 
The participants’ heads were not supported or restrained and were generally in a 
forward and downward facing position while attending to the hand-held reading 
task. Observations and video recordings of the sessions confirmed minimal varia-
tion in head movements.

Data collection instruments

Motion History Questionnaire.  Developed by Kennedy and Graybiel (1965), 
the Motion History Questionnaire (MHQ) was used to ask participants about their 
experiences in environments that may engender MS-like symptoms; judged sus-
ceptibility to motion sickness, nausea and dizziness; and likes and dislikes for 
activities which produce such symptoms in some persons. Participants’ responses 
on the MHQ were used to compute a “Perceived Susceptibility” score ranging from 
0 to 15, where a higher score indicates a greater susceptibility to MS (Kennedy et 
al., 2001). 

Psychomotor Vigilance Task.  In order to test for changes in alertness, basic 
reaction time was tested through the Psychomotor Vigilance Task (PVT). Partici-
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pants were required to monitor a screen on which an LED stimulus was presented 
randomly every 1 to 10 seconds. The participant responded by pressing a micro-
switch. Reaction time (RT) and lapses (responses over 500 milliseconds [msec]) 
were recorded for each stimulus. 

Motion Sickness Questionnaire. Subjective sickness symptoms were mea-
sured using the Motion Sickness Questionnaire (MSQ) (Kellogg, Kennedy & Gray-
biel, 1965). The MSQ is a self-report form consisting of 28 items that are rated by 
the participant in terms of severity on a 4-point scale or with yes-no answers. The 
questionnaire was automatically scored by computer.

Postural Balance Assessment. One symptom of motion sickness is dizziness, 
which can affect balance (Benson, 2002). To test for this affect, a Postural Bal-
ance Assessment (PBA) was employed. It is a 5-minute postural equilibrium test 
consisting of three parts (Gower & Fowkles, 1989). The first part is referred to as 
“walk on floor with eyes closed” (WOFEC) and requires the participant to take 12 
heel-to-toe steps with her/his eyes closed and arms folded across her/his chest. 
The participant is scored on a scale of 0 to 12 based on how many steps she/he is 
able to make without side-stepping or losing balance. The second part of the PBA 
is the “standing on preferred leg with eyes closed” (SOPLEC) test which requires 
the participant to stand on her/his preferred leg for 30 seconds with her/his eyes 
closed and arms folded across her/his chest. The participant is scored on the num-
ber of seconds she/he is able to remain upright (to within 5 degrees) without losing 
balance. The third part is the “standing on non-preferred leg with eyes closed” 
(SONLEC) test which is the same as SOPLEC except that the participant stands 
on the opposite leg. The three parts of the PBA were completed three times, and 
the scores from all three trials were averaged for each part of the PBA. 

Effectiveness Questionnaire.Participants’ opinions regarding the effectiveness 
of the stroboscopic lighting conditions in reducing MS were captured with an Ef-
fectiveness Questionnaire. Due to the paucity of objective measures for motion 
sickness, the Effectiveness Questionnaire was developed by the research staff in 
order to solicit subjective, opinion-based feedback in order to more fully assess 
perceived efficacy of the test conditions. The responses to the first two questions 
were on a visual analog scale to allow analysis with parametric statistics. The 
questionnaire contained the following questions:

How effective do you feel the stroboscopic environment was in controlling 1. 
motion sickness and allowing you to perform the reading task?

Was the stroboscopic environment distracting in any way?2. 

Based on your experience in the stroboscopic environment, do you feel 3. 
the strobe effect has a practical application for military helicopter passen-
gers?

Provide any additional comments.4. 

Procedure

The study protocol was approved by the USAARL’s Human Use Committee.  
Written informed consent was obtained from all participants. In addition, partici-
pants viewed a video outlining the safety features of the MARS. Participants also 
completed the MHQ during the in-processing procedures.
Motion Sickness and Stroboscopic Environments 
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The present study used a repeated measures design. Each participant attend-
ed three experimental sessions one day apart over a 5-day period (i.e., Monday, 
Wednesday, and Friday). The independent variable was frequency of the stro-
boscopic light (no-strobe, 4, and 8 Hz). The participants experienced one of the 
three lighting conditions per session, and the order of presentation was pseudo-
randomized among 3 possible orders.

 When participants first arrived at the testing facility, they completed the 
PVT, MSQ, and PBA. Next, participants experienced the 20 minute session on 
the MARS. Half of the participants (n = 9) were exposed to the Black Hawk mo-
tion (the airborne group) and the remaining participants (n = 8) were exposed to 
the Amphibious Vehicle motion (the terrestrial/aquatic group). During the MARS 
session, participants read selected passages from a military novel and answered 
questions to induce retinal slippage. After completion of the MARS session, par-
ticipants again completed the PVT, MSQ, PBA, and Effectiveness Questionnaire. 
Before being released from the study each day, participants met with the study 
physician to ensure there were no lingering effects of the stroboscopic and/or mo-
tion environments. 

Results

All statistical analyses were conducted using SPSS® 12.0 with significance 
set at p = 0.05. For all dependent measures, the airborne group was analyzed 
independently from the terrestrial/aquatic group. 

Motion History Questionnaire

With regard to MS susceptibility, both groups of participants scored low on the 
MHQ, thus indicating a low susceptibility to MS. The mean Perceived Susceptibil-
ity score for the participants in the airborne group was 4.22 (SD = 2.54). For those 
participants in the terrestrial/aquatic group, the average score was 2.62 (SD = 
2.20). The difference in perceived susceptibility between the two groups was not 
significant as revealed by an independent samples t test (t(15) = 1.38, p = 0.19).

Psychomotor Vigilance Task

Participants were asked to complete the PVT before and after each exposure 
to the MARS, and data were recorded regarding mean reaction time and number 
of lapses. Tables 2 and 3 present the respective data before and after the MARS 
exposure for the airborne and terrestrial/aquatic group by lighting condition. Differ-
ence scores were calculated by subtracting the scores from the post-administra-
tion from scores of the pre-administration. The data were analyzed using a one-
way repeated measures ANOVA across the three lighting conditions (0 Hz, 4 Hz 
and 8 Hz). No significant performance differences were found among the lighting 
conditions for mean reaction time or lapses for the airborne group or the terrestrial/
aquatic group.
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Table 2

Psychomotor Vigilance Task Mean Reaction Time (msec) Data and standard 
error (SE)

Motion Admin-
istration Lighting Condition

0 Hz 4 Hz 8 Hz

Mean 
RT SE Mean 

RT SE Mean 
RT SE

Airborne Group Pre 280.25 8.84 263.09 12.91 276.53 10.08

Post 294.28 23.97 262.73 11.35 277.05 8.20

Terrestrial/
Aquatic Group Pre 251.40 13.37 237.39 10.09 252.02 16.96

Post 246.43 13.79 239.14 11.30 249.98 13.77

Table 3

Psychomotor Vigilance Task Mean Lapses Data and standard error (SE)

Motion Admin-
istration Lighting Condition

0 Hz 4 Hz 8 Hz

Mean 
lapses SE Mean 

lapses SE Mean 
lapses SE

Airborne 
Group

Pre 1.11 0.20 1.11 0.51 1.11 0.54

Post 3.33 2.11 1.00 0.53 1.11 0.31

Terrestrial/
Aquatic 
Group

Pre 0.50 0.27 0.25 0.16 0.63 0.26

Post 0.50 0.27 0.38 0.18 0.75 0.37

Motion Sickness Questionnaire

Participants were asked to complete the MSQ before and after each exposure 
to the MARS. Figure 2 presents the four MSQ scores before and after the MARS 
exposure for the airborne and terrestrial/aquatic group by lighting condition. Differ-
ence scores were calculated by subtracting the scores from the pre-administration 
from scores of the post-administration. The data were analyzed using a one-way 
repeated measures ANOVA over the three lighting conditions (0 Hz, 4 Hz or 8 Hz). 

Motion Sickness and Stroboscopic Environments 
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No significant differences were found among the three lighting conditions for any of 
the four scores for the airborne group or the terrestrial/aquatic group.  Although not 
significant and only a observation, exposure to the 4 Hz stroboscopic environment 
resulted in greater changes in all four MSQ scores (pre- to post-MARS exposure) 
compared to the 8 Hz environment (i.e., the MSQ differences scores were larger 
after exposure to the 4 Hz stroboscopic environment than those after exposure to 
the 8 Hz stroboscopic lighting).
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Figure 2.  Mean ± SE MSQ scores 

In order to determine if the exposure to the MARS resulted in significant in-
creases in MS, paired samples t tests were conducted comparing participants pre- 
and post- MARS MSQ scores in the no strobe condition. Analysis of the no strobe 
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lighting condition data showed that the MARS session produced increases in MSQ 
scores, but not to a statistically significant degree (Table 4).   

Table 4

Significance Test of Pre/Post Changes in MSQ scores for the No-Strobe 
condition

Motion MSQ Score p value

Airborne Group

Nausea .264

Oculomotor .545

Disorientation .559

Total .385

Terrestrial/Aquatic Group

Nausea .685

Oculomotor .170

Disorientation .351

Total .563

Interestingly, when the number of symptoms reported (on the MSQ) after 
MARS exposure were analyzed (regardless of severity), the participants in the air-
borne group reported a greater mean number of symptoms after the 0 Hz condition 
(M = 2.89, SD = 4.57) than the 8 Hz condition (M = 2.22, SD = 2.49).  However, 
this difference was not significant, as revealed by a one-way repeated measures 
ANOVA over the three lighting conditions (F(1.23, 9.87) = 0.18, p = 0.73). The 
most commonly reported symptoms after exposure to the MARS are presented in 
Figure 3.

Participants were asked to complete the PBA before and after each exposure 
to the MARS. Difference scores were calculated by subtracting the scores from the 
pre-administration from scores of the post-administration. The data were analyzed 
using a one-way repeated measures ANOVA over the three lighting conditions. No 
significant differences were found among the three lighting conditions for any of 
the three PBA tests for the airborne group or the terrestrial/aquatic group. 

Motion Sickness and Stroboscopic Environments 
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Figure 3. Frequencies of MSQ symptoms reported

Postural Balance Assessment

Upon further analysis of the PBA data, it was discovered that there were prac-
tice effects, regardless of the motion profiles. A 3 x 2 repeated measures ANOVA 
revealed a significant practice effect for the WOFEC test (F(2, 32) = 26.88, p < 
.001). Figure 4 illustrates that over the three days, participants WOFEC perfor-
mance increased both before and after the MARS exposure.  Participants also 
improved on the other two tests in the PBA over the course of the study, but the 
differences were not significant.  
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Figure 4. Practice effects during the WOFEC test
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Effectiveness Questionnaire

The Effectiveness Questionnaire measured how effective and distracting the 4 
and 8 Hz stroboscopic environments were to each participant.  Figure 5 presents 
the mean ratings for the airborne and terrestrial/aquatic groups by lighting condi-
tion. A paired samples t test revealed participants in the airborne group reported 
the 8 Hz condition as significantly more effective in controlling MS symptoms than 
the 4 Hz condition (t(7) = -2.15, p = 0.03). Participants in the terrestrial/aquatic 
group also reported the 8 Hz stroboscopic environment as more effective with the 
difference approaching significance (t(7) = -1.85, p = 0.054). With regard to how 
distracting the stroboscopic conditions were to the participants, those in the air-
borne group felt the 4 Hz condition was more distracting, whereas the terrestrial/
aquatic group felt the 8 Hz environment was more distracting. These differences 
were not significant.
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Figure 5. Effectiveness Questionnaire results (Mean ratings ± SE). Note: the 
higher the rating the more effective and the more distracting, respectively 

Approximately 44% of the participants felt the strobe effect has a practical ap-
plication for military helicopter passengers, compared to 12% who felt it did not. 
The remaining 44% of the participants were undecided. Study volunteers were 
also encouraged to provide comments regarding the effectiveness of the strobo-
scopic environment in reducing MS. Several participants indicated that the 8 Hz 
condition produced less eye strain and allowed for easier reading in comparison 
to the 4 Hz condition.  

Discussion

Data from the Effectiveness Questionnaire showed that participants in the air-
borne group judged the 8 Hz stroboscopic environment as significantly more effec-
tive than the 4 Hz condition in controlling MS. This finding is similar to that found in 
Estrada (2007). In addition, participant comments indicated the 8 Hz environment 
produced less eye strain and allowed for easier reading.  These results are inter-
esting given that the participants reported the stroboscopic environment effectively 
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controlled their MS symptoms; however there was no evidence in the other depen-
dent measures. The present study was the first to include objective tests, such as 
the PVT, in the assessment of stroboscopic lighting as a countermeasure for MS. 
Other studies examining stroboscopic lighting have mainly relied on subjective 
reports of participants symptoms (Estrada, 2007; Reschke et al., 2006). There is 
literature that suggests that MS does not have any measureable effect on perfor-
mance because motivation to perform the task is such an important factor.  Motion 
sickness has been said to affect one’s proclivity, not ability, to perform a task (John-
son, 2005). This claim may account for the results in the present study.

Another explanation for the inability to find a significant effect of the strobo-
scopic environment for the other dependent measures may be a lack of MS sus-
ceptibility in the study population. The two participant groups were predominantly 
male (i.e., 12 of 17). Some research suggests that females are more susceptible 
to MS (Turner, Griffin, & Holland, 2000), and this may have impacted study results. 
With regard to MS histories, both the airborne and terrestrial/aquatic groups tend-
ed to score low on the MHQ. A subsequent examination of the PVT, MSQ and PBA 
data using only those participants with the highest 25% of MHQ scores from our 
sample (i.e., those most susceptible to MS) failed to find a significant effect of the 
stroboscopic illumination; however, the statistical power was very low due to the 
small sample size (n = 4). It should be mentioned that two of the four participants 
most susceptible to MS reported less nausea after exposure to the MARS under 
the 8 Hz condition compared to the no-strobe condition. A similar observation was 
found in the PBA data; all four of the MS-susceptible participants were able to 
take more steps in the WOFEC after MARS exposure under the 8 Hz condition 
compared to the no-strobe condition.  Future studies examining the effectiveness 
of stroboscopic illumination in reducing MS must focus on a MS susceptible popu-
lation.

It should be noted that Reschke et al. (2006) used a modified version of the 
Miller and Graybiel Questionnaire which is administered and scored differently 
from the MS questionnaire used in the present study. For example, participants in 
the Reschke et al. study were asked to report any MS symptoms they were experi-
encing every 5 minutes during testing, while participants in the present study were 
only asked to complete the MSQ before and after MARS exposure. Perhaps dif-
ferences in procedure and scoring contributed to the inability of the present study 
to find significant evidence of stroboscopic illumination as a MS countermeasure 
in the MSQ data.

The participants in the present study were not given time to practice any of 
the tests in the PBA. More practice time could have prevented the practice effects.  
Other studies using the PBA have also found learning effects for tests similar to 
the WOFEC and SOPLEC for up to as many as ten practice sessions (Hamilton, 
Kantor, & Magee, 1989).  This practice effect prevents any conclusions from be-
ing drawn about the effectiveness of the stroboscopic environment in reducing 
disequilibrium related to MS.

An additional potential confound includes possible adaptation to MS due to 
the testing schedule.  In the present study, participants were tested on a Mon-
day- Wednesday-Friday schedule. Research has shown that individuals can adapt 
to MS-inducing stimuli over time (DeHart & Davis, 2002). The necessities of the 
testing schedule may have confounded the results with the participants exhibiting 
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less MS over time. While there were no significant order effects for the 4 MSQ 
scores, mean MSQ scores after MARS exposure were lower on the last day of 
testing.  Although the participants’ head movements were not restricted during the 
MARS sessions, head movement variations were minimal.  However, it is possible, 
although unlikely, that unrestrained head movements may have contributed to in-
dividual differences in MS levels.   

 As with many efforts examining the application of novel technologies, the 
examination took place in a laboratory setting and not in actual air and ground 
vehicles. While the MARS was a cost effective alternative, it was unable to repro-
duce low frequency oscillations found in actual air and ground motion profiles (i.e., 
below 0.5 Hz), which are most nauseogenic (Cheung & Nakashima, 2006). Analy-
sis of the no strobe lighting condition data showed that the MARS ride produced 
increases in MS scores, but not to a statistically significant degree.   Therefore, the 
authors cannot state with certainty that the MARS produced sufficient MS symp-
toms in most participants for the strobe conditions to counter.  However, it is inter-
esting to note that one participant in the airborne group discontinued participation 
due to unpleasant MS symptoms while experiencing the no-strobe condition. The 
strength of MS stimuli is an important variable in MS research, as there are great 
individual differences in susceptibility (Benson, 2002). 

 Conclusion

The present study was an examination of the potential for stroboscopic illumi-
nation to serve as a countermeasure for MS by using both objective and subjec-
tive measures. There was evidence of user acceptance from the Effectiveness 
Questionnaire, particularly for the 8 Hz condition.  Future studies should examine 
8 Hz stroboscopic environments, as this is the second study to reveal a preference 
compared to 4 Hz environments, which have been more commonly examined 
(Melvill-Jones & Mandl, 1981; Reschke et al., 2006). The results of this research 
also demonstrated the limitations associated with research involving such great 
individual differences in susceptibility.  Clearly, examination of a susceptible popu-
lation will be required for any future research examining stroboscopic illumination 
as a MS countermeasure.  
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Abstract
An informal study on deviations in aircraft maintenance procedures was con-

ducted during a human factors training course in March of 2009. The purpose of 
the study was to pilot test the Maintenance Events Checklist (MEC) with a rela-
tively small sample of aircraft maintenance technicians. The MEC is intended to 
capture participants’ responses to statements related to maintenance deviations. 
Participants consisted of aircraft maintenance technicians who worked in non-
airline operations (i.e., corporate and business aviation, helicopter operators, and 
FBOs). Results showed that nearly 50% of the participants’ indicated they had 
“very rarely” deviated from the MEC content items. However, 22% indicated they 
had deviated “occasionally” and 5% indicated they had deviated “often.” Causes 
and implications are discussed, which focus on organizational pressure, individual 
complacency, and deficiencies in aircraft maintenance documentation itself. 
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An Exploration of Deviations in Aircraft Maintenance Procedures

Deviations from approved procedures have been implicated in a number of 
maintenance-related aircraft accidents. These deviations may stem from factors 
such as time pressure, stress, fatigue, lack of resources, or ambiguous or confus-
ing documentation. These factors typically do not occur in isolation but are linked 
together and may increase the likelihood of skipped steps, signoffs without verifi-
cation, or continuing a job without the correct tools or equipment. This was recently 
the case where American Airlines Flight 1400 experienced an in-flight engine fire 
requiring a turnback and emergency landing in St. Louis (STL). The investigation 
revealed that a component in the manual start mechanism of the engine was dam-
aged when a mechanic used an unapproved tool to initiate the start of the #1 (left) 
engine while the aircraft was parked at the gate at STL. The deformed mechanism 
led to a sequence of events that resulted in the engine fire, to which the flight crew 
was alerted shortly after take-off (National Transportation Safety Board, 2009). 

Hobbs (2002) developed the Maintenance Events Checklist (MEC) that is in-
tended to capture aircraft maintenance technicians’ (AMTs) responses to state-
ments related to deviations. While not a scientific instrument, the MEC is an effec-
tive tool to aid researchers in identifying problematic areas in aviation maintenance 
activities. Once these areas are identified, further research can be conducted to 
address specifically those deviations which appear to be most problematic.

Previous studies have identified a number of recurring problems in aircraft 
maintenance tasks. Some of the more recent studies have utilized the Aviation 
Safety Reporting System (ASRS) database to provide a rich, and relatively new, 
source of information relating to aviation maintenance errors. One such study used 
ASRS reports to identify associations between existing ASRS codes and the area 
of the aircraft involved in the incident (using ATA coding) (Hobbs & Kanki, 2008). 
The authors point out that these associations have not been adequately examined 
in the past but could be a valuable source of data for human factors training, the 
design of procedures, and the identification of improvements in aircraft design (p. 
5). A recent study in the United Kingdom also segregated maintenance errors by 
ATA code. In that study the researchers found that the top three most frequent 
maintenance errors by aircraft area were (1) Equipment and Furnishings (ATA 
25: 18.27%), (2) Landing Gear (ATA 32: 10.6%), and (3) Flight Controls (ATA 27: 
8.59%) (Civil Aviation Authority, 2009). 

Other studies have investigated specific types of maintenance errors that oc-
cur at the AMT level. A study in the United Kingdom found that the majority of errors 
were incorrect installation of components, the installation of wrong parts, electrical 
wiring discrepancies, and tools left in the aircraft (Civil Aviation Authority, 1992). 
Another study found that incomplete installations, incorrect assembly or location, 
vehicles or equipment contacting the aircraft, material left in the aircraft, wrong 
part, and part not installed were the most common incidents reported by AMTs in 
Australia (Hobbs & Williamson, 2002). According to Hobbs and Williamson (2003) 
these types of errors can be broadly categorized into three groups: memory fail-
ures, rule violations, or knowledge-based errors. 

Memory failures address prospective, rather than retrospective memory. In 
other words, an AMT forgets to do something in the future such as removing a tool 
from an interior aircraft work area. 
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Rule violations may include deviating from documented procedures or devel-
oping a completely different way to conduct a task. A study conducted in Europe 
by McDonald, Corrigan, Daly, and Cromie (2000) found that 34% of the aircraft 
mechanics in their study acknowledged that their most recent task was performed 
in a way that contravened formal procedures. The previously mentioned Australian 
study by Hobbs and Williamson (2002) found that 30% of AMTs acknowledged 
that in the previous 12 months they had decided not to perform a functional check 
or an engine run. Over 30% reported that they had signed off a task before it was 
completed, and over 90% reported having done a task without the correct tools or 
equipment.   

Rule violations may be propagated at the individual or organizational levels. 
Patankar (2002) conducted a comprehensive study that investigated rule violations 
by aircraft mechanics. On the individual level he found that the most problematic 
areas, ordered by percentage, were (1) lack of awareness, (2) complacency, (3) 
time constraints, (4) lack of knowledge or experience, and (5) workplace distrac-
tions. An individual factor was defined as, “A maintenance error that seemed to be 
within the individual mechanic’s span of control” (p. 15).  From the organizational 
perspective the results showed that the most problematic areas, ordered by per-
centage, were (1) procedures or information quality, (2) aircraft design/configura-
tion of system or quality of parts, (3) maintenance management or leadership, (4) 
workplace norms/peer pressure, and (5) lack of training. 

Knowledge-based errors are a result of failed problem-solving or a lack of sys-
tem knowledge (Rasmussen, 1983). An AMT might be unfamiliar with a particular 
system and uses past experiences or trial and error to dictate the steps to be taken 
for a particular task. An example of this might be an AMT assuming that a red rock-
er switch is an avionics master when in fact the switch is an engine starter. This 
assumption is made based on previous experience where the red rocker switch 
on a particular model aircraft was used as an avionics master. While working on a 
different type of aircraft the AMT engages the red rocker switch and inadvertently 
begins to rotate the propeller. If someone is in the proximity of the engine, serious 
harm or even death may occur. 

While much of the extant literature focuses on error types as a result of organi-
zational or individual deficiencies, only recently have researchers begun to inves-
tigate potential deficiencies in aircraft maintenance documentation. Researchers 
postulate that many of the aforementioned shortcuts and bootleg procedures may 
be the result of poor quality documentation. For instance, procedural errors, which 
are defined as any information-related error involving documents (Maintenance 
Error Decision Aid, 1994), have been implicated in 44% to 73% of maintenance 
errors (Veinott & Kanki, 1995; Nord & Kanki, 1999; Patankar, Lattanzio, Kanki, & 
Munro, 2003). Nord and Kanki (1999) found that errors were fairly evenly distrib-
uted across documents. The three most problematic areas identified were inspec-
tion and verification issues (34%), incompleteness of the documents (27%), and 
incorrectness of the documents (22%). Similarly, in a study of 458 ASARs reports 
submitted by AMTs, Lattanzio, Patankar, and Kanki (2008) found that the most fre-
quently cited maintenance document deficiencies were missing information (48%), 
incorrect information (19%), difficult to interpret (19%), and conflicting information 
(19%).   



200

Rogers, Hamblin, and Chaparro (2008) conducted a seminal study on the 
types of errors found in aircraft maintenance manuals published by four manufac-
turers. Their study was based on Publication Change Requests (PCRs) by AMTs. 
Results showed that the majority of PCRs related to procedures found in Flight 
Controls, Landing Gear, and Powerplant systems. These PCRs appear to mir-
ror the most frequent problem areas identified in the previously mentioned ATA 
code segregation study (Civil Aviation Authority, 2009). The highest percentage of 
PCRs involved Procedural Errors (42.5%) followed by Language (29.9%), Tech-
nical (16.5%), Graphic (8.1%), and Effectivity (n/a). Common procedural errors 
were categorized as Step(s), Ordering, Alternate method, Check/Test/Inspection, 
Caution/Warning. Language errors included typographical errors (Typos), gram-
matical errors (Grammar), a need for clarification of the information (Clarity), and 
inaccurate information within a step (Incorrect) (pp. 301-302).

Most of the previous studies have focused primarily on line maintenance op-
erations and thus there has been somewhat of a paucity in studies related to AMTs 
who work in other settings such as corporate and charter flight departments, fixed 
base operators (FBOs), and helicopter operators. This study is intended to provide 
insight into these areas of aviation maintenance that tend to be overlooked in cur-
rent research. It is not the intent to infer the results are descriptive of the larger 
population of AMTs in non-airline operations. Instead, this informal study was con-
ducted as a pilot test and possibly a starting point for future research in this area.        

Method

Participants

The sample consisted of 27 AMTs (N=27) who were attending a human factors 
training course in Minneapolis, MN in March of 2009. Participants were assured 
anonymity and all in attendance participated voluntarily in the study. Participants’ 
job position was the only demographic data captured. Positions were categorized 
as Supervisor/Inspector (67%), Line Mechanic (30%), and Director of Maintenance 
(3%). The majority of AMTs were employed in business/corporate aviation, FBOs, 
and helicopter operations.     

Instrument 

The MEC was distributed to all participants in the human factors training 
course. The MEC is a short, informal checklist that is used to capture AMTs re-
sponses to statements related to maintenance deviations. The checklist consists 
of seven statements with four response choices labeled; Never (1), Very Rarely 
(2), Occasionally (3), and Often (4). The complete MEC is shown in Table1. 

Procedure

The MEC is typically distributed as a single survey and worded exactly as de-
picted in Table 1. However, in the current study, the MEC distribution was modified 
in that it was split into two duplicate checklists with the following exceptions. The 
first checklist asks the participant to estimate how often these items have been 
done by themselves in the last year. The second checklist asks the participant to 
estimate how often these items might have been done by other workers in their 
organization in the last year. 

Deviations in Aircraft Maintenance Procedures
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Table 1

Maintenance Events Checklist (Hobbs, 2002)

At work in the last year, how often would a typical maintenance worker have:

Done a job without the correct tool or equipment 
Decided not to do a required functional check because of a lack of time 
Done a job a better way than that in the manual or approved maintenance documents
Corrected an error by another maintainer,  but not documented what they had done to 
avoid getting the person into trouble. 
Done an unfamiliar job without being certain they were doing it correctly 
Been misled by confusing documentation 
Signed a job on behalf of another person without checking it

Results

A total of 28 sets of MECs were collected. However, one MEC had to be dis-
carded due to incompleteness (more than half of the statements had no response). 
Data were analyzed with SPSS v. 15.0 (2006) software. Descriptive statistics were 
used for basic data analysis which included mean response scores, standard de-
viations, and percentages. Inferential statistics were not used due to sampling 
limitations which are described in the Discussion section.  

The results were broken down into four graphic presentations. The first and 
second presentations show participants’ responses about themselves and others 
(Table 2 and Table 3 respectively). The mean scores represent the average of 
the responses for all participants for each statement. The standard deviation (SD) 
shows how much variability there is from the mean. The smaller the SD, the less 
variability there is in the participants’ overall answers. The third and fourth pre-
sentations show a breakdown by percentage of the participants’ responses about 
themselves and others (Table 4 and Table 5 respectively).      

Table 2

Participants’ Responses About Themselves 

Item No. Description M SD

1 Done a job without the correct tool or equipment. 2.22 0.5773

2 Decided not to do a required functional check because 
of a lack of time. 1.59 0.6360

3 Done a job a better way than that in the manual or 
approved maintenance documents. 2.37 0.8835

4
Corrected an error by another maintainer, but not 
documented what they had done to avoid getting the 
person into trouble.

2.14 0.8182
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5 Done an unfamiliar job without being certain they were 
doing it correctly. 1.96 0.7586

6 Been misled by confusing documentation. 2.51 0.7000

7 Signed a job on behalf of another person without 
checking it. 1.85 0.9488

Mean Score Key: Never (1), Very Rarely (2), Occasionally (3), Often (4).

Table 3

Participants’ Responses About Others

Item 
No. Description M SD

1 Done a job without the correct tool or equipment.  2.59 0.5723

2 Decided not to do a required functional check because of 
a lack of time. 1.88 0.5773

3 Done a job a better way than that in the manual or 
approved maintenance documents. 2.33 0.7337

4
Corrected an error by another maintainer, but not 
documented what they had done to avoid getting the 
person into trouble.

2.40 0.7472

5 Done an unfamiliar job without being certain they were 
doing it correctly. 1.96 0.6493

6 Been misled by confusing documentation 2.55 0.6405

7 Signed a job on behalf of another person without 
checking it. 2.03 0.9397

Mean Score Key: Never (1), Very Rarely (2), Occasionally (3), Often (4)

Table 4

Participants’ Responses About Themselves  

Response (%)

Never Very 
Rarely

Occasion-
ally

Often

Done a job without the correct tool or 
equipment. 7 63 30 0

Decided not to do a required functional 
check because of a lack of time. 48 44 7 0

Done a job a better way than that in 
the manual or approved maintenance 
documents. 

15 44 30 11

Deviations in Aircraft Maintenance Procedures
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Corrected an error by another maintainer, 
but not documented what they had done to 
avoid getting the person into trouble.

18 56 18 7

Done an unfamiliar job without being certain 
they were doing it correctly. 26 56 15 4

Been misled by confusing documentation. 4 48 41 7

Signed a job on behalf of another person 
without checking it. 44 33 15 7

M = 23 49 22 5
*Percentages have been rounded and may not equal 100%

Table 5 

Participants’ Responses About Others 

Response (%)

Never Very 
Rarely

Occasion-
ally

Often

Done a job without the correct tool or 
equipment. 4 33 63 0

Decided not to do a required functional check 
because of a lack of time. 22 67 11 0

Done a job a better way than that in the 
manual or approved maintenance documents. 15 37 48 0

Corrected an error by another maintainer, but 
not documented what they had done to avoid 
getting the person into trouble.

7 52 33 7

Done an unfamiliar job without being certain 
they were doing it correctly. 22 59 19 0

Been misled by confusing documentation 4 41 52 4

Signed a job on behalf of another person 
without checking it. 33 37 22 7

M= 15 47 35 3

*Percentages have been rounded and may not equal 100%

Discussion

Although no formal hypotheses were posited or tested in this study, there is 
enough descriptive data to look at overall trends. Participants rating themselves 
tended to rate lower (deviate less) than when rating others. In fact, when looking 
at the mean percentages in Table 4 and Table 5, there is evidence that in almost 
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all response sets participants believed that others have deviated from procedures 
more often than themselves. This could be due to AMTs perceptions that “other 
mechanics would do that but I never would.” The effects of the fundamental attribu-
tion error and locus of control, for instance, may influence these different perspec-
tives between the two versions of the MEC. This social-psychological influence 
was expected and could be explored further in a future study. However, the rest of 
this section will focus specifically on participants’ responses about themselves. 

When percentages were averaged, nearly 50% of the participants’ indicated 
they would “very rarely” deviate from the MEC content items. However, 22% indi-
cated they would deviate “occasionally” and 5% indicated they would deviate “of-
ten.” Twenty three percent of the participants indicated they would “never” deviate 
from procedures. Although this was a quantitative, descriptive study and lacked 
qualitative input from participants, one may infer why these deviations might be oc-
curring in the maintenance hangar. For example, 7% of the participants indicated 
that they had occasionally decided not to do a required functional check because 
of a lack of time. Time pressure can be a significant factor in aircraft maintenance 
operations but the root cause of this pressure tends to be propagated by a wide-
spread organizational culture that condones inappropriate or unrealistic deadlines. 
Conversely, the omission of this important step may occur at the individual AMT 
level as a manifestation of complacency. The well-intentioned AMT may have done 
the job hundreds of times before and never had a problem. As such the AMT may 
decide to skip a functional check assuming everything has been done correctly. 
Coupled with a perceived time savings, it may become very tempting for the AMT 
to skip this required step. Thirty percent of the participants indicated that they have 
occasionally done a job without the correct tool or equipment. This could be due to 
a lack of resources occurring at both the organizational and individual levels. Poor 
quality documentation may account for 41% of the participants occasionally being 
misled by confusing documentation or the 30% that indicated that they have occa-
sionally done a job a better way than that in the manual or approved maintenance 
documents. Eleven percent indicated that they often do a job in this manner. This 
could be due to the quality of the documentation itself and may correlate with the 
study by Rogers, Hamblin, and Chaparro (2008) discussed earlier. 

Limitations

Although this study was conducted in an efficient and impromptu manner which 
facilitated a quick collection of data, there were a number of limitations that may 
have affected the results. First, the convenience sample was quite small (N=27) 
and was from one geographic location (Minnesota) in the United States. Thus the 
results may not be representative of the broader AMT population. Second, the 
study was conducted informally at a human factors course and lacked the rigor 
of the scientific method. Third, the human factors course itself may have acted 
as a confounding variable in that the MEC was distributed toward the end of the 
course. Due to these limitations one should interpret the results of this study with 
caution. This research was intended to be a pilot study; however, the results could 
be used as a foundation for additional, and more formal, studies relating to aircraft 
maintenance deviations.   

Conclusion

The results of this study provide a look into deviations in aircraft maintenance 
procedures with a focus on non-airline operations. A person from outside the avia-

Deviations in Aircraft Maintenance Procedures
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tion domain might look at these results and be astonished that AMTs would deviate 
from required procedures at all. Yet, for those who work in the aviation mainte-
nance domain, these results may not come as a surprise. Regardless, one must 
be careful not to assume that deviations are simply symptomatic of “bad apple 
mechanics.” There are a number of reasons why these deviations occur which 
may include organizational pressure, norms, complacency, and poor quality docu-
mentation. Each item on the MEC carries with it its own special nuances with cor-
responding complexities for reparation. Simple exhortations such as “make sure 
you always do a functional check” will not be effective. Organizations need to em-
phasize to their AMTs, in an ongoing manner, the importance of following approved 
procedures. Similarly, AMTs need to be aware of the consequences of deviating 
from procedures. Human factors training courses should emphasize that the ma-
jority of maintenance-related aircraft accidents and incidents have been the result 
of deviations from approved procedures.    

Finally, researchers should continue to investigate aircraft maintenance docu-
mentation itself. Evidence has been found to indicate that there are a number 
of problems with manufacturers’ written procedures. Until documentation issues 
such as missing information, incorrect information, difficulty in interpretation, and 
conflicting information are resolved, it will be difficult to sell the idea of following 
approved procedures to AMTs on a far-reaching basis.   
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Abstract
Previous research has determined that each generation has its own unique at-

titudes, work ethics, distinct, and preferred ways of managing and being managed. 
Today’s workplace represents the largest diversity of generations than any other 
time in history. The examination of generational differences among workers is 
a critical and underdeveloped area of investigation, particularly in aviation. The 
purpose of this study was to determine the work environment preferences of the 
Millennial generation in the aviation industry. The Work Environment Scale – Form 
I (Moos & Insel, 1974) was administered to 290 aviation personnel. Results of this 
study portray a complex combination of relationship, personal growth, and organi-
zational structures of their ideal workplace preferences, dominated by desires for 
greater personal freedoms with less managerial interventions.
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Workplace Preferences of Millennials 

In the Aviation Industry

Today, like no other time in the history of the United States, the workforce is 
comprised of the greatest number of generational cohorts. Many organizations 
have employees representing four generations (Zemke, Raines, & Filipczak, 
1999); all may be working concurrently, however, they may not be working col-
laboratively. Generational cohorts tend to view the world, and the workplace, from 
the standpoint of their distinct life experiences (Schuman & Scott, 1989), yet they 
are expected to act as a team to meet the goals of the organization. Unfortunately, 
their differences may often lead to miscommunication, employee conflict, work 
ethic debates, loyalty issues, varying wants and needs in terms of compensation, 
and training issues. A key to organizational success is to understand the perspec-
tives and desires of each generation and be respectful of their differences (Gravett 
& Throckmorton, 2007).   

The examination of generational differences among workers is a critical and 
underdeveloped area of investigation, particularly in aviation. Ultimately, all organi-
zations are most strongly influenced by the values and preferences of their newest 
generation of employees. Failure on the part of management to understand and 
adjust appropriately to generational differences can result in misunderstandings 
and miscommunications. In time, this can affect employee productivity, perfor-
mance, recruitment, retention, and safety. 

The most recent group entering the workforce is referred to as the millen-
nial generation, marked by having been born in the 20th Century while entering 
the workforce in the 21st Century. The purpose of this study is to determine the 
preferred workplace characteristics of the millennial generation in the aviation in-
dustry.

Literature Review

The distinction between where one generation ends and another begins is not 
rigidly defined, however, experts have found that individuals can be strongly united 
based on enduring shared social, economic, and political events. Members of all 
generations are likely to experience significant events during their developmental, 
adolescent years. These experiences tend to strongly impact individuals and form 
lifelong impressions affecting their outlook on life and work (Glass, 2007; Schu-
man & Scott, 1989).  Individuals in each generational group seem to develop simi-
lar attitudes, ambitions, and a synergy that can provide them strength in society 
(Zemke, Raines & Filipczak, 1999).

Although several different terms have been used to categorize the various gen-
erations, the most common appear to be: Veterans, Baby Boomers, Generation X, 
and Millenials (Zemke, Raines & Filipczak, 1999).  Additionally, the time frames 
used to define each of the generations vary throughout the literature. Generation-
defined characteristics may not fit some individuals as they may adopt some of the 
values and attitudes of the previous or subsequent generation. Classifying genera-
tional members, therefore, is not an exact science (Johnson & Wilson, 2008). Gen-
erally speaking, and for purposes of this investigation, the generations currently in 
the workplace include: Veterans, born between 1922 – 1943; Baby Boomers, born 
between 1944 – 1960; Generation Xers, born between 1961 – 1980; and, Millen-
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nials, born between 1981 – 2000 (Lancaster & Stillman, 2002; Smola & Sutton, 
2002; Strauss & Howe, 1997; Zemke, Raines & Filipczak, 1999).

Generations tend to form a persona or set of characteristics by which they are 
defined. These characteristics may include attitudes towards work, technology, 
gender roles, religion, race, and family. Their value systems may also deviate from 
other generations. These characteristics not only provide commonality within each 
generational group, but also the distinction between generational groups making 
each group somewhat unique. These characteristics seem to permeate the gener-
ation and become influential elements in the mind-set of its members (Schuman & 
Scott, 1989). Interestingly, these generational characteristics tend to remain fixed 
as the members age and seem to be lifelong traits (Strauss & Howe, 1997).

Each generation also tends to have distinct preferences regarding organiza-
tional business structures and behaviors (Glass, 2007). In stark contrast to previ-
ous generations, the Millennial generation is unwilling to dedicate much of their 
daily life to their work. They instead prefer to have more of a balance between work 
and their other interests (Smola & Sutton, 2002), and seem to exhibit a ‘work to 
live’, not ‘live to work’ attitude (Ryan, 2007).

When they are at work, however, the Millennial generation has a strong prefer-
ence for structure and organization. This may be the result of inordinate amounts 
of time spent in the highly structured and controlled media environments of their 
electronic games, such as Gameboys and Nintendos. They prefer orderly work 
environments and dislike ambiguity of any kind. This cohort tends to prefer clear 
expectations and has a strong desire for a well-defined career path (Epstein & 
Howes, 2009).  For some members, the desire for structure is so unyielding that, if 
it is not provided, they may quit their job and search for it at another organization 
(Westerman & Yamamura, 2007).

This generation is accustomed to using all types of technology, and incorpo-
rates it into many aspects of their lives. Their experience with various technologies 
has provided them with unprecedented freedoms, as well as immediate gratifica-
tion. Unlike previous generations, Millennials are accustomed to instantaneous ac-
cess to money (ATM), entertainment (iPod), information (Internet), communication 
(computers and smart phones), and even dating (online dating services) (Teaching 
the Millennials, 2007; Zemke, Raines & Filipczak, 1999). They have spent count-
less hours on the Internet and have hundreds of friends via social-networking sites 
such as Facebook and MySpace. Because they have been able to explore the 
world via the Internet, they tend to enjoy extensive freedoms and the desire to 
make their own decisions (McGlynn, 2005; Zemke, Raines & Filipczak, 1999).

This generation tends to be self-confident and may appear to have an entitle-
ment attitude. Raised by Baby-Boomer parents, they were placed at the center of 
their families’ existence during their formative years. Unlike previous generations 
who only received a trophy for finishing in either first, second, or third place in com-
petitions, members of this generation received a trophy for simply being a member 
of the team. They are accustomed to receiving praise and accolades and having 
their parents being quite involved in their daily lives (Zemke, Raines & Filipczak, 
1999). 
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Generational differences have been the force behind many societal shifts. As 
newer generations emerge and replace older generations, a “generational replace-
ment” tends to occur. Society is likely to transform and begin to reflect the attitudes 
and values of the upcoming generation (Johnson & Wilson, 2008; Mitchell, 1995). 
The Millennial generation represents the second largest of the current genera-
tions, following the Baby Boomers. Approximately 81 million Americans are mem-
bers of this cohort, which is about one-fourth of the entire population (US Census 
Bureau, 2009). Due to their size, it is almost certain that they are, and will continue 
to impact work environments. 

The Millennial generation has recently entered the workforce and many avia-
tion employers are wondering how to recruit, manage, motivate, and communicate 
with these individuals. In order to assist aviation managers and supervisors in 
becoming more adept in coordinating the efforts of this cohort, it is important to 
determine the interpersonal desires, goal orientations, supervisory methods, and 
organizational structures that may work best with them. The purpose of this study, 
therefore, was to determine the work environment preferences of the Millennial 
generation in the aviation industry. 

Method

Subjects

Participants in this study held various roles within aviation, including flight stu-
dent, professional pilot, air traffic controller, aviation maintenance technician, and 
aviation administrator. There were 290 participants, ranging in age from 18 to 27 
years, with mean and median ages of 20.5 and 20.0 years, respectively. There 
were 219 male and 24 female respondents, with 47 respondents choosing to not 
indicate their gender. All participants were born and raised in the United States. 
Participation was voluntary and uncompensated.

Procedures

The Work Environment Scale – Form I (WES) (Moos & Insel, 1974) was ad-
ministered to individuals in various aviation entities; airlines, manufacturing, flight 
schools, and air traffic control facilities.  The survey was paper-based. Participants 
were provided a written description of the study, along with the survey question 
booklet and response sheet. Scores were manually tabulated using a scoring tem-
plate provided with the assessment materials. 

Materials

The WES – Form I provides individuals the opportunity to describe what they 
consider to be their expected or ideal work setting. It has been used extensively 
in a variety of clinical and research practices, as well as by managers and consul-
tants attempting to determine employee workplace goals and value orientations. 
The instrument has shown validity in predicting outcomes in various occupational 
settings, including the military, education, government, and health care. It has been 
used extensively throughout the US and internationally and has been translated 
into seven languages. By design, the WES is descriptive rather than evaluative 
(Moos, 1994b).

Workplace Preferences of Millennials
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The WES consists of three forms: the Real Form (Form R) which measures the 
perceptions of employees in their current work environment; the Ideal Form (Form 
I) which measures employees’ perceptions of their ideal workplace; and the Ex-
pectations Form (Form E) which measures prospective employees’ expectations 
about a future work setting (Moos, 1994a; Moos, 1994b).  Since its development, 
the WES has been found to provide significant insight into employee workplace 
perceptions. Examples of uses include determining employee satisfaction in ac-
counting and business organizations (Westerman & Cyr, 2004: Westerman & Sim-
mons, 2007; Westerman & Yamamura, 2006), determining nurse’s perceptions of 
their real and ideal work environments (Baker, Carlisle, Riley, Tapper & Dewey, 
1992; Kotzer, Koepping, & LeDuc, 2006; Long, Williams, & Hollin, 1995), as well 
as workplace satisfaction of mental health practitioners (McRae, Prior, Silverman, 
& Banerjee, 2007), to name a few. 

The WES consists of 10 subscales that assess three underlying sets of di-
mensions: Relationship, Personal Growth or Goal Orientation, and System Main-
tenance and Change. The Form I subscale internal consistencies (Cronbach’s Al-
pha) and intercorrelations range from 0.55 to 0.74.  Norms have been developed 
for each WES form and for each country of use. In total, there are 90 True/False 
statements, 9 items for each of the 10 subscales. Possible scores for each sub-
scale range between 0 and 9. The WES Form- R, Form-I, and Form-E are parallel 
in that each has 90 items that focus on the same work setting elements but are 
worded appropriately to assess current, ideal, and future perspectives. The scor-
ing keys and answer sheets are identical for each of the three forms (Moos & Insel, 
1974; Moos, 1994a; Moos, 1994b).

Within each of the three dimensions are subscales assessing various aspects 
of the particular dimension. The Relationship dimension consists of Involvement, 
Coworker Cohesion, and Supervisor Support subscales. The Personal Growth 
and Goal Orientation dimension consists of Autonomy, Task Orientation, and Work 
Pressure subscales. The System Maintenance and System Change Dimension 
consists of Clarity, Managerial Control, Innovation, and Physical Comfort sub-
scales (Moos & Insel, 1974; Moos, 1994a; Moos, 1994b).

Data Analysis

Adopting the method developed by the survey developers (Moos & Insel, 
1974; Moos, 1994a; Moos, 1994b), a scoring template was used to determine 
raw scores for each individual.  Descriptive statistics for centrality and relative 
variation were generated from these data. The data for each individual were then 
summed for each of the 10 subscales. Chi-square analyses were then performed 
to determine which factors, if any, dominated the Millennial generation’s workplace 
preferences. 

Results

Descriptive Analysis

Subscale mean, median, modal, standard deviation and coefficient of varia-
tion (CV) values are reported in Table 1. The interpretation of the centrality mea-
sures for each subscale are explained by Moos (1989) and vary based on each 
subscale, e.g., considerably below average scores for the Involvement subscale 
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are in the 0-3.5 range, while they are in the 0-2 range for the Innovation subscale. 
Interpretations for each of these statistics follows.

Table 1 

Subscale Descriptive Statistics
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Mean 7.7 7.4 7.3 7.3 7.8 3.6 7.0 5.4 6.4 7.1

Median 8 8 8 8 8 3 7 6 7 8

Mode 9 9 8 8 9 4 8 7 7 8

Std Dev 1.6 1.8 1.5 1.6 1.5 2.1 1.4 2.1 2.2 1.7

CV 20% 24% 21% 22% 19% 57% 20% 39% 34% 23%

The Relationship Dimension

The first dimension measured by the WES is Relationship. The items on its 
subscales address personal relationships in the workplace, focusing on employee 
commitment, collegiality, and support. The three subscales of this dimension are 
Involvement, Peer Cohesion, and Supervisor Support ((Moos & Insel, 1974; Moos, 
1989; Moos, 1994a; Moos, 1994b).

Involvement Subscale. The mean score on this subscale is 7.7, which is con-
sidered well above average, while the median and modal scores are 8 and 9, 
respectively. A CV of 20% indicates low relative variation within the respondents’ 
scores.

This subscale measures the employee’s commitment to their job. The items 
on this subscale ask respondents about their desire for challenging and interesting 
work, the effort they exert in performing their work, and whether employees assist 
each other in accomplishing tasks. Based on their responses, the survey respon-
dents indicate that they would be highly committed to their jobs. 

Peer Cohesion. The mean score on this subscale is 7.4, which is well above 
average, while the median and modal scores are 8 and 9, respectively. While a CV 
of 24% indicates more relative variation than the Involvement subscale, it is still 
relatively low. 

Workplace Preferences of Millennials
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This subscale measures the amount of support employees provide each other.  
The items on this subscale ask respondents about the depth and loyalty of the 
relationships people will develop within the workplace.  Based on their responses, 
the survey respondents indicate a preference to work in a very supportive, cohe-
sive environment. 

Supervisor Support. The mean score for this subscale is 7.3, which is consid-
ered to be well above average. The median and modal scores are each 8, while 
the CV is 21% which is more in line with the Involvement subscale for relative 
score variation.

This subscale measures the extent by which management facilitates a sup-
portive work environment. Items on this subscale ask respondents about how of-
ten supervisors compliment employee performance, provide positive feedback, 
and provide open lines of communication. With a well above average score, the 
respondents indicate a desire for a substantial amount of support and recognition 
from management. 

Personal Growth or Goal Orientation Dimension

This second set of WES dimensions consists of personal growth and goal-
oriented subscales. This dimension includes the autonomy, task orientation, and 
work pressure items.  Overall, this set of items focuses on the ways in which an 
environment encourages or prevents personal growth (Moos & Insel, 1974; Moos, 
1989; Moos, 1994a; Moos, 1994b).

Autonomy. The mean score for this subscale is 7.3, which is considered to 
be well above average. The median and modal scores are each 8, while its CV is 
22%, again in line with the Involvement score subscale relative variation. 

This subscale measures the extent by which employees’ desire self-gover-
nance. Items on this subscale ask respondents about their preferred levels of 
empowerment in decision-making, initiative, innovation, and independence. The 
mean score for this subscale seems to indicate that these respondents would pre-
fer to have a significant amount of freedom and ability to make their own decisions 
regarding their work.

Task Orientation. The mean score for this subscale is 7.8, which is again well 
above average. The median and modal scores are 8 and 9, respectively. The sub-
scale’s CV is 19%, indicating a stronger cohesion (less relative variation) within 
the respondents than the previous subscales. This subscale measures the levels 
of emphasis placed on efficiency, focus, and task completion. The mean score for 
this subscale indicates that the respondents would be focused on accomplishing 
tasks in a timely manner. 

Work Pressure. The mean score for this subscale is 3.6, which is below aver-
age. Of the ten subscales, this average is the lowest. In concert with this rank-
ing, its median and modal scores are 3 and 4, representing a relative direction 
away from the scores of the other nine subscales. Further, its CV is the largest at 
57%, indicating considerable scoring diversity within the respondent group. Scores 
ranged from 0 to 9.
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This subscale assesses employees preferred levels of urgency and pressures 
that exist in the work environment. The mean score for this subscale indicates that 
this generation would prefer to work in a relaxed environment, free of most job 
pressures. 

System Maintenance and System Change Dimensions

This third set of WES dimensions assesses the preferred clarity of expecta-
tions, enforcement of rules, opportunities for innovation, and comfort in the work 
environment. The four subscales in this dimension are Clarity, Control, Innova-
tion, and Physical Comfort (Moos & Insel, 1974; Moos, 1989; Moos, 1994a; Moos, 
1994b).

Clarity. The mean score for this subscale is 7.0, which is considerably above 
average. The median and modal scores are 7 and 8, respectively, with a CV of 
20%. Whereas the median and modal scores for this subscale are lower than most 
of the previous subscales, its relative variation is commensurate with the previous 
values.

This subscale assesses the extent to which corporate rules, regulations, and 
job expectations need to be defined. The mean score for this subscale indicates 
that the respondents would prefer to have significant details regarding the expec-
tations of their job and work environment. 

Control. The mean score for this subscale is 5.4, which is at the high end of 
average (on this subscale, 5.5-6.0 is considered as above average). The median 
and modal scores are 6 and 7, respectively. While these scores are lower than the 
previous subscales, a CV of 39% (second highest) indicates a fair degree of score 
variation within the respondent group.

This subscale assesses the firmness with which management enforces rules 
and policies. The mean score for this subscale indicates that while this generation 
would prefer to work in an environment that enforces rules, but it does not want an 
overly restrictive management. 

Innovation. The mean score for this subscale is 6.4, which is considered to 
be well above average. The median and modal scores are each 7, while its CV is 
34%, similar in value and interpretation as the prior Control subscale.

This subscale measures the extent that employees are encouraged to be 
creative in developing new methodologies and approaches, and are allowed to 
test new ideas. The mean score for this subscale indicates that the respondents 
strongly prefer a workplace that considers personal initiative and creativity to be 
of value.

Physical Comfort. The mean score for this subscale is 7.1, which is again con-
siderably above average. The median and modal scores are each 8, placing this 
subscale equivalent to the first few subscales presented above. Similarly, its CV is 
23%, indicating score variation equivalency to the first subscales.

Workplace Preferences of Millennials
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This subscale measures the characteristics of the workplace that influence 
feelings of contentment and positive well-being. The mean score for this subscale 
indicates that this generation holds a strong preference for an environment that is 
pleasing and comfortable.

Chi-Square Analyses

Several chi-square tests were performed to determine which of the subscales, 
if any, indicates dominance or weakness relative to the remaining subscales. First, 
the subscales were tested within their respective dimensions, and then overall 
across all dimensions. 

When examining the three subscales within the Relationship dimension, none 
were found to score significantly differently than any other, χ2 (2, N = 6505) = 4.00, 
p > 0.136. This indicates that the respondents view the Involvement, Coworker 
Cohesion, and Supervisor Support subscales equally.

An examination of the three subscales within the Personal Growth and Goal 
Orientation dimension reveals a highly significant weakness for the Work Pressure 
subscale over the Autonomy and Task Orientation subscales, χ2 (2, N = 5444) = 
484.6, p << 0.0001. The contribution for the Work Pressure subscale represents 
roughly two-thirds the total chi-square statistic, indicating a considerable dislike 
of workplace pressures by this group. Factoring out the Work Pressure subscale 
reveals a less significant difference between the remaining two subscales with 
greater preference being given to Task Orientation than Autonomy, χ2 (1, N = 4390) 
= 5.263, p < 0.022.

An examination of the four System Maintenance and System Change sub-
scales reveals a significant weakness for the Managerial Control subscale, which 
accounts for roughly 60% of the overall chi-square statistic, χ2 (3, N = 7516) = 
79.533, p << 0.001. By “weakness,” we mean that the respondents as a whole 
scored this factor much lower than expected, thereby contributing a large chi-
square statistic value.  Since the respondents seemingly do not favor Manage-
rial Control, we removed it and reanalyzed the remaining three subscale factors. 
Consequently, the Innovation subscale is found to be weakly regarded while the 
Physical Comfort demonstrates some dominance with the Clarity subscale scores 
about as expected, χ2 (2, N = 5938) = 14.470, p < 0.001.

Finally, all ten of the subscales were compared against one another. As is 
indicated by the descriptive results above, the Work Pressure subscale is very 
weakly regarded (again, “weakly” is in terms as we describe above), accounting for 
over 63% of the total chi-square statistic, χ2 (9, N = 19,464) = 644.8, p << 0.0001. 
Managerial Control assumes a distant second contributing only 11% of the overall 
chi-square statistic. Nonetheless, these two subscales indicate a considerable dis-
like for these factors by this Millennial group. In contrast, the Clarity and Innovation 
subscales appear to be moderately regarded whereas the remaining six subscales 
appear to be favored on a somewhat equal footing.

Discussion

The purpose of this study was to determine the ideal work environment prefer-
ences of members of the Millennial generation currently in the aviation industry.
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The results of this study portray a complex combination of the relationship, 
personal growth, and organizational structure of the ideal workplace as indicated 
by these respondents. 

Overall, results indicate that these respondents view themselves as being 
highly committed to their jobs, and prefer a workplace environment that is very 
supportive and cohesive. It appears that this generation would work best in an 
inclusive environment, where managers utilize a more engaged approach incor-
porating coaching and mentoring strategies instead of authoritative directives. Mil-
lennials prefer being treated as partners and may work best in organizations with 
flattened hierarchies (Earle, 2003). 

 Unlike many other businesses, aviation is an extremely fast-paced industry 
requiring many time-sensitive decisions. While Millennials want the expectations 
of the workplace and of their job functions communicated in explicit detail, they do 
not want to be micro-managed. Respondents in this study indicated that they are 
focused on getting their work completed in a timely manner; however, they would 
also like the freedom to be creative and innovative. Though this may not be ap-
propriate in many facets of the industry, inventive ideas could actually prove to be 
beneficial. Novel thinking that provides new products, methodologies, and ways of 
doing business could advance aviation performance worldwide. Management may 
wish to cultivate this ingenuity and provide Millennial workers with the opportunity 
to utilize their creativity in looking at old problems in new ways. 

 Aviation is very unique in that is operationally structured on a vast array 
of rules, regulations, and time schedules.  Without these, the industry would not 
be able to function as effectively, efficiently, and safely as it does. Establishment 
and enforcement of these requirements comes not just from management, but 
also from local, state, and federal governments. Although the respondents of this 
study indicated they prefer a work environment in which they are informed in great 
detail of the rules, they also want flexibility in their decision-making. This estab-
lishes an apparent conflict that aviation managers may have to confront. Previous 
research has found that providing members of this generation the background of 
why particular rules exists tends to expand their understanding and acceptance of 
the particular policy (Martin & Tulgan, 2006). The aviation industry could experi-
ence dire effects if the uniformity and consistency provided by rules, regulations, 
and schedules are not upheld. Haphazard disregard of this structure could prove 
disastrous; therefore, more time should be spent explaining the rationale for the 
rules and regulations or, perhaps by providing employees with a company website 
to access resources which include readily available explanations. 

The aviation industry is quite dynamic and is impacted by diverse factors rang-
ing from politics to weather to economics, to name a few. The compounding inter-
action of these and other issues complicated by the continuous struggle to provide 
good, safe products and services, while also striving for financial success, causes 
aviation personnel to continually feel a sense of urgency in their work. The respon-
dents in this study expressed a strong desire to work in an environment free from 
such job pressures. Again, this preference is in strong opposition to the nature of 
the industry.  

As with any group, the Millennial generation exists across a continuum of likes 
and dislikes. This is supported by the relatively large variances in preferences indi-

Workplace Preferences of Millennials
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cated on the Work Pressure and Control subscales (57% and 39%, respectively). 
Consequently, it is incorrect to conclude that all Millennial generation respondents 
in this study shy away from work environments in which continual demands exist. 
By contrast, some respondents indicated no particular discomfort with such pres-
sures. Because of this, it may be prudent for management to appropriately screen 
candidates for various aviation positions. 

Respondents in this investigation stated that they preferred a physical work-
space that was pleasing and comfortable. Because of their concurrent desire to 
work in partnership with others, it may be beneficial to redesign corporate work-
spaces to encourage collaboration. For many employees, an organization that 
provides them with a workplace environment that makes them feel energized and 
valued can encourage them to be more productive and perhaps work longer (Ear-
le, 2003). In a previous study focusing on workplace design, employees indicated 
they would work an extra hour a day and felt their companies would be more com-
petitive if they developed a better environment in which to work (Pfeffer, 2007). For 
members of the millennial generation, not only would a comfortable workspace 
be more conducive to their preferences, but it may be advantageous for manage-
ment to also provide them with mobile technologies that would allow them to work 
anytime, anywhere.

Results of this study tend to agree with previous investigations focusing on the 
characteristics of the Millennial generation. Based on these findings, it is appar-
ent that this generation has very distinct preferences for their ideal workplace and 
strong expectations of their employers. They are a generation that knows what 
they want and are used to getting it (Epstein & Howes, 2006; Martin & Tulgan, 
2002). The arrival of this generation into the aviation workplace may present some 
challenges, but it also provides many opportunities. Success will be achieved by 
those organizations that are aware of the Millennial generation’s workplace prefer-
ences. 

Limitations

Potential limitations of this study may be the relatively small sample size; 
therefore, generalizability of the results may be restricted. This study also relied 
upon self-report surveys to assess the participants’ work environment preferenc-
es. Consideration should be given to utilization of other data collection measures, 
such as interviewing respondents, as well as collecting data from managers and 
supervisors of this cohort.

This study is the first in a series focusing on the implications of the Millennial 
generation working in the aviation industry, and was meant to be exploratory in 
nature. Future studies will include analyses of differences between generations 
currently at work in the aviation industry, as well as investigating generational pref-
erences of individuals within functional areas. 

Conclusion

The primary contribution of this investigation was the determination of the ideal 
workplace preferences of the Millennial generation currently in the aviation indus-
try. Overall, results indicate that these respondents have very strong and distinct 
preferences for their ideal workplace. For aviation managers, it is important to un-
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derstand the uniqueness of this generation so as to allow for a smooth assimilation 
of these workers into the workplace. 
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Abstract
In general aviation, flight emergencies above the open ocean occur for both 

helicopters and airplanes. They are particularly damaging due to the absence of a 
landing area when making an emergency landing at sea. Engine failure appears 
to be the primary cause of open ocean accidents for both single engine and twin 
engine aircraft. There is no significant relation between injury and aircraft damage 
in Pacific Ocean operations, partly because controlled landings on water damage 
the aircraft but are rarely fatal. Helicopter operations above open water result in 
significant increases in severe or fatal injuries when compared to airplanes. All 
general aviation accidents with small aircraft occurring above the Pacific Ocean 
and reported by the National Transport Safety Board were analyzed and the differ-
ences between helicopter and airplane operations were highlighted. The results of 
the analysis indicate that the main preventive measure to mitigate general aviation 
emergencies above the open ocean is the elimination of engine failures that result 
from fuel exhaustion due to navigation or fuel management errors. 
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Background

When General Aviation (GA) aircraft cross the open ocean, their possibilities 
for a safe emergency landing are limited. Still, ferry flights and observation flights 
are regularly conducted in these circumstances (Sacchie, 1979). 

Strategies for reducing the number of General Aviation accidents have re-
ceived increasing attention. In 2007, Li and Baker reported 228,000 active private 
pilots and 220,000 registered General Aviation aircraft in the United States. In the 
years prior, 91% of all aviation crashes and 94% of all aviation fatalities were in 
GA. This striking difference between General Aviation and major airline operations 
has been in place for many years. Yet accident investigation models with the help 
of taxonomies (Shappell & Wiegmann, 1997) and formal causal analysis (Ladkin, 
2000) were not designed to address this difference since GA is both too diverse 
and its accident reports too limited in content. The organizations behind each GA 
operation are limited to few people, and flight data are rarely recorded that may 
allow an analysis of the communication and actions prior to an accident.

Instead, the mitigation of General Aviation accidents is assisted by aircraft-
specific and operation-specific analyses, such as those for helicopter emergency 
flights (Baker et al., 2006) or for homebuilt aircraft (Hasselquist & Baker, 1999). 
Flights above the open ocean are conducted by both helicopters and airplanes, 
and the characteristics of ocean operations require specific accident mitigation 
strategies.

Emergency landings by large non-GA aircraft (above 12,000 lbs) on the open 
water are rare, but when they do happen, they are rarely without fatal consequenc-
es. In contrast, the smaller general aviation aircraft frequently survive landings at 
sea or have taken measures that limit the necessity for such a landing when they 
are required to operate above open water. It is this set of measures and the char-
acteristics of the accidents that are of interest for both the pilots involved in regular 
ocean operations and for pilots occasionally traversing expanses of open water.

Each ocean has its particular general aviation operations. The Gulf of Mexico 
mainly features helicopter air-taxi operations to oilrigs, while the Atlantic Ocean 
has hardly any regular helicopter operations present. The Pacific and the Atlantic 
Ocean both feature ferry flights with general aviation airplanes, but the former  has 
also seen an increasing number of helicopter flights operating from fishing vessels 
in recent years. The accidents occurring in the Pacific Ocean allow an exploratory 
comparison of helicopter and airplane accidents above open water.  

The possibilities for mitigating the number and the severity of these accidents 
were explored with an analysis of 67 accidents recorded for the Pacific Ocean 
region with aircraft registered in the United States.

Method

Data for the study were extracted from the National Transportation Safety 
Board (NTSB) online database, which contains probable cause statement and 
factual reports of Civil Aviation accidents and incidents since 1962 (NTSB, 2008). 
Accidents are reported to the database if aircraft sustained substantial damage 
or were destroyed and/or if at least one of the occupants or ground crew suffered 
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severe or fatal injuries. The database query included all accidents occurring in the 
Pacific Ocean region for aircraft lighter than 12,000 lbs and part of general aviation 
operations. Since denominator data on Pacific Ocean flights are not available, no 
information about the risk of helicopter and airplane flights can be provided. 

Probable cause statements provide a summary of the accident as well as the 
causes and contributing factors as determined by the NTSB examiner. The fac-
tual reports contain a narrative statement based on interviews with witnesses and 
pilot(s) as well as details about the aircraft, the pilot and the weather circumstanc-
es. The data provided for accidents occurring before 1982 are limited in their de-
scription.  For example, weather and personal data of the pilot as well as technical 
data of the aircraft may be missing. Despite these limitations, the reports provide 
sufficient data for an analysis. Categorical data, manifested in numbers of obser-
vations (counts) in different categories reported by the NTSB investigator, were 
related using Pearson’s Chi Square analysis at 95% statistical reliability.

Since the total number of flights with general aviation aircraft above the Pacific 
Ocean is unknown, it is not possible to present a risk analysis in terms of accidents 
per number of flight hours. The dangers of Pacific Ocean operations are found in 
the proportionate number of fatal accidents in the dataset. Also, when aircraft dis-
appear in the Pacific Ocean it is often not possible to determine the cause or even 
the occurrence preceding the crash and this limits the dataset. 

Results

From 1964 until 2004, 67 accidents occurred in the Pacific Ocean with general 
aviation aircraft involving 28 helicopters and 39 airplanes. Airplane accidents aver-
aged one accident per year throughout this time frame. Helicopters did not appear 
in these accident statistics until 1978, and averaged two accidents per year from 
1991 onwards.

Injuries and damage

The number of accidents with severe or fatal injuries versus those with only 
minor or no injuries was significantly smaller for airplanes compared to helicopters 
(χ2 = 4.0, df = 1, p < 0.05) (see Table 1). Twelve helicopter accidents included 
fatalities, with a total of 17 occupants killed; 14 occupants were killed in 13 fatal 
airplane accidents.

Table 1

Damage and injury patterns per aircraft type.

total number 
of accidents

substantial
damage destroyed severe 

injury fatal injury

helicopter 28 (100%) 8 (29%) 19 (68%) 8 (29%) 12 (43%)

airplane 39 (100%) 4 (10%) 35 (90%) 4 (10%) 13 (33%)
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There was no significant relationship between the damage of the aircraft and 
the severity of the injury sustained by the occupants (χ2 = 1.02, df = 1, p > 0.3). 
See table 2.

Table 2

Relation of damage and injury

none/minor/
substantial damage destroyed

none/minor injury 8 25

severe/fatal injury 4 30

Aircraft engines

One helicopter with twin-engines was involved in an accident, while 17 out of 
39 airplanes had two engines reported. There was no significant difference be-
tween the number of fatal accidents with airplanes with or without twin engines (p 
> 0.8). There were four substantially damaged airplanes with a single engine and 
none with twin engines compared to the rest that were destroyed, but this differ-
ence was also not significant.

Pilot characteristics

The average age of the general aviation pilots in this dataset was 39.4 years, 
with 12 pilots younger than 30, 20 pilots between 30 and 40, 22 pilots between 40 
and 50 and 11 pilots who were 50 years or older of which the oldest were 60 and 
66. The age of two pilots was unrecorded. Only 11 pilots had less than 1000 hours 
flight hours, 25 (37%) pilots had between 1,000 and 5,000 hours, and 21 (31%) 
pilots had over 5,000 hours of flight experience in either helicopter or airplane.

Environmental conditions

Weather and daylight conditions were not consistently reported, but for the pe-
riod after 1982 three accidents took place at night and one at dusk. The helicopter 
flight at dusk also reported fog and one night flight with an airplane occurred dur-
ing rainy conditions. Two other day flights were conducted in rain and one in hazy 
weather. No other special weather conditions were reported.

Activities during accidents

Twenty-one (75%) helicopters involved in Pacific Ocean accidents were con-
ducting aerial observations, two conducted other commercial operations, one con-
ducted a ferry flight and four were unrecorded or had ‘other work use’ reported. In 
contrast, 22 (56%) airplanes were conducting ferry flights, 11 conducted personal 
or pleasure flights, two conducted instructional flights and four had noncommercial 
or unreported activities.

General Aviation Accidents in Pacific
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Six helicopter accidents took place on the deck of a ship. About 25% of air-
planes landed on water, also known as ditching, and a similar percentage was 
found for helicopters. The remaining aircraft crashed in the water, meaning that 
no landing was attempted or intended according to the NTSB investigator. The 
crash landing was fatal in 21 out of 47 cases, a ratio significantly different from the 
controlled landing or ditching in which only 1 out of 14 cases was fatal (χ2 = 5.06, 
df = 1, p < 0.03). 

Helicopters that were part of Pacific Ocean accidents reported seven (25%) 
airframe/component failures that included one rotor failure and one engine failure. 
Five (18%) losses of engine power were reported in addition to seven (25%) ac-
cidents traced to a loss of control in flight. In comparison, the airplane occurrences 
included 15 (38%) engine failures, one airframe failure, one (3%) loss of control 
in flight, and ten (26%) losses of engine power. In short, there was a significant 
difference between helicopters and airplanes in that only one engine failure was 
reported for helicopters and 25 engine (power) failures  were reported for airplanes 
(χ2 = 22.66, df = 1, p < 0.01).

Causes of accident

In at least ten (36%) cases a helicopter pilot was the cause of the accident, 
and in at least 16 (40%) cases it was an airplane pilot. In nine (32%) cases the 
cause of the helicopter accident could not be determined, and this was also the 
case for 17 (43%) airplane accidents. In all remaining cases, the accident was 
caused by maintenance or by other personnel or the cause was not attributed to 
anyone, such as the occurrence of a bird strike. Accidents with multiple causes 
were only found in part of the data and secondary causes identified by the NTSB 
examiner were not included in the analysis.

Discussion

The proportionate number of fatal accidents and destroyed aircraft in flights 
above the Pacific Ocean is higher than the number for general aviation flights 
elsewhere (Li & Baker, 1999). The information provided by the NTSB accident 
reports is, however, severely limited. Both the absence of data on the organization 
that oversees a particular flight as well as the lack of flight data in the minutes prior 
to the accident prevent detailed causal analyses. The reports by the NTSB also 
changed over time so that some information could not be collected consistently for 
all accidents in the dataset. Information on incidents and comparisons with ocean 
operations elsewhere may contribute to future studies on this subject.

In Pacific Ocean general aviation accidents, the severity of the injuries is not 
related to the damage of the aircraft. In other words, a destroyed aircraft does not 
always lead to fatal or severe injuries. In ocean operations, the relation was not in-
verse, as has only been reported for ballooning (de Voogt & van Doorn, 2006), but 
unlike general aviation as a whole, the pilots survived most forced landings. Yet the 
water may still destroy the aircraft after a successful landing is completed. While 
the ocean rarely provides an ideal landing area, it also does not have obstacles 
that could harm the passenger and aircraft before it reaches sea level, with the oc-
casional exception of a ship. These characteristics of ocean landings partly explain 
the absence of the relation between occupant injury and aircraft damage.
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A notable difference was found between helicopter accidents and airplane ac-
cidents in Pacific Ocean operations. This difference should for an important part 
be attributed to the type of operation, although other relatively risky helicopter 
operations, such as sling loads and aerial application, have a lower proportionate 
number of fatalities in their dataset (de Voogt, Uitdewilligen & Eremenko, 2008; 
de Voogt & van Doorn, 2007). Operations from ships provide helicopters with at 
least one safe landing spot, but at the same time accidents on a ship create dif-
ferent kinds of damage and injury. Helicopter operations on ships were rare in the 
NTSB database, which only contains Civil Aviation accidents, and no significant 
number of such accidents is available to allow a separate study of this type of 
operation. Still, if landings on ship decks are excluded from the analysis, the dif-
ference between helicopters and fixed-wing aircraft accidents remains, suggesting 
an increased danger of helicopters above open sea. 

In comparison with helicopters, airplanes suffered a higher percentage of en-
gine failures or loss of engine power during ocean flights. At the same time, air-
planes were more commonly equipped with more than one engine as evidenced 
by the study sample. The main cause of an accident for multi-engine aircraft was 
nonetheless engine failure. This indicates that despite multiple engines, a higher 
percentage of airplanes involved in an accident suffered from engine trouble when 
compared to helicopters. At least eight engine failures were caused by the pilot ac-
cording to the NTSB investigator; while eleven had undetermined causes.

Discipline in the application of regulations, in particular for ship deck opera-
tions, is a general recommendation that applies to all ocean flights. Rotor strikes 
and lines attached to the helicopter during take-off are clear indications that the 
few accidents taking place on ship decks could also have been prevented with 
better oversight. The same holds true for engine failures due to incorrect fuel man-
agement that affected both helicopters and fixed-wing aircraft.

Controlled landings on water in this dataset were, with one exception, not fatal, 
which means that the absence of a landing place was not the main risk for Pacific 
Ocean accidents. At best, it is the perceived absence of a landing area rather than 
a controlled landing on the water surface that resulted in an accident. Due to their 
freqency in the dataset, the main preventive measure to mitigate accidents above 
open water remains the elimination of engine failures that can result from fuel ex-
haustion due to navigation or fuel management errors. 

General Aviation Accidents in Pacific
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