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1 Abstract

This study was the second round of usability testing for the Data Reliability Indicator for
American Community Survey (ACS) data tables proposed by the sponsor team. Three
prototype tables with a color-coded indicator based on an estimate’s coefficient of variation
were compared to a baseline table that represented a past production version of an ACS data
profile. One prototype had three levels of reliability and the other two had four levels of
reliability. One version of the four-level table was labeled with the terms “excellent,”“good,”
“fair,” and “poor.” The other was labeled with the terms “reliable,” ”mostly reliable,”
“somewhat reliable,” and “unreliable.”

No differences were found in users’ accuracy and efficiency (time on task) across the four
tested table designs. Overall, 19 of the 21 participants indicated that they preferred the
prototype tables over the baseline tables, although their preference for either the three–
(n=10) or four–level (n=9) tables or either of the two alternative wording options was fairly
evenly split (nine preferred the “good” wording, ten preferred the “reliable” wording, and
two had no preference). However, there were some significant differences in satisfaction
scores between the tables. There is evidence that satisfaction as measured by the QUIS
instrument was significantly higher for both the baseline and the four–level tables than for
the three–level table.

An analysis of how likely participants were to mention the margin of error (MOE) or report
it along with the estimate showed no significant differences by table design. Eye-tracking
heat maps showed that participants looked at the MOE column on the table fewer times for
the three–level condition.

U.S. Census Bureau: Helping You Make Informed Decisions



Participants did use the reliability indicator and frequently said that they would report the
message contained in the reliability column along with the estimate (12% indicator reporting
for the three–level condition and 43% reporting for each of the four–level conditions). Par-
ticipants in both the four–level “good” table and the four–level “reliable” table conditions
were significantly more likely to report the message from the color–coded reliability indicator
than the three-level indicator in a post–hoc test. Also, participants in both the four–level
“good” table and the four–level “reliable” table conditions were significantly more likely
to explicitly report the message from the color–coded reliability indicator along with the
estimate than participants in the three-level indicator condition. There was no significant
difference between the two four–level tables themselves on this variable.

More detailed results and potential usability issues are discussed.

Key Words: data reliability indicator, coefficient of variation, color-coded data
tables, usability

2 Introduction

This second round of testing took a more empirical approach to the evaluation of these
prototypes and builds on the more exploratory method used in the first round of testing
(Ashenfelter, Beck, & Murphy, 2009). While internal Census Bureau employees were the
participants for the first round of testing, a group of Census–external ACS data users (i.e.,
Washington, D.C. area researchers, federal employees, and journalists) were recruited as
participants for this round of testing. Findings from this second round of testing will inform
the design-and-development team on areas of user satisfaction and success as well as areas
where the participants struggled while accessing and using the data.

2.1 Background

This project aimed to address an issue that arises with the ACS data tables because the
estimates have varying levels of reliability. Some of the data, especially some single-year
estimates, have high coefficients of variation (CVs). Some users may use these estimates
without taking into account their reliability. The goal of this project is to provide some
guidance to help data users more easily detect when there are potential reliability issues
as measured by the CV (although the decision of whether or not to use the estimate is
ultimately that of the data user).

The proposed method for addressing the issue of the reliability of the estimate was to color-
code each estimate with the appropriate level of reliability along with an associated word
(e.g., “reliable” or “unreliable”), as measured by the coefficient of variation (Whitford &
Weinberg, 2008). The choice of CV as the estimate of sampling error to be tested was
based on the goal to produce a standardized measure of reliability that might be easier
for users to interpret. There has also been the observation that, although the margin of
error (MOE) is currently provided with each estimate, ACS data users routinely ignore the
MOE. Another reason for using the CV as a metric for reliability is that there are published
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Census Bureau standards for data reliability based on the CV. The existing data reliability
standard, Quality Requirements for Releasing Data Products (Cahoon et al., 2007), states
(Page 7 section 1.B.): If the estimated coefficients of variation (CV) for key statistics are
larger than 30 percent, the data product will be released under the requirements for category
2 or category 3 data 1.

As a starting point, a four-level categorization based on this documented Census 0.30 stan-
dard was proposed by the sponsoring team in the Decennial Statistical Studies Division
(DSSD). The idea was to color-code the estimate according to its reliability, as evaluated
by its associated CV. For both the first and second round of usability testing, a red color
indicates a low-reliability estimate and green indicates a reliable estimate. Mid-range relia-
bility is indicated by yellow or orange coding. The prototypes and baseline table that were
tested in this second-round evaluation of the ACS data reliability indicators are included in
Appendix A.

The tasks that participants completed for the second round of testing are provided in this
test plan as Appendix B. These tasks were kept as similar as possible to those used in the
first round of usability testing, but they were updated to incorporate findings from the first
round of testing as well as feedback from team members and the Census Methodology and
Standards council. A more objective method of assigning a task-difficulty rating was also
used for this round of testing. Information about the task difficulty metric used can be found
in Appendix B.

The following are key differences between the first and second round of testing:

• Revised tasks - The tasks were worded to avoid potentially biasing participants
toward using color-coding as opposed to MOE or CV; additional tasks were added to
the protocol, and existing tasks were re-written to be more realistic and challenging
for participants.

• Revised prototypes - Only three- and four-level indicator prototypes were tested this
round due to the poor testing performance of the two-level indicator in the first round of
testing (although a baseline table was still used for comparison). The indicator legend
box explaining the reliability column was also moved to a spot directly above the table.
The three–level indicator prototype used the wording “good” (green; CV < .30), “fair”
(yellow; .30 ≤ CV < 0.61), and “poor” (red; CV ≥ .61). This indicator was similar to
the three–level table evaluated in the first round of testing. Two different versions of
the four–level table were tested with alternative wording of the text message included
in the reliability indicator column. One version, referenced in this report as the four–
level “good” indicator (since this is how participants frequently referred to it), included
the messages “excellent” (green; CV < .10), “good” (yellow; .10 ≤ CV< .30), “fair”

1Category 2 and 3 data are defined in the Quality Requirements for Releasing Data Products document:
“Data in the first category satisfy the Public Data Release Criteria. Category 2 consists of data that do not
satisfy these criteria but have published release dates. Data in the second category will always be released.
Category 3 consists of any other data that do not satisfy the criteria.”
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(orange; .30≤ CV < 0.61), and “poor” (red; .61 ≤ CV < 1.0). This indicator prototype
was similar to the four–level prototype that was evaluated in the first round of usability
testing. The second four–level indicator tested included the same cutoff levels for CV,
but with different labels referring to the reliability of the data 2: “reliable” (green),
“mostly reliable” (yellow), “less reliable” (orange), and “unreliable” (red). Figures 1,
2, and 3 show the data reliability legend from the three–level, four–level “good”, and
four–level “reliable” indicators, respectively. These prototype tables were compared to
each other and to a “baseline” table, which represented what the 2006 ACS data profile
tables looked like, which are similar to current versions of (2008) ACS detailed data
tables. Beginning in 2007, the ACS data profiles were redesigned to add percentages
next to the estimates in addition to the MOE, so the baseline tables tested here must
now be called “previous” versions of the ACS tables instead of “current.”

• Different participant pool- While participants for the first round of testing were in-
ternal Census employees, participants for the second round consisted of real ACS data
users from outside the Census Bureau. Some participants were recruited from a list
of D.C.–area journalists who use ACS data products, which was provided by the Cen-
sus Bureau Public Information Office (PIO). Real ACS data users were also recruited
through a local nonprofit research institution and the Council of Professional Associa-
tions on Federal Statistics (COPAFS), as well as from an ACS Interagency list. Also,
since one of the participants from the first round of testing was colorblind and some
participants randomly selected from the sampling frame were likely to be colorblind,
all participants were asked to report the status of their color vision. However, none
of the participants in this round of testing were colorblind (determined by self–report
and color–blindness test).

2The term “reliable” only acknowledges the reliability from a sampling standpoint
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Figure 1. Data Reliability Indicator Legend from Three–Level Prototype

Figure 2. Data Reliability Indicator Legend from Four–Level “Good” Prototype

Figure 3. Data Reliability Indicator Legend from Four–Level “Reliable” Prototype

2.2 Research Goals

The usability goals for this study were defined in three categories: user accuracy, efficiency,
and satisfaction.
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Goal 1: To achieve a high level of accuracy in completing the given tasks using the data
tables. It was decided that the user should be able to complete 75% of the tasks successfully.
The goal for the first round of testing was set at 70% accuracy, but this goal was exceeded
by all of the participants. Since the average accuracy rate was 83% in the first round of
testing, the goal was raised for the second round (especially considering that the participating
journalists and other ACS data users are likely to be familiar with ACS data). The results
showed that all three tables had over 85% accuracy scores, so all four tables passed this
usability goal. A related sub–goal was to evaluate whether the color–coded data reliability
indicator would prompt users to pay attention to and report an estimate’s reliability. The
results showed that 12% of participants would report the estimate’s reliability for the three–
level table, 43% would report it for the four–level “good” table, and 43% would report it for
the four–level “reliable” table. This indicates that participants were often attending to the
reliability column and reporting it along with their answer to a task.

Goal 2: To achieve a high level of efficiency in using the data tables. It was decided that
the test participants should be able to complete the tasks in an efficient manner taking no
longer than 3 minutes for a harder task, 2 minutes for a medium task, and 1 minute for an
easier task. While the designation of tasks as “medium” or “hard” was determined in team
meetings for the first round of testing, a more objective metric based on empirical research
on cognitive workload was used for this round of testing (see Appendix B). The difficulty
rating assigned to each task can also be found in Appendix B. All tasks were rated either
medium or hard (there were no easy tasks). The average time for completion of medium
tasks was 1.61 minutes, so this passes the usability efficiency goal for medium tasks. The
average completion time for hard tasks was 3.53 minutes, so this did not pass the usability
efficiency goal set before testing.

Goal 3: For the users to experience a moderate to high level of satisfaction from their expe-
rience with the data tables. A tailored version of the University of Maryland’s Questionnaire
for User Interaction Satisfaction (QUIS) (Chin, Diehl, & Norman, 1988) was implemented.
The overall mean of the QUIS ratings for the data tables should be above the mean (above
5 on a nine-point scale, where 1 is the lowest rating and 9 is the highest rating). The same
should hold true for the individual QUIS items. Each table (including the baseline table)
had an overall QUIS score of over 6.11, so this passes the usability QUIS goal. Additionally,
each individual item had an overall rating of at least 5.75, so this is also consistent with this
usability goal.

2.3 Scope

A specific set of user interactions with the tables (as portrayed in the prototypes provided
by the sponsor) was within the scope of the usability evaluation. The user interface was
not tested for compliance with the Section 508 regulations, although members of of the
Systems Support Division (SSD) did consult with the usability and sponsor team about
potential accessibility issues associated with color–coding data tables before the first round
of usability testing took place. Since these may become data tables that could potentially
be accessed through a government Web site, they must comply with Section 508 regulations
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before the Web site becomes available, unless a waiver is granted.

2.4 Assumptions

• Participants had at least one year of prior Internet and computer experience.

• Participants had prior knowledge of how to navigate a Web site.

• Participants had some prior experience in using ACS data products.

• Participants had no known disabilities, but were screened for color blindness.

3 Method

3.1 Participants

The original goal for this study was to recruit sixty participants from the metro Washington,
D.C. area from a list of local data users and local ACS data users to come to the SRD
Usability Laboratory in Suitland, MD for testing. However, the usability staff had some
difficulty with recruiting participants and only 21 people participated in the study. The SRD
Usability staff recommends that recruitment for the next round of testing coincide with an
on–site conference of ACS data users, since one main problem was a general unwillingness
for participants to travel to Suitland, MD for the testing (e.g., the State Data Centers
(SDC) annual conference or the Census Information Centers (CIC) and SDC annual joint
conference). The usability staff will also investigate the possibility of off–site testing for
future research.

Initially, sixty people were randomly sampled from a sampling frame of 342 local Washington,
D.C.-area journalists provided by the Census Bureau’s Public Information Office (PIO).
From this sample of sixty journalists, the expected response rate was forty participants.
However, due to a low response rate and a large number of journalists being listed with
out–of–date contact information, an invitation to participate was extended to the remainder
of the list. However, only six journalists participated. Additional real ACS data users were
recruited through the a local nonprofit research institution and the Council of Professional
Associations on Federal Statistics (COPAFS). Six people participated in the testing from
these institutions. Participants were also recruited from an ACS Interagency list obtained
from the American Community Survey Office (ACSO). Nine people contacted through this
list participated. Because of the difficulty recruiting participants, it was not possible to
stratify their random assignment to condition. However, each participant was assigned to a
condition using the SAS Proc Plan function. They were assigned to one of four conditions
corresponding to one of the three prototypical ACS data reliability indicators or the baseline
table. Each version of the table had at least 5 participants who used it to complete the
testing. The order in which the participants performed the tasks was also randomized for
each person. Table 1 lists the participants’ occupations, the first task they performed, and
the table condition to which they were randomly assigned. Six participants were journalists,
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six were researchers (e.g., nonprofit institution, COPAFS, or other), and 9 were federal
employees recruited through the ACS Interagency list. Twelve of the participants were male
and nine were female.

Each test participant had at least one year of prior experience in navigating different Web
sites. Participants varied in their levels of familiarity with the ACS and ACS data tables,
but all used ACS data products at least occasionally for their jobs. The amount of time that
participants reported that they have been using ACS data products or tabulations based
on them ranged from two years to the very beginning of the ACS. The average age of the
participants was 45, with a minimum of 27 and a maximum of 71.

Observers from the Decennial Statistical Studies Division (DSSD) Data Reliability Indicator
team, the Math Stat Council, and ACSO were invited to watch the usability tests on tele-
vision screens in a separate room from the test participant and test administrator. At the
end of each test session, the test administrator and observer(s) discussed the findings from
that session.
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Table 1. Participant Condition, First Task Performed, Gender, and Occupation

Participant Table Seen First Task Gender Occupation
P1 3-Level 4 Male Nonprofit
P2 4-Level Good 5 Female Nonprofit
P3 3-Level 7 Male Journalist
P4 4-Level Reliable 9 Male Federal
P5 4-Level Reliable 1 Female Journalist
P6 Baseline 3 Male Journalist
P7 4-Level Good 5 Female Nonprofit
P8 Baseline 1 Female Federal
P9 Baseline 3 Female Journalist
P10 3-Level 5 Female Journalist
P11 4-Level Reliable 6 Male COPAFS
P12 4-Level Good 8 Male Federal
P13 4-Level Good 1 Male Journalist
P14 Baseline 2 Female Federal
P15 4-Level Reliable 4 Male Nonprofit
P16 3-Level 6 Male Federal
P17 3-Level 7 Female Federal
P18 Baseline 9 Male Federal
P19 4-Level Reliable 2 Female Federal
P20 4-Level Good 3 Male COPAFS
P21 3-Level 5 Male Federal

The assignment of participants to condition did result in some conditions having different
types of participants (e.g., more federal employees vs. journalists, etc). This limits the
generalizability of the results of the analyses.

3.2 Facilities and Equipment

Testing Facilities

The test participant sat in a small room (5K512), facing a one-way glass and a wall camera,
in front of an LCD monitor equipped with an eye-tracking machine that is placed on a table
at standard desktop height. The test participant and test administrator were in the same
room for the reading of the general protocol, the think–aloud practice, and eye–tracking
calibration. The test administrator then went into the control room for the usability testing
segment of the session and returned to sit in the same room as the participant for the
debriefing segment.

Computing Environment

The participant’s workstation consisted of a Dell personal computer, a 21-inch Tobii LCD
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monitor (Tobii model 2150) equipped with cameras for eye tracking, a standard keyboard,
and a standard mouse with a wheel. The operating system was Windows XP for all partici-
pants.

Audio and Video Recording

Video of the application on the test participant’s monitor was fed through a PC Video
Hyperconverter Gold Scan Converter, mixed in a picture-in-picture format with the camera
video, and recorded via a Sony DSR-20 digital Videocassette Recorder on 124-minute, Sony
PDV metal-evaporated digital videocassette tape. Audio for the videotape was picked up
from one desk and one ceiling microphone near the test participant. The audio sources are
mixed in a Shure audio system, eliminating feedback, and fed to the videocassette recorder.

Eye–Tracking

The participant’s eye movements were recorded during the usability test using a trial ver-
sion of Tobii Studio Enterprise Edition (Tobii Technology, 2008). Some of the participants’
data were collected using the older Tobii Clearview software after the trial license for Tobii
Studio expired on July 4, 2009. The Tobii eye-tracking device monitors the participant’s
eye movements and records eye-gaze data. The data recorded represent the physical posi-
tion of the eye as measured by the the reflection of a near–infrared beam off of the pupil.
The horizontal and physical position of the pupil are recorded for both eyes at a rate of 50
Hz (e.g., 50 samples per second) on this model of eye tracker. This type of eye-tracking
requires the calibration of each eye. Data collected from the eye-tracking device includes
eye-gaze position, timing for each data point, eye position, and areas of interest. The Tobii
eye tracker records data at a rate of 50 Hz. When a participant looks away or blinks, or if
the eye tracker loses track of the participant’s pupil, this data is recorded as missing data
and this does not stop the data recording. Often, the eye tracker will regain tracking status
of the participant’s pupil and data recording will begin again within a few seconds following
a glance away from the computer screen.
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3.3 Materials

Usability testing requires the use of various testing materials. Testing materials included
the following items provided in the appendices. There were three different prototypes cor-
responding to different possible ways of displaying the data reliability indicator (two 4-level
and one 3-level indicator). There was one baseline table used to represent ACS data ta-
bles without data reliability indicators. Versions of these prototypes and the baseline are
available in Appendix A. Following the initial probe item (i.e., “What is the first thing that
that you noticed about this table?”), the tasks for each prototype were the same and were
presented in a randomized order for each participant.

Only the small geography of Hays City, Kansas, was used for this round of testing, which
differs from the three geographical pairs used in the first round of testing. Pairs of geo-
graphical locations were used in the first round of testing to contrast the difference in data
reliability based on the CV (i.e., California is an area with a large population, so all of the
estimates will be highly reliable, but Wilmington, Delaware, is much smaller and will have
less reliable estimates). The smaller geographies have more variability in the reliability of
their estimates and will require some judgment on the part of the data user as to whether to
use the estimates for the task at hand. Hays City, Kansas was selected because its estimates
had a wide range of reliability and each level of the data reliability indicator was represented
for both the three– and four–level indicators.

Prototypes

The two-level indicator was eliminated based on the first round of usability testing. Two
versions of the four-level indicator and one version of the three-level indicator were tested
in this second-round investigation. These three prototypes and the baseline (previous ACS
data table) can be found in Appendix A. The images have been truncated for legibility.

Tasks

Members of the ACS data-reliability indicators team and members of the Census Bureau’s
Usability Lab created the tasks with input from the Math Stat council. The tasks are
designed to capture the participant’s interaction with, and reactions to, the design and func-
tionality of the ACS data reliability indicators. The first question asked of the participants is
not a task in the traditional sense because it simply asks them to report the first thing that
they notice about the tables, so it is called the “initial probe” question and is not consid-
ered an official task. The rest of the tasks were designed so that the participant would look
for estimates that were located in different areas of the table. The tasks themselves were
randomized for each participant. Table 1 lists the first task that each participant performed
based on the randomized order of tasks they each received. Appendix B provides the version
of the tasks that were used in this second round of testing 3

3The wording in task 9 was changed from “find out how many people are 18 or older in your hometown of
Hays, KS” to “find out how many civilians are 18 or older” after many participants struggled with this
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General Protocol

Each participant was read a general protocol, which can be found in Appendix C. The test
administrator read some background material and explained several key points about the
session. The general protocol emphasizes that the participant’s skills and abilities are not
being tested, but that the participant is helping in an evaluation of the data table’s overall
usability.

Consent Form

Prior to beginning the usability test, the test participants completed a general consent form
supplied in Appendix D. The consent form documents the participant’s agreement to permit
videotaping of the testing session and states that the study is authorized under Title 13 of
the U.S. Code.

Questionnaire on Statistical Experience, Computer Use and Internet Experience

Prior to the usability test, the test participant completed this questionnaire, which gathered
information on the participant’s demographics, experience using statistics, computer use,
and Internet experience (Appendix E). This information helped us determine whether there
is a relationship between these three experience factors and performance and preference
scores found during testing.

Future research will examine whether there is a relationship between experience, expertise,
and the difficulty rating that participants assign to the tasks in the task-difficulty rating
questionnaire (see below).

Questionnaire for User Interaction Satisfaction (QUIS)

The original version of the QUIS includes dozens of items related to user satisfaction with
a user interface (Chin et al., 1988). In a usability test at the Census Bureau, SRD typically
uses 10 to 12 items that the usability team has tailored to the particular user interface
being evaluated. This study used a modified version that includes items worded for the ACS
data-reliability indicators context (Appendix F). The experimenter handed the QUIS to the
participant at the same time as the task-difficulty rating questionnaire (below).

Task-Difficulty Rating Questionnaire

Participants were asked to provide a difficulty rating for each task, which was used for
validation of the “medium” versus “hard” designation during analysis. This short survey
can be found in Appendix G.

task.
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Debriefing Questions

After completing the tasks, the experimenter read aloud debriefing questions to the partic-
ipants about their overall experience using the prototype ACS Data Reliability Indicator
(Appendix H). The debriefing questions included an inquiry about each participant’s color
vision, followed by a brief Ishihara test of colorblindness. These questions are included in
the debriefing segment of the protocol following testing and not included in the survey ad-
ministered to the participants before testing so as not to prime them to focus intentionally
on color during testing.

Procedure

Each test participant was escorted to the usability lab at the U.S. Census Bureau head-
quarters building in Suitland, Maryland. Upon arriving, the test participant was seated
with the test administrator in the testing room (5K512). The test administrator greeted
the participant, thanked him or her for his or her time, and read the general introduction.
Next, the participant read and signed the consent form. After signing the consent form, the
test participant completed the questionnaire on demographics, experience with statistics,
computer use and Internet experience.

Since this test used the eye-tracking device, the participant’s eyes were calibrated after
the general protocol was read and the consent form was signed. Calibration was usually
completed in about fifteen to twenty seconds by having the participant look at a dot moving
across the computer screen. Once calibration was completed, the test administrator exited
the room and continued the testing process from the control room (5K509).

Following calibration, the participant began to complete the tasks on the ACS data reliability
indicators prototype. At the start of each task, the participant read the task aloud. While
completing the task, the participants were encouraged to think aloud and share what they
were thinking about the task. This interaction was not intended to be a conversation. If
at any time the participant became quiet, the test administrator probed the participant
about what they were looking for in the table. The content of the so-called “think-aloud”
protocol allows us to gain a greater understanding on how the participant is completing
the task and to identify issues with the tables. In order to make sure that the participants
understood what was expected by the instruction to think aloud, they engaged in a practice
think-aloud task where they walk through their thought process while performing a task
using a commonly accessed Web page (the end of Appendix C).

At the conclusion of each task, the participant stated a “final answer” to the task. During
the task or while watching the tapes of the sessions at a later time, the test administrator
noted any observable struggles or other noteworthy behaviors, including comments and body
language. After the participant completes all tasks, the eye-tracking device was stopped, the
test administrator returned to the testing room, and the video recording continued. The
test participant then completed the modified QUIS and task-difficulty rating questionnaire
silently. When the participant completed the two paper forms, the test administrated asked
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the participant a series of debriefing questions (Appendix H). At the conclusion of the usabil-
ity evaluation, the video recording was stopped. Overall, the usability session ran between
45 and 60 minutes.

4 Results

4.1 Accuracy

The number of participants for this study was small (5-6 per condition for a total of 21
participants), which means that the statistical anaylses had low statistical power. The small
number of participants should be taken into account before generalizing to any population.
The accuracy score was calculated by scoring whether the participant found the correct
estimate in the table (1) or not (0). The issue of whether the participant would report
the estimate, margin of error, or color–coded indicator message where applicable was scored
separately. The initial screening probe question (What is the first thing you noticed about
this table?) was not scored for accuracy. For task 3, which asked participants to find the
number of people of German ancestry, the number of people of Slovak ancestry, and then
decide which estimate had better data quality, the average was taken for these three sub–
questions to compute an accuracy score for each participant. Similarly, for task 4, which
had asked for three different estimate in parts a, b, and c, the average of these three parts
was calculated. Part d was a subjective decision about whether to hold the concert in Hays,
KS or not and was not scored for accuracy. The sample size is the number of task scores
available for each table (e.g., 9 tasks per participant for 5 participants would be a sample size
of 45). Table 2 shows the overall percentage of correct responses for each table. A one–way
ANOVA showed that there was no significant difference among the tables in terms of the
accuracy scores (α = 0.05, F (3, 185) = 1.1, p > 0.05. They are all equally accurate.

Table 2. Accuracy Results by Table

Participant Sample Size Percent Correct
Baseline 45 92.6
Three–Level 54 94.4
Four–Level “Good” 45 93.3
Four–Level “Reliable” 45 85.2

Table 3 lists the accuracy score results by task number. Task 9 had the lowest accuracy score
by far, and several participants commented on its difficulty. A sample size of 21 reflects the
number of participants who completed each task.

One-way ANOVAs (across all four table types) were conducted to check for the possible
influence of differing participant experience and educational levels. No significant differences
in accuracy were found with education, how long the participant has been using ACS prod-
ucts, how often the participant uses ACS products, number of statistics courses taken, or
self-rated level of expertise with statistics as independent variables (p > 0.05).
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Table 3. Accuracy Results by Task

Task Sample Size Percent Correct
1 21 81.0
2 21 95.2
3 21 100
4 21 95.2
5 21 100
6 21 95.2
7 21 100
8 21 100
9 21 57.1

Mentioning and Reporting the Estimate, MOE, and Indicator Message: Partic-
ipant’s Judgment

The following tasks asked participants whether they would report or use the estimate they
found in the table or whether they would include a particular group of people in a category
based on the information in the table. Different wording was used when writing the tasks
so that these questions about the consideration of sampling error did not stand out as being
too similar to the participants. Their responses were scored as 1) whether or not they would
report the estimate and 2) whether this decision is consistent with the appropriateness of
reporting this estimate according to the reliability of the data and the context given in the
task scenario (e.g., what is at stake based on the hypothetical decision). The responses were
also coded according to whether they mentioned the MOE and the color–coded reliability
indicator color or message and, if the participants said they would report the estimate,
whether they explicitly stated that they would report the MOE or indicator message along
with the estimate.

Reporting the Estimate

Whether or not the participants would report an estimate was a question of interest for
several of the tasks. Specifically, the following tasks were designed so that participants’
decisions about reporting the estimates could be compared to the reliability information
associated with them. In most cases, there were only 5 participants per condition, so 20%
would mean “1 out of 5.”

Task 1: Your supervisor asks you to find some information about the number of
women ages 15 to 50 who gave birth in the past 12 months for your hometown
of Hays, KS. What information would you report to your supervisor?

The first part of the question asks for the estimate itself, which was scored in the accuracy
portion of this study. However, whether or not the participants would report the estimate to
the supervisor in this vignette is a separate issue. For this question, the correct estimate is
307, and the MOE is ±127. For the three–level table, the reliability column cell was coded
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green with the message “good” and for the four–level tables, the reliability column cell was
coded yellow with the message “good” or “mostly reliable.”

Of the participants that found the correct estimate, for the baseline table, 60% of partici-
pants would report this estimate, 75% would report it for the three–level table, 100% would
report it for the four–level “good” table, and 67% would report it for the four–level “reliable”
table. The majority of participants would report these estimates for all of the tables.

Task 2: You are researching background information for a paper and need to
find the number of people of West Indian descent in Hays, KS. What do you
report in the paper based on your findings in the tables?

For this question, the correct estimate is 13, and the MOE is ±25. For both the three–level
tables, the reliability column cell was coded red with the message “poor” for the three–level
table and “poor” or “unreliable” for the four–level tables.

The results show that for the baseline table, 75% of participants who found the correct es-
timate would report this estimate, 50% would report it for the three–level table, 40% would
report it for the four–level “good” table, and 20% would report it for the four–level “re-
liable” table. Although this estimate is unreliable due to a very large CV, three quarters
of the participants in the baseline condition would use it. This may indicate that the data
reliability indicator may be dissuading participants from using the unreliable estimate for
this task. This issue will be further examined in the third round of testing.

Task 5: You are asked to report to state leaders the number of people of Italian
descent living in Hays. What answer would you give them?

For this question, the correct estimate is 155, and the MOE is ±145. For the three–level
table, the reliability column is coded yellow with the message “fair.” For the four–level
tables, the reliability column is coded orange with the message “fair” or “less reliable.”

The results show that for the baseline table, 60% of participants who found the correct es-
timate would report this estimate, 83% would report it for the three–level table, 60% would
report it for the four–level “good” table, and 100% would report it for the four–level “reli-
able” table.

Task 6: The mayor of Hays said that if there are more than 300 people ages 5 to
15 with disabilities in Hays, the city might be eligible to receive some government
funding to develop programs for the disabled. He asks you if the there are at
least 300 people in this age group with disabilities in Hays. What would you tell
him using ACS data?

For this question, the correct estimate is 229, and the MOE is ±184. For the three–level
table, the reliability column is coded yellow with the message “fair.” For the four–level table,
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the reliability column is coded orange with the message “fair” or “less reliable.”

The results show that for the baseline table, 60% of participants would report this estimate,
60% would report it for the three–level table, 40% would report it for the four–level “good”
table, and 20% would report it for the four–level “reliable” table.

Task 7: The Danish embassy wants a listing of all cities with more than 200
people of Danish descent. Would you include the city of Hays based on the ACS
data?

For this question, the correct estimate is 69, and the MOE is ±111. For the three–level
table, the reliability column is coded red with the message “poor.” For the four–level table,
the reliability column is coded red with the message “poor” or “unreliable.”

The results show that for the baseline table, 0% of participants who found the correct es-
timate would report this estimate, 0% would report it for the three–level table, 40% would
report it for the four–level “good” table, and 0% would report it for the four–level “reliable”
table. Less than half of the participants in the four–level table would report the estimate, and
no one in the other three tables would report it. Overall, the participants decided not to use
the estimate. Some commented that since the embassy was probably going to use the infor-
mation to make an important decision that it was not a good idea to base it on that estimate.

Task 8: Cities with less than 200 people of French Canadian descent will engage
in an outreach program designed to attract more people of French Canadian
descent. Does Hays qualify based on ACS data?

For this question, the correct estimate is 180, and the MOE is ±114. For the three–level
table, the reliability column is coded yellow with the message “fair.” For the four–level table,
the reliability column is coded orange with the message “fair” or “less reliable.”

The results show that for the baseline table, 80% of participants who found the correct es-
timate would report this estimate, 33% would report it for the three–level table, 80% would
report it for the four–level “good” table, and 80% would report it for the four–level “reli-
able” table. The lowest number of participants said that they would use the estimate in
the three–level table condition. One possible difference in the results between the three–
and four–level tables is that the data reliability message is coded yellow for the three–level
table and orange for the four–level tables. There may have been a difference in the way that
participants viewed the message in the context of two different colors.

Task 9: You are writing a news article about voter turnout in the 2008 presi-
dential election and want to find out how many civilians are 18 or older in your
home town of Hays, KS. What results do you find in the table?

For this question, the correct estimate is 16,098, and the MOE is ±378. For the three–level
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table, the reliability column is coded green with the message “good.” For the four–level
table, the reliability column is coded green with the message “excellent” or “reliable.”

Several participants did not find the correct estimate for this task. In order to determine
whether they would or would not report the estimate as described in the vignette, partic-
ipants must first find that estimate. Therefore, this determination was not applicable for
several participants. A few participants who did find the correct answer expressed a lack of
confidence that the answer was correct, which may have impacted their decision of whether
or not to report that estimate. Of the participants who found the correct answer, 67% of
participants in the baseline condition would report this estimate, 80% would report it for the
three–level table, 67% would report it for the four–level “good” table, and 0% would report
it for the four–level “reliable” table. This task posed some difficulty for many participants
and many of them never found the correct answer. The percentages listed are for those
participants who found the correct answer. The wording of this question will be changed for
the third round of testing.

Mentioning and Reporting the Margin of Error

Whether or not participants would report the margin of error along with the estimate and
whether the color–coded reliability indicator would influence this decision was a question of
interest for the sponsor. These totals do not include scores for tasks 3 and 4, which had
several sub–questions. The sample size reflects the number of tasks completed (out of a
possible total of 7) multiplied by the number of participants who worked with each table.
Table 4 shows the percentage of responses by table type where the participant mentioned the
margin of error in their response. A one–way ANOVA showed that there were no significant
differences in mentioning the MOE among the groups.

Table 4. Mention MOE in Response

Participant Sample Size Mentioned MOE (%)
Baseline 35 51.4
Three–Level 42 40.5
Four–Level “Good” 35 57.1
Four–Level “Reliable” 35 51.4

Table 5 shows the percentage of responses by table type where the participants explicitly
stated that they would report the MOE along with the estimate. A one–way ANOVA showed
that there were no significant differences in reporting the MOE among the groups. These
results indicate that there were no significant differences between the tables.

Reporting the Color–Coded Reliability Message

As in the first round of testing, many participants tended to stop using the MOE once they
started using the color–coded reliability indicator. One participant even commented that
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Table 5. Report MOE with Estimate

Participant Sample Size Would Report MOE (%)
Baseline 35 57.1
Three–Level 42 40.5
Four–Level “Good” 35 54.3
Four–Level “Reliable” 35 48.6

the indicator was “addictive” and that he was aware that he had stopped using the MOE
and was using this color–coding instead.

No participants said that they would report the color itself (e.g., red, green, yellow), but
rather the message contained in the column. Although a few participants recommended
getting rid of the “Reliability” column and just highlighting the estimate itself, there is an
inherent benefit to including the message within that column in addition to addressing 508
issues. In particular, it conveys a message with suggested wording for reporting caution or
reliability along with the estimate. This is especially important when the participant does
not also report the MOE.

Table 6 shows the percentage of responses by table type where the participant mentioned
the margin of error in their response. These totals do not include scores for tasks 3 and
4, which had several sub–questions. The sample size reflects the number of number of
tasks completed (out of a possible total of 7) multiplied by the number of participants who
completed each table. A one–way ANOVA comparing the three prototype tables on this
variable (since the baseline table did not have a color–coded indicator, it was excluded from
the analysis) showed that there was at least one significant difference among the groups
(α = 0.05, F (2, 109) = 13.07, p < 0.001). Post–hoc Tukey t–tests indicated that participants
in both the four–level “good” table (α = 0.05,mean difference=0.485, p < 0.001) and the
four–level “reliable” table conditions (α = 0.05,mean difference=0.400, p < 0.001) were
significantly more likely to mention the message from the color–coded reliability indicator
than participants in the three-level indicator condition. There was no significant difference
between the two four–level tables themselves on this variable (α = 0.05,mean difference =
0.86, p > 0.05).

Table 6. Mention Color–Coded Indicator or Message in Response

Participant Sample Size Mentioned Indicator (%)
Baseline 35 NA
Three–Level 42 14.3
Four–Level “Good” 35 62.9
Four–Level “Reliable” 35 54.3

Table 7 shows the percentage of responses by table type where the participants explicitly
stated that they would report the label message from the color–coded reliability indicator
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along with the estimate. That is, whether the participate would use the data in the context of
the task vignette and said the label message as part of their final answer. A one–way ANOVA
comparing the three prototype tables on this variable (since the baseline table did not have a
color–coded indicator, it was excluded from the analysis) showed that there was at least one
significant difference among the groups (α = 0.05, F (2, 109) = 6.36, p = 0.002). Post–hoc
Tukey tests indicated that participants in both the four–level “good” table (α = 0.05, mean
difference=0.31, p = 0.008) and the four–level “reliable” table conditions (α = 0.05,mean
difference=0.31, p = 0.008) were significantly more likely to explicitly report the message
from the color–coded reliability indicator along with the estimate than participants in the
three-level indicator condition. There was no significant difference between the two four–level
tables themselves on this variable (α = 0.05,mean difference = 0.00, p > 0.05).

Table 7. Report Color–Coded Indicator or Message with Estimate

Participant Sample Size Would Report (%)
Baseline 35 NA
Three–Level 42 11.9
Four–Level “Good” 35 42.9
Four–Level “Reliable” 35 42.9

4.2 Efficiency

The start and stop times for the different tasks were obtained from the time stamps on
the eye–tracking data in order to calculate average times to complete the tasks. Efficiency
scores for tasks 3 and 4, which had sub–questions, consist of a total time–on–task for all
sub–parts to the question. The initial screening probe question (What is the first thing
you noticed about this table?) was not scored for efficiency. Table 8 shows the efficiency
scores in seconds by table. The sample size is the number of participants in each condition
multiplied by the number of tasks they completed. A sample size of 54 means that 6 people
completed 9 tasks each. A one–way ANOVA showed that there were no significant differences
in efficiency among the tables (α = 0.05, F (3, 185) = 0.6, p > 0.05. Some participants had
trouble finding the geographic area associated with the table for the first task that they
performed, which may have added extra time to their efficiency scores for the first task they
performed. However, the tasks were presented in a random order to each participant, which
should have ameliorated the effect of this issue.

Table 9 lists the efficiency score results by task number. A sample size of 21 reflects the
number of participants who completed each task.

In summary, there were no significant differences across treatments in the amount of time
required for a participant to complete the assigned tasks. One-way ANOVAs (across all
four table types) were conducted to check for the possible influence of differing participant
experience and educational levels. No significant differences in efficiency were found with
education, how long the participant has been using ACS products, how often the participant
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Table 8. Efficiency Results by Table

Participant Sample Size Average Time (sec)
Baseline 45 136
Three–Level 54 157
Four–Level “Good” 45 163
Four–Level “Reliable” 45 133

Table 9. Efficiency Results by Task

Task Sample Size Average Time (sec)
1 21 128
2 21 100
3 21 136
4 21 359
5 21 84
6 21 129
7 21 69
8 21 102
9 21 224

uses ACS products, number of statistics courses taken, or self-rated level of expertise with
statistics as independent variables (p > 0.05).

4.3 Satisfaction

The modified QUIS instrument (Chin et al., 1988) asks participants to score items on a scale
of 1 to 9. For reference and for the specific scale labels for each item, a copy of the entire
QUIS survey can be found in Appendix F. Scores in the tables below were calculated by
taking the average satisfaction score across table type (Table 10) and QUIS item (Table 11).
This satisfaction questionnaire measures how satisfied participants were with using the data
tables during the session.

In Table 10, sample size corresponds to the number of completed items for each table. Some
participants chose “not applicable” or skipped some items, and these skips are reflected in
the differing sample sizes. A one–way ANOVA showed that there was at least one signifi-
cant difference among the tables on this variable (α = 0.05, F (3, 151) = 5.431, p = 0.001).
Planned comparisons (α = 0.05) between the tables were performed. The baseline table was
coded as condition 1, the three–level table was condition 2, the four–level “good” table was
condition 3, and the four–level “reliable” table was condition 4.

1. The baseline table was compared to all of the prototypes and the results were not
significant (t(153) = 1.45, p > 0.05).
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2. The baseline table was compared to the three–level table and the results indicated
that the baseline table scored significantly higher than the three–level table (t(153) =
−3.128, p = 0.002).

3. The baseline table was compared to both four–level tables and the results were not
significant (t(153) = −0.33, p > 0.05).

4. The three–level table was compared against both four–level tables and the results
indicated that the four–level tables scored significantly higher than the three–level
table (t(153) = 3.43, p = 0.001).

5. The two four–level tables were compared to each other and the results were not signif-
icant (t(153) = 1.45, p > 0.05).

For this round of testing, both the four–level table and the baseline table had significantly
higher satisfaction scores than the three–level table, and the baseline table had significantly
higher scores than the three–level table.

Table 10. QUIS Scores by Table

Participant Sample Size Average QUIS
Baseline 34 7.2
Three–Level 47 6.1
Four–Level “Good” 39 6.8
Four–Level “Reliable” 37 7.3

Table 11 lists the average QUIS scores by item. The sample size refers to the number
of participants who completed that particular item. Sample sizes differ among tasks due
to skipped and not applicable responses. Item 7 asked about the color–coded reliability
indicator, so the baseline–condition participants marked “not applicable” for that item.

Table 11. QUIS by Item

Question Sample Size Average Score
1 21 6.4
2 20 5.8
3 19 7.7
4 20 6.6
5 21 6.5
6 20 7.6
7 15 6.7
8 21 7.2

One-way ANOVAs (across all four table types) were conducted on the participant back-
ground variables to check for the possible influence of differing participant experience and
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educational levels. The questions from the background survey can be found in Appendix E.
A significant effect was found for Education (F (3, 145) = 3.5, p = 0.0.17). Post-hoc Tukey
tests revealed that people with a 4-year college degree had significantly higher satisfaction
scores than participants with some college education (mean difference=1.45, p = 0.024);
participants with four-year degrees had higher satisfaction scores than people with some
post-graduate education (mean difference=1.55,p = 0.013); and people with post-graduate
degrees had higher satisfaction scores than people with some post-graduate education (mean
difference=1.18, p = 0.03).

Comments (Item 9)

Participants had the opportunity to write in comments at the end of the QUIS instrument
for Item 9.

Here is a list of comments given on these forms without the participant number for privacy
purposes:

Baseline Table

• Disability item not defined - not sure what number means since 64 different definitions
of disability in fed programs - need to publish each response category and age covered.
Item presented is not very useful for analysis.

3–Level Table

• Like to see general totals at top.
P10: I didn’t read how reliability was defined.

• Basis of color-coding needs to be upfront if to be used (Is it based on Variance, SD,
what?)

4–Level “Good” Table

• This would be helpful to have for the other tables (i.e., demographic, economic).

• Would like the ability to click for more info about methodology and reliability esti-
mates. Would like percentages to be calculated for subgroups- especially useful for
areas larger than a town like this.

• The tables can be arranged in a different format for easier navigation to extract data.
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• Margin of error column very confusing. I was looking for: MOE relationship to CV,
definition of MOE, desired precision.

• I like color codes. Good for average user, whom I often talk to. For small area sample
size would be nice. Keep margin of error. Perhaps more link (footnotes) that can be
click if I want more info on say a “household” v. a “family.”

4–Level “Reliable” Table

• Perhaps instead of having words “reliable” or “unreliable”, have signs: + + + means
very reliable and + means not reliable

• The info display question seems not too relevant to me, since this is one small selection
of data, and there is a lot more out there

• Geographic area “Hays City, KS” should be highlighted; Did not think first screen
would be target city - thought it would be USA or 50 states; Helpful if alternative rows
were shaded due to distance between variable and associated data; Assumed reliability
codewords were valid, compared est. with +/− values also to arrive at decision to
accept or reject data.
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4.4 Task Difficulty

In order to examine the validity of the easy–medium–hard designation assigned to the tasks
before testing based on a review of existing cognitive and other literature, participants com-
pleted a task difficulty rating survey after the usability session. Each task was listed and
participants were asked to rate the task on scale of 1 to 10, with 1 being very easy and 10
being very difficult. Table 12 lists the original rating and the average difficulty score given
by the participants for each task.

Table 12. Task Difficulty Ratings

Task Original Rating Average Participant Rating
1 Medium 2.8
2 Medium 2.5
3 Hard 2.3
4 Hard 4.4
5 Medium 2.2
6 Hard 3.3
7 Medium 2.3
8 Medium 2.5
9 Hard 5

The results indicate that the three tasks originally rated as “hard” did score the three
highest difficulty rating scales as rated by the participants: Tasks 4, 6, and 9. The fact
that the highest average difficulty rating was a 5, and this rating was for Task 9 where the
gaze plot data indicates further evidence of confusions, might be evidence that the difficulty
rating scales should be changed from a 10–point scale to a 5–point scale. Additionally, these
participants were experienced ACS data users and likely did not experience the same amount
of difficulty with the tasks as a novice user would. Future research may compare the difficulty
ratings of experts versus novice participants with respect to these difficulty ratings.

4.5 Eye–Tracking Results

The eye–tracking analysis captures evidence of the participants’ cognitive process while they
are completing the tasks. The horizontal and vertical position of the participant’s eye is
captured in real time and we can tell where a person looked and for how long. When fixations
are repetitive and indicate repeated searching for information, for example, it might mean
that the person is confused. If fixation durations are long for an area of the table, it might
mean that it is the most interesting or relevant part of the table. If there are no fixations
on an area, it means that the partic

Areas of interest (AOIs) for the tables were defined prior to the usability evaluation and
can be found illustrated spatially in Figures 4, 5, 6, and 7, respectively. AOIs are typically
used in eye–tracking analysis to evaluate how many times and how long participants looked
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at a certain area of the screen. The unit of measurement for a digital display on the To-
bii system software and hardware is one pixel, and AOIs are defined by their X (vertical)
and Y (horizontal) pixel coordinates. The entire screen has a resolution of 1024 by 768 pixels.

Figure 4. Areas of Interest for the Baseline Table

Figure 5. Areas of Interest for the Three–Level Table

Tables 13, 14, 15, and 16 show the average fixation durations for all of the participants on
each area of interest by table condition. Each fixation on an area of interest that lasted
at least 100 milliseconds is recorded along with the duration of that fixation by the Tobii
software.
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Figure 6. Areas of Interest for the 4–Level “Good” Table

Figure 7. Areas of Interest for the 4–Level “Reliable” Table

Table 13. Fixation Durations on Areas of Interest in Seconds for Baseline Table - 5
Participants

AOI Average SD Min Max
Bold Col. Head. 14.5 15.5 0.6 40.0
Geog. Info 13.6 15.6 1.0 40.1
Table Note 11.5 8.5 0.7 23.9
MOE 52.7 80.0 0.5 189.3
Estimate Col. 12.9 112.4 1.1 257.1
Estimate Desc. 155.9 183.1 4.0 378.7
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Table 14. Fixation Durations on Areas of Interest in Seconds for Three–Level Table - 6
Participants

AOI Average SD Min Max
Legend (Box) 4.1 2.2 2.6 50.7
Legend Note 0.7 0.7 0.2 2.0
Legend Title 1.2 0.8 0 2.3
Legend Colors 1.6 1.2 0.1 2.9
Geog. Info 4.3 2.4 0.2 7.0
Table Note 2.9 2.7 0 7.8
MOE 20.0 17.2 0.2 42.5
Reliability Col. 52.0 52.9 2.3 152.2
Estimate Col. 43.8 35.4 3.1 108.0
Estimate Desc. 122.2 68.9 4.3 193.0

Table 15. Fixation Durations on Areas of Interest in Seconds for Four–Level “Good”
Table - 5 Participants

AOI Average SD Min Max
Legend (Box) 11.7 8.9 1.5 18.3
Legend Note 4.8 5.8 0 13.9
Legend Title 2.1 1.9 0.7 5.0
Legend Colors 2.9 3.3 0.2 8.1
Geog. Info 3.7 5.5 0.6 13.5
Table Note 4.3 4.6 0.3 21.4
MOE 24.8 16.8 0.1 47.5
Reliability Col. 47.5 34.3 1.5 92.6
Estimate Col. 48.9 42.6 0.6 110.5
Estimate Desc. 133.2 101.3 6.6 232.7

Table 16. Fixation Durations on Areas of Interest in Seconds for Four–Level “Reliable”
Table - 5 Participants

AOI Average SD Min Max
Legend (Box) 14.4 11.0 0 26.0
Legend Note 1.7 2.6 0 6.1
Legend Title 2.5 2.4 0 5.6
Legend Colors 7.3 6.5 0 15.0
Geog. Info 12.4 10.0 0.1 23.1
Table Note 7.7 4.0 1.1 11.7
MOE 26.6 19.3 0 52.3
Reliability Col. 86.5 103.8 2.1 262.2
Estimate Col. 72.6 51.3 0.8 132.9
Estimate Desc. 222.6 172.3 4.4 444.3
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One–way ANOVAs by condition for each of the AOIs revealed that there were no significant
differences in fixation durations among the table conditions for any of the AOIs, including
the MOE column (F (3, 17) = 2.8, p = 0.07). While not significant at the α = 0.05 level,
these results do suggest that the additional information in the 3– and 4–level tables gains
attention and time spent looking at MOEs.

Heat maps were constructed for each of the tables. The Tobii Studio software used to run
most of the participants in this study uses a red–yellow–green scale as a default where red
indicates areas that had the most fixations, yellow indicates a mid–level amount of fixations,
and green indicates relatively few fixations. These fixations are relative, so areas shaded in
green may have been fixated upon multiple times, but not as frequently as the areas shaded
in yellow or red.

Heat maps of each of the tables examined in this study show the overall distribution of eye
fixations that lasted at least 100 milliseconds for each table, averaged across all of the tasks.
Perhaps the most striking difference among the concentrations of fixations on these tables is
on the MOE column. Specifically, the heat maps show that participants did not tend to look
at the MOE column as often for the three–level table (Figure 9) as for the other three tables
(Figures 8, 10, and 11. Although there are different numbers of participants represented
on these composite figures (due to an incompatibility between the plotting tools for Tobii
Clearview and Studio software packages), these results are consistent with the results of the
fixation duration analysis, which can be found in Tables 13, 14, 15, and 16. One possible
explanation for this trend in eye fixations is that the the three–level indicator provided more
implicit meaning than the four–level indicator and that the participants did not feel the need
to seek additional information from the MOE column as often, which is a concept that may
be examined in future studies.

The statistical analysis combined the data from the Studio and Clearview packages and
represents all of the participants. There were no significant differences for this analysis as
shown by a one-way ANOVA (p > 0.05).
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Figure 8. Composite Eye–tracking Heat Map for the Baseline Table- 5 Participants
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Figure 9. Composite Eye–tracking Heat Map for the Three–Level Table- 4 Participants
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Figure 10. Composite Eye–tracking Heat Map for the Four–Level “Good” Table- 3
Participants
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Figure 11. Composite Eye–tracking Heat Map for the Four–Level “Reliable” Table-5
Participants
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4.6 Participant Preference for Indicator Type

Participants were shown all three versions of the prototypical data reliability indicator tables
along with the baseline table, were allowed to explore the tables for a few minutes, and were
asked to state their preference (i.e., choose which version they would consider easiest to
use) for the number of levels of indicator as well as the wording used in the indicator (e.g.,
“excellent/good/fair/poor” versus “unreliable/mostly reliable/less reliable/unreliable.” The
results of asking participants to state their preference can be found in Table 17. These
results reflect only the participants’ subjective choice of which table they would prefer to
use, which is a qualitative evaluation of the instrument. Future testing may incorporate on
participant’s suggestion to rename the middle category as “fairly reliable.”

Table 17. Preferred Version of Table and Indicator Wording by Participant

Participant Table Seen Occupation Preferred Table Preferred Wording
P1 3–Level Researcher (Other) Baseline NA
P2 4–Level Good Nonprofit 4-Level Reliable
P3 3–Level Journalist 3-Level No Pref
P4 4–Level Reliable Federal 4-Level Reliable
P5 4–Level Reliable Journalist 3-Level Reliable
P6 Baseline Journalist 3-Level Reliable
P7 4–Level Good Nonprofit 4-Level Good
P8 Baseline Federal 3-Level Good
P9 Baseline Journalist 3-Level Reliable
P10 3–Level Journalist 4-Level Reliable
P11 4–Level Reliable COPAFS 3-Level Good
P12 4–Level Good Federal 4-Level Good
P13 4–Level Good Journalist 4-Level Good
P14 Baseline Federal No pref Reliable
P15 4–Level Reliable Nonprofit 4-Level Reliable
P16 3–Level Federal 3-Level Good
P17 3–Level Federal 3-Level Reliable
P18 Baseline Federal 3-Level Good
P19 4–Level Reliable Federal 4-Level Good
P20 4–Level Good COPAFS 4-Level Good
P21 3–Level Federal 3-Level Reliable

The results of this question showed no clear preference overall for three versus four levels or
for the “good” versus “reliable” wording. Ten participants preferred the three–level indicator,
nine participants preferred the four–level indicator, one preferred the baseline table, and one
had no preference. As for wording preference, nine preferred “good,” ten preferred “reliable,”
and two had no preference. As in the first round of testing, there was an overwhelming
preference for the prototypes over the baseline table overall. However, the real ACS data
users were split almost equally on their preference for the three– versus four–level tables and
for the two versions of the wording.
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4.7 Usability Issues and Observations

Results reported include all identified usability issues and resolutions recommended by the
team. Identified issues are prioritized based on the following criteria:

• High: This problem brought the test participant to a stand still. He or she was not
able to complete the task.

• Moderate: This problem caused some difficulty or confusion, but the test participant
was able to complete the task.

• Low: This problem caused minor annoyance but does not interfere with the flow of
the tasks.

High–Priority Issues

1. Usability Issue: No formula for CV cutoffs or explanation of relationship between MOE
and CV.

Many participants expressed confusion over the lack of an explanation for the criteria
used in determining the color–coded levels of the indicator. Similarly, several partici-
pants remarked that they were not sure why the CV was being used to determine the
cutoffs when the MOE was provided in the table itself. There were many suggestions
from participants about including more information about the cutoffs and either an
explanation or a formula relating the CV and MOE either within the table itself or
accessible through a hyperlink on another Web site.

For example, participant 5 specifically mentioned that she wanted to see the formula,
while Participant 12 did not think enough methodology information was given. Partic-
ipant 13 said it was confusing to her that the legend said it was based on CV, but then
the column gives you MOE. She said that she was not sure whether that means that it
could be interpreted to mean the MOE was determined to be “Excellent.” Participant
18 mentioned she did not know why the Census Bureau “switched” to CV to definite
reliability when MOE is in the table. Participant 7 mentioned wanting to see more
information in general about the CV and MOE and Participant 16 would want to see
definition of the scales because if someone is reporting the estimate to someone like
supervisor, they would need to know why it is called fair, etc. Participant 21 said that
people would really like the color-coding, but the Census Bureau should show how we
got the levels. Future testing may include either a mathematical formula relating the
MOE and CV or an explanation of how they are related. Similarly, tables with more
information about the cutoffs may be tested once criteria for these cutoffs have been
approved by the Methodology and Standards council.

2. Usability Issue: Civilian Population 18 and Over (Task 9).

Many participants could not find the answer to this question and many that did find it
were not confident that it was the correct answer. The wording was changed (“civilian”
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to “people”) after the first few participants had difficulty finding the answer to this
task. However, this did not improve the response rate for the rest of the participants.
This task had one of the lowest overall accuracy scores and participants had some of
their least efficient performances while completing this task. Many participants rated
it as the most difficult question on the task difficulty rating scale (Appendix G). Future
rounds of testing may require a revision in the wording of this task so that it is more
clear to participants that the answer can actually be found in the table.

Eye–tracking gaze plots of this task for each of the tables indicates that participants
looked all over the table before either succeeding or failing to find the correct estimate.
The correct estimate is near the middle of the table, yet the gaze plots in Figures 12,
14, 16, and 18 show that participants did not easily find it. The area on the table
where the correct answer could be found is circled in red.
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Figure 12. Composite Eye–tracking Gaze Plot for Task 9 on the Baseline Table- 5
Participants
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Figure 14. Composite Eye–tracking Gaze Plot for Task 9 on the Three–Level Table- 4
Participants
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Figure 16. Composite Eye–tracking Gaze Plot for Task 9 on the Four–Level “Good”
Table- 3 Participants
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Figure 18. Composite Eye–tracking Gaze Plot for Task 9 on the Four–Level “Reliable”
Table-5 Participants
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3. Usability Issue: Width of descriptive column

As in the first round of testing, participants reported that they had trouble tracking the
correct estimate across the screen because the description of the estimate (left–most
column) was so wide. Participant 6 mentioned that he would like to see the estimate
“right next to” the name. Participant 8 said highlighting alternate rows and moving
the columns closer together would help her because she had trouble “keeping track of
where I am.” Participant 11 said he had a “little bit of difficulty reading across” and
used the mouse to highlight across the screen while selecting an estimate for almost
every answer and made a mistake for Task 4a because he selected the estimate from the
incorrect row. Participant 16 mentioned that she could highlight, but it was difficult
to follow it across and said, “I wish I could click German and the whole row would
highlight. That would really be great.” Participant 19 said that it would help to shade
alternate lines because it was hard to read the way it was.

Some ACS new data tables use this type of alternate shading strategy Figure 20 shows
a table of three–year ACS estimates for place of birth by sex in the United States.

Figure 20. New Table of ACS Three–Year Estimates from AFF
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4. Usability Issue: The geographic area did not stand out enough and was often overlooked
until one or two tasks into the session.

This issue may be an artifact of the test stimuli and not of the indicator tables them-
selves. Most participants did not notice that the table was for the small geographic
area of Hays City, Kansas right away during the initial probe question or while com-
pleting the first task. Many participants also mentioned that they wished the name of
the area was bolded or larger at the top of the table. It is also possible that the data
reliability indicator’s more prominent location for this round of testing helped users to
notice it at the top of the table, but may have also distracted them from noticing the
geographic area label. This possibility will be investigated in the eye–tracking data for
the final version of this report. Having the participants start their tasks at the table is
somewhat artificial and unique to the lab setting because real–world users would have
accessed the table through American Fact Finder (AFF) or another Census Web site
and would have had to choose their geography at that time. These participants were
experienced ACS data users, so they were likely to have accessed ACS data through
AFF before.

Participant 11 said that the geographic area was buried a little lower than he would like
to see it. Participant 13 answered first task before saying “hold on” and looking for the
geographic area to verify that she was looking at the right table. During debriefing, she
said about the baseline that this one did not distract her from noticing the geographic
area. Participant 19 did not see the geographic area during task 2 for a long time and
then said he did not read the text in the top left-hand corner and wished it was bold
like the data reliability indicator. Participant 21 said that the geographic area should
be bold as well. This participant continued to say that the geographic information was
too overwhelmed by the legend.

Medium–Priority Issues

1. Usability Issue: Reference to 12–month periods in tables with multi–year estimates.

Participant 16 pointed out that it was unclear how she should interpret the 12-month
period referenced in Task 1 for this table, which included 3-year estimates. This
participant believed that she could not answer the question because it was a 3-year
dataset, although this information is valid and interpretable. This issue is out–of–scope
for the current project, but may be the focus of future usability testing.

Low–Priority Issues

1. Usability Issue: Total Population and sample size

Many participants (such as Participant 3) mentioned that they would like to see the
total population estimate at the top of the table. Also, many participants expressed
the wish that they could click on a link or look somewhere in the table to find the
total sample size for the geographic area in order to get a better idea of how large the
estimate they found in the table was.
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2. Usability Issue:Intensity/saturation of colors may need to be adjusted for the Web

Participants 1 and 10 mentioned that the colors used in the indicator were too dis-
tracting or unappealing and that we should refer to some Web design guidelines to
improve them.

Usability Observations

1. Participants tended to notice the indicator as they progressed through the usability
session and not necessarily right at the beginning of the first task. Perhaps including a
“training” video or pop–up window explaining the reliability indicator would be helpful
in getting people to use the indicator sooner. To avoid the frustration of having this
training item pop up with each visit to the site, it could be offered before the user gets
to the table using a prominently displayed hyperlink.

2. Participants found the answers to the ancestry–based questions more quickly after they
had already answered one or two similar tasks. The tasks were randomized for each
participant to account for this learning factor (see Table 1). The randomization of
tasks should also account for the difficulty that some participants had with finding the
geographic area associated with the table for the first task they performed.

3. Users stop looking at MOE as they progress through the tasks (just like the first round)
One participant said using the indicator was “addictive” to do so and noticed that he
did that.

4. Participants 3, 4, and 6 mentioned that reporting numbers for polls requires more
precision, care, and double–checking sampling error than other uses of estimates. There
may be a perception among the participant pool that polls are a more appropriate for
using MOE, CV, and sampling error in general than for the type of tasks that we asked
them to perform. Participant 6 explicitly mentioned that his “polling department” uses
CV.

5. There was a recurring comment among participants that the MOE should not be
larger than the estimate itself. This seemed to be a commonly held standard among
this participant pool. Participant 9 mentioned that she would not take MOE into
account, but when the MOE is so close or larger than the actual estimate, there is not
much choice. She also mentioned that it would be a lot to explain to her readers.

6. Participants did mention repeatedly that the decision and what is “at stake” (gov-
ernment funding, holding a concert, reporting to state leaders, etc.) does make a
difference in whether or not they would report a number and whether or not the MOE
was important.

7. The color–coded reliability indicator was used by a few participants for Task 3, which
asked the participant to compare the quality of estimates for German and Slovak an-
cestry in Hays, KS, who did not otherwise use the indicator. There was a trend overall
for the participants to use the indicator and report its message for this comparison
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task. Participant said, “Now I can use the color-coded column” when answering this
task. Participants 4 and 5 relied solely on color coding to answer the third part of this
question about reliability. Participants 6 and 10 used the color indicator for task 3, but
then stopped looking at error again after that task. Participant 17 used the indicator
for the first time on task 7 and only mentioned that an estimate looked good on task
9 later in the session.
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5 Limitations

Although the original plan was to recruit 60 ACS data users from the Washington, D.C.
area, only 21 could be brought into the usability lab during the course of the study. The
small sample size means that the statistical tests presented in this report have low statistical
power. These participants were also experienced ACS data users; novice users may have had
a difference experience using the tables.

Additionally, the ACS produces many kinds of tables in a variety of different formats, while
this test only examined one simple table style. The addition of a color-coded data reliability
indicator on some of the other ACS tables would likely create a far “busier” appearance.
This issue is currently examined in the third round of testing by testing several different
types of ACS tables with the data reliability indicator added.

A related limitation is that only totals or levels were evaluated in this study (e.g., the number
of persons of Danish descent - 69 in Hays /111. The ACS also reports the characteristic
distribution of the population (e.g., the number of persons of Danish descent - 0.3 percent,
/0.6 percentage points). This limitation is also being addressed in the third round of testing,
which includes some tables with both estimates and percentages and tasks that ask the
participant to interpret both.

Some comments made by participants during testing did express positive opinions about the
baseline tables and some negative opinions about the “busy-ness” that the color-coded tables
had. This indicates that there are strengths to the baseline table and some weaknesses to
the color-coded tables.

6 Discussion and Future Directions

Although there was a difference in terms of preference between the baseline table and the
prototype tables, the baseline table did not have significantly lower accuracy and satisfaction
scores than the other two tables. In fact, the baseline table had a higher satisfaction score
than the three–level table in a post-hoc test. Because the participants were experienced ACS
data users as participants for this round of testing, future testing may include novice ACS
data users to examine their difference in performance of the baseline and prototype tables.

Overall, the baseline table, three–level prototype, and four–level prototype did not differ
much in terms of accuracy or efficiency, although the prototypes were reported as preferred
more often. However, the four–level indicator and baseline tables were associated with
significantly higher rates of participants mentioning and choosing to include the message
contained in the indicator or the MOE as part of their final answer (a.k.a. report it) over
the three–level prototype. Participants in both the four–level “good” table and the four–
level “reliable” table conditions were significantly more likely to report the message from the
color–coded reliability indicator than the three-level indicator. Also, participants in both
the four–level “good” table and the four–level “reliable” table conditions were significantly
more likely to explicitly report the message from the color–coded reliability indicator along
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with the estimate than participants in the three-level indicator condition. There was no
significant difference between the two four–level tables themselves on this variable.

The four–level “reliable” table was also associated with significantly higher overall QUIS
scores than the three–level table. A one–way ANOVA showed that there was at least one
significant difference among the tables on this variable. Pairwise post-hoc Tukey’s tests
showed that both the baseline and four–level “reliable” tables had significantly higher QUIS
scores than the three–level table. So, satisfaction as measured by the QUIS instrument was
significantly higher for these two tables than for the three–level table.

Eye–tracking analyses revealed that participants do not look at the MOE column on the
three–level table as frequently or as long as they look at the MOE column for the other
tables. Future testing will explore the psychological relevance of the three–level “stoplight”
color coding system and the possibility that it carries more implicit information than the
four–level coding system.

A third round of usability testing is planned to examine the issues discussed in this report
further.
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8 Appendix A: Tables Shown During Testing

Figure 21. Baseline (Previous) ACS Table
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Figure 22. Three–Level Prototype Table
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Figure 23. Four–Level “Good” Prototype Table
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Figure 24. Four–Level “Reliable” Prototype Table
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9 Appendix B: Tasks

Initial Probe Question: What is the first thing that you noticed about this table?

1. Your supervisor asks you to find some information about the number of women ages
15 to 50 who gave birth in the past 12 months for your hometown of Hays, KS. What
information would you report to your supervisor?

Task 1 Difficulty: Medium (find information; make a judgment about acceptability of
data reliability)

Average Participant Difficulty Rating: 2.8

2. You are researching background information for a paper and need to find the number
of people of West Indian descent in Hays, KS. What do you report in the paper based
on your findings in the tables?

Task 2 Difficulty: Medium (find information; make a judgment about acceptability of
data reliability)

Average Participant Difficulty Rating: 2.5

3. Find the total number of people with German ancestry and the total number of people
with Slovak ancestry for Hays, KS. Which category of ancestry do you think is a
better estimate in terms of data quality? Please explain why you think this is a better
estimate of data quality.

Task 3 Difficulty: Hard (find information, compare 2 estimates and their associated
reliability and make a judgment about acceptability of data reliability)

Average Participant Difficulty Rating: 2.3

4. You work for a major corporation that sells children’s products, music, and videos.
Your job is to organize a concert in the Hays, KS area and your boss wants you to find
out:

(a) How many family households in this area have children under 18 years old? Would
you report this estimate? Why or why not?

(b) What is the average family size in Hays, KS? Would you report this estimate?
Why or why not?

(c) How many nursery school, kindergarten, and elementary school students are en-
rolled in this area? Would you report this estimate? Why or why not?
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(d) Based on the information you found, your boss wants to know whether you think
Hays, KS is a good place to hold this concert.

Task 4 Difficulty: Hard (find multiple pieces of information, and make a judgment
about acceptability of data reliability, integrate information)

Average Participant Difficulty Rating: 4.4

5. You are asked to report to state leaders the number of people of Italian descent living
in Hays. What answer would you give them?
Task 5 Difficulty: Medium (find information; make a judgment about acceptability of
data reliability)

Average Participant Difficulty Rating: 2.2

6. The mayor of Hays said that if there are more than 300 people ages 5 to 15 with
disabilities in Hays, the city might be eligible to receive some government funding to
develop programs for the disabled. He asks you if the there are at least 300 people in
this age group with disabilities in Hays. What would you tell him using ACS data?

Task 6 Difficulty: Hard (find information, and make a judgment about acceptability
of data reliability and context of problem that involves money and impacts people
(socially complex), integrate information)

Average Participant Difficulty Rating: 3.3

7. The Danish embassy wants a listing of all cities with more than 200 people of Danish
descent. Would you include the city of Hays based on the ACS data?

Task 7 Difficulty: Medium (find information, and make a judgment about acceptability
of data reliability)

Average Participant Difficulty Rating: 2.3

8. Cities with less than 200 people of French Canadian descent will engage in an outreach
program designed to attract more people of French Canadian descent. Does Hays
qualify based on ACS data?

Task 8 Difficulty: Medium (find information, and make a judgment about acceptability
of data reliability)

Average Participant Difficulty Rating: 2.5
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9. You are writing a news article about voter turnout in the 2008 presidential election
and want to find out how many civilians are 18 or older in your home town of Hays,
KS. What results do you find in the table?

Task 9 Difficulty: Hard (find information, and make a judgment about acceptability
of data reliability, consider the year that the data were collected; integrate all of this
information)

Average Participant Difficulty Rating: 5.0

9.1 Task Difficulty Rating Metric

The proposed metric for assessing task difficulty incorporates the research findings
from the field of cognitive science, which indicate that “difficult” tasks require more
mental/cognitive work (Just, Carpenter, & Miyake, 2003). Cognitive theory posits
that the more cognitive work is required for a task, the more mental capacity or re-
sources must be used in order to complete this task (Just & Carpenter, 1992; Just et
al., 2003; Kahneman, 1973; Norman & Bobrow, 1975; Navon & Gopher, 1979). Similar
research in the field of intelligence analysis research also suggests some guidelines for
what constitutes a difficult task (Greitzer, 2005). NASA also developed the NASA-
TLX instrument (Rubio, Daz, Martn, & Puente, 2004) for evaluating mental effort,
but it is mainly used for evaluating physical tools such as airplane cockpits. However,
no set of metrics has been constructed specifically for use in usability studies. Since
efficiency score standards are usually based on the difficulty of the task, it is important
that an objective metric be used to rate these tasks. The tasks assigned to partici-
pants in a usability test usually require them to perform problem-solving tasks using
working memory. The a priori difficulty rating assigned to the current tasks will be
evaluated for validation purposes based on the results of the study (e.g., subjective
rating scale, eye-tracking data, pupillometrics, etc.). For the current test plan, a task
will be considered “hard” if it requires the participant to perform two or more of the
following cognitive tasks:

• Compare and contrast concepts (especially if one or more concepts need to be
retrieved from long-term memory) (Greitzer, 2005).

• Find and interpret content of the Web site/data table

• Perform deep/complex navigation (following a series of more than 2 links, or a
complex or unintuitive series of links)

• Answer multiple sub-questions for one main question (e.g., Task 1, parts A, B,
and C).

• Answer a question that requires advanced experience or knowledge (e.g., a chal-
lenging statistical question)

• Perform spatial comparisons or rotations (Just et al., 2003).
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• Answer a question based on what participant thinks would be best for another
person or group of people (or most people); socially complex thinking required
(Greitzer, 2005).

A task will be considered of medium difficulty if it requires the participant to perform
only one of the above cognitive tasks.

Typically, an easy task using a Web site or data table will involve the following:

• Visually searching for key words

• Shallow navigation (one or two links deep)

• Reporting numbers from a table without interpretation
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10 Appendix C: General Protocol

Figure 25. Data Reliability Indicator General Protocol Page 1
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Figure 26. Data Reliability Indicator General Protocol Page 2
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11 Appendix D: Consent Form

Figure 27. Consent Form for Current Study
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12 Appendix E: Background Survey

Figure 28. Background Survey Page 1
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Figure 29. Background Survey Page 2
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Figure 30. Background Survey Page 3
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13 Appendix F: Questionnaire for User Interface Satisfaction
(QUIS)

Figure 31. QUIS Instrument
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14 Appendix G: Task Difficulty Rating Scale

This scale was given after the testing session itself was complete at the same time as the
QUIS form above.

Figure 32. Stoplight Task Difficulty Scale Page 1
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Figure 33. Stoplight Task Difficulty Scale Page 2
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Figure 34. Stoplight Task Difficulty Scale Page 3
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15 Appendix H: Debriefing Interview Questions

These questions were asked after the testing session itself was complete in order to gain a
more complete understanding of the user’s experience with the ACS data table.

Figure 35. Debriefing Interview Questions
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Figure 36. Debriefing Interview Questions
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