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Abstract. We present distance measurements to 71 high redshift typeplernovae discovered during the first year of the
5-year Supernova Legacy Survey (SNLS). These events wegetdd and their multi-color light-curves measured ushey t
MegaPrimgMegaCam instrument at the Canada-France-Hawaii TeleS€pET), by repeatedly imaging four one-square
degree fields in four bands. Follow-up spectroscopy wasopedd at the VLT, Gemini and Keck telescopes to confirm the
nature of the supernovae and to measure their redshift. Witdata set, we have built a Hubble diagram extending=al,
with all distance measurements involving at least two ba8gistematic uncertainties are evaluated making use of th&-m
band photometry obtained at CFHT. Cosmological fits to thig fiear SNLS Hubble diagram give the following results :
Qu = 0.263+ 0.042 (staf) + 0.032 (sy9 for a flat ACDM model; andw = —-1.023 + 0.090 (staf) + 0.054 (sy9 for a flat
cosmology with constant equation of statevhen combined with the constraint from the recent SloantBigiky Survey
measurement of baryon acoustic oscillations.
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* Based on observations obtained with MegaPrMegaCam, a orative project of NRC and CNRS. Based on observations st
joint project of CFHT and CEMAPNIA, at the Canada-France-the European Southern Observatory using the Very Largesdabe
Hawaii Telescope (CFHT) which is operated by the Nationaldech on the Cerro Paranal (ESO Large Programme 171.A-0486).dBase
Council (NRC) of Canada, the Institut National des Sciendes on observations (programs GN-2004A-Q-19, GS-2004A-Qan;
I'Univers of the Centre National de la Recherche Scientdi(@NRS) 2003B-Q-9, and GS-2003B-Q-8) obtained at the Gemini Olasery,
of France, and the University of Hawaii. This work is basegdant on which is operated by the Association of Universities for &esh
data products produced at the Canadian Astronomy Data &€aastr in Astronomy, Inc., under a cooperative agreement with i8¢ dn
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1. Introduction The Supernova Legacy Survey (SNESyas designed to
improve significantly over the traditional strategy as dalk:
The discovery of the acceleration of the Universe stands ag)adiscovery and photometric follow-up are performed with a
major breakthrough of observational cosmology. Surveys wide field imager used in “rolling search” mode, where a given
cosmologically distant Type la supernovae (Svaetﬁeld is observed every third to fourth night as long as it retea
[1998;[Perimutter et Hl. f&)g) indicated the presence of a newvgible; 2) service observing is exploited for both spestapy
unaccounted-for “dark energy” that opposes the selfettra and imaging, reducing the impact of bad weather. Using a sin-
of matter and causes the expansion of the Universe to acegéimaging instrument to observe the same fields reduces pho
erate. When combined with indirect measurements using cesmetric systematic uncertainties; service observingniipés
mic microwave background (CMB) anisotropies, cosmic shelasth the yield of spectroscopic observing time, and thetligh
and studies of galaxy clusters, a cosmological world model hcurve sampling.
emerged that describes the Universe as flat, with about 70% of In this paper we report the progress made, and the cosmo-
its energy contained in the form of this cosmic dark energg (slogical results obtained, from analyzing the first year af th
for examplé Seljak et Hl. 2005). SNLS. We present the data collected, the precision achieved

Current projects aim at directly probing the nature of tH%ch from improved gtatistics and.better control of system-
dark energy via a determination of its equation of state p&licS, and the potential of the project to further reduce and
rameter — the pressure to energy-density ratio = px/px, control systema_mc unce_rta|nt_|es on cosmologlca! pararset
which also defines the time dependence of the dark energy deR¢ctiorLP describes the imaging and spectroscopic surveys a
sity: px ~ a3, wherea is the scale factor. Recent contheir current stgtus._Sec’qoﬂs 3 zﬁi_d 4 presen_t t_he datatreduc
straints onw (Knop et al[2003: Tonry et H. 2008; Barris et aiand photometric calibration. The light-curve fitting medhthe
2004 Riess et Al. 2004) are consistent with a very wide ra ye.samples and the cosmological analys_|s are discussed in
of Dark Energy models. Among them, the historical cosmolog€ctiorLb. A comparison of the nearby and distant sampleks use
ical constant\y = —1) is 102° to 10°° smaller than plausible N the cos_mologlca! apaly5|s is performed in S_ecﬂbn 6 aerd th
vacuum energies predicted by fundamental particle theditie SyStematic uncertainties are discussed in Seflion 7.
also cannot explain why matter and dark energy have compara-
ble densities today. “Dynamical’ models have been propose
(quintessence, k-essence) based on speculative field spo
and some predict values ofabove -0.8 — significantly fier- The Supernova Legacy Survey is comprised of two compo-
ent from -1. Measuring the average valuenofvith a precision nents: an imaging survey to detect SNe and monitor theit-ligh
better than 0.1 will permit a discrimination between thel nuturves, and a spectroscopic program to confirm the nature of
hypothesis (pure cosmological constant= —1) and some the candidates and measure their redshift.
dynamical dark energy models.

gzélThe Supernova Legacy Survey

Improving significantly over current SN constraints on thg. 1. The imaging survey
dark energy requires a ten-fold larger sample (i.e. o(1@00) ) .
0.2 < z < 1, wherew is best measured), in order to signifi-l "€ imaging is taken ai{%—the deep component of

cantly improve on statistical errors but also, most imputya "€ CFHT Legacy Surve 02)_using the one
on systematic uncertainties. The traditional method ofsuea Sduare degree imager, MegaCam (Bouladelet al12003). In to-

ing distances to SNe la involvesfiirent types of observationsi@: CFHTLS has been allocated 474 nights over 5 years and

at about 10 dferent epochs spread over nearly 3 months: di€ONSists of 3 surveys: a very wide shallow survey (1300 sguar
covery via image subtraction, spectroscopic identificatamd 9€9rees), a wide survey (120 square degrees) and a deep sur-

photometric follow-up, usually on several telescopes. iam V€Y (4 square degrees). The 4 pointings of the deep survey are

jects are lost or poorly measured in this process due to the @f€nly distributed in right ascension (Talkle 1). The observ
fects of inclement weather during the follow-up observasio ions for the deep survey are sequenced in a way suitable for
and the analysis often subject to largely unknown systemafietecting supernovae and measuring their light-curvesiény

uncertainties due to the use of various instruments and tdiation in which a field is visible, it is imaged at five eqyall
scopes. spaced epochs during a MegaCam run (which lasts about 18

nights). Observations are taken in a combinationgfiy plus
gwm or zy filters (the MegaCam filter set; see Seclibn 4) depend-
behalf of the Gemini partnership: the National Science Eation ing on the phase of the moon. Each field is observed for 5 to 7

(United States), the Particle Physics and Astronomy RebeafOnSecutive lunations. Epochs lost to weather on any orfe nig

Council (United Kingdom), the National Research Counciif@da), remai.n in the queue U"!t“ the next cIear_obs_erving oppotyuni
CONICYT (Chile), the Australian Research Council (Austpl Or until a new observation in the same filter is scheduled.

CNPq (Brazil) and CONICET (Argentina). Based on observetio During the first year of the survey, the observirifjcgency
obtained at the W.M. Keck Observatory, which is operated asia was lower than expected and the nominal observation plan
entific partnership among the California Institute of Teslogy, the could not always be fulfilled. The schedulag exposures (3

University of California and the National Aeronautics anfae « 300 s plus 2 1800s per lunation) andy exposures (5
Administration. The Observatory was made possible by timeigais

financial support of the W.M. Keck Foundation. 1 seehttp://cfht.hawaii.edu/SNLS/
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Field RA(2000)  Dec (2000)| E(B-V) (MW) Spring semester) as the D3 field cannot be seen by VLT or
D1 02:26:00.00 -04:30:00.0 ~ 0.027 Gemini-South. Further complementary spectroscopic ¥ello
D2 10:00:28.60 +02:12:21.0 0.018 up observations were also obtained at Keck-I (4 nights itneac
Bi ;‘21122?8% +?127'44(,)foléoc 8833 pf 2003A_, 2003B apd 2004_1A) as part of a detailed st_udy of the

= = . intermediate redshift SNe in our samd,l_e_(_lmt al., ingpye

Table 1 Coordinates and average Milky Way extinction (from Most of the observations are performed in long-slit mode.
[Schlegel et Al_1998) of fields observed by the D8&pcom- The detailed spectroscopic classification of these catetida
ponent of the CFHTLS. discussed elsewhere (see Howell et al. 2005 and Bash et al., i
prep.). In summary, we consider two classes of events (see
.12005 for the exact definitions): secure SNe la
epochs x 1500 s) were usually acquired. Assigned a lower psirents ("SN Ia”), and probable la events (“SN la*”), for whic
ority, gu andzy received less time than originally planned: ofhe spectrum matches a SN la better than any other type, but
average only 2.2 epochs of 1050 s were collected per lunatiges not completely rule out other possible interpretatiail
in gu, and 2 epochs of 2700 s &y; for the latter, the averageother events which were not spectroscopically identified as
ignores the D2 field and the D3 field in 2003, for which onlgN |a or SN la* were ignored in this analysis.
fragmentary observations were obtaineajn With efficiency The imaging survey still delivers more variable candidates
ramping upgw andzy approached their nominal rate in Maythan can actually be observed spectroscopically. Hencagan
2004, and since then the nominal observation plan (detailecturate ranking of these candidates for further observatisn
Sullivan et all 2005) is usually completed. essential. This ranking is performed to optimize the SN édyi
Observations and real-time pre-processing are performsidour allocations. Our method uses both a photometric se-
by the CFHT std using the Elixir reduction pipeline |ection tool (discussed in Sullivan et Al 2005) which perie
(Magnier & Cuillandre 2004), with the data products immedieal-time light-curve fits to reduce the contamination ofeco
ately available to the SN search teams. We have set up twe ingisllapse SNe, and a database of every variable object ever de
pendent real-time pipelines which analyze these pre-gseck tected by our pipelines to remove AGN and variable starskwhic

images. The detection of new candidates is performed by sdbe seen to vary repeatedly in long-timescale data setse(mor
tracting a “past” image to the current images, where the-pagian one year).

image is constructed by stacking previous observations®ft SN |a candidates fainter thagy = 245 (likely atz >

same field. The key element of these pipelines is matching theand those with very low percentage increases over their
point spread function of a new exposure to the past-imags. Thost galaxies (where identification is extremelffidult — see
is done using the Alard algorithlh(Alam_&LupthQ&;AlarﬂjmmmaJM) are usually not observed. With the reakt

) for one of the pipelines, and using a non-parametric aight-curve fit technique, approximately 70% of our candéda
proach for the other. New candidates are detected and mggned out to be SNe la. The possible biases associated with

sured on the subtraction images; detections are matchedhig selection were studied in_Sullivan el al. (2005) anchfbu
other detections in the field, if any. One of the pipelines-preo be negligible.

cesses all bands on an equal footing, the other detects i the
band (which is deep enough for trigger purposes) and measure )
fluxes in the other bands. The two candidate lists are meffged3- The first year data set

ter each epoch and typically have an overlap greater than 9% imaging survey started in August 2003 after a few months
forim(AB) < 24.0 after two epochs in a dark run. The reasonsy \jegaCam commissioning. (Some SN candidates presented
for one candidate being found by only one pipeline are uguajjere were detected during the commissioning period.) Tas p
traced to diferent masking strategies orfigirent handling of per considers candidates with maximum light up to Jul§f 15
the CCD overlap regions. 2004, corresponding approximatively to a full year of opera
tion. During this time frame, which includes the ramping-up
2.2. Spectroscopic follow-up period of the CFHTLS, about 400 transignts were detectet], 14
spectra were acquired: 20 events were identified as Type Il su
Spectroscopy is vital in order to obtain SN redshifts, and Bernovae, 9 as AGKDSO, 4 as SN iz, and 91 events were
determine the nature of each SN candidate. This requires efssified as SN la or SN la*. The 18 remaining events have

servations on 8-10 meter class telescopes due to the famtngconclusive spectra. Tadlg 7 gives the 91 objects idedtifie
of these distant supernovae. Spectroscopic follow-up fine SN |a or SN Ia* during our first year of operation.

the candidates presented in this paper was obtained at a va-

riety of telescopes during the Spring and Fall semesters of _
2003 and the Spring semester of 2004. The principle spectfo-Data reduction
scopic allocations were at the European Southern Obseyvatg
Very Large Telescope (program 1D171.A-0486-; 60 hours
per semester), and at Gemini-North and South (Program-12¢the end of each MegaCam run, the images are pre-processed
GN-2004A-Q-19, GS-2004A-Q-11, GN-2003B-Q-9, and GSgain at CFHT using the Elixir pipelin ' i r
2003B-Q-8; 60 hours per semester). Spectroscopic time ). This difers from the real-time reduction process de-
also obtained at Keck-I and Keck-1I (3 nights during eacscribed in Sectiol 211, in that master flat-field images and

1. Image preprocessing
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fringe-correction frames are constructed from all avddatata of imagei; g is the intensity of the host galaxy in the refer-
from the entire MegaCam run (including PI data). The Elixience image, anlj is a local (sky) background in imageThe
process consists of flat-fielding and fringe subtractiothw&n non parametric galaxy “modetj is made of independent pix-
approximate astrometric solution also derived. Elixinpdes els which represent the galaxy in the best 1Q image. All fluxes
reduced data which has a uniform photometric responsescrs) are expressed in units of the reference image flux.
the mosaic (at the expense of a non-uniform sky background). The fit parameters are: the supernova position and the
This “photometric flat-field” correction is constructedngiex- galaxy pixel values (common to all images), the supernova
posures with large dithers obtained on dense stellar fields. fluxes, and a constant sky backgroundf@tient for each im-

The SNLS pipelines then associate a weight map with eaafpe). In some images in the series, the supernova flux is known
Elixir-processed image (i.e. each CCD from a given expgsute be absent or negligible; these frames enter the fit as “zero
from the flat-field frames and the sky background variationffux images” and are thus used to determine the values of the
Bad pixels (as identified by Elixir), cosmic rays (detectsthy galaxy pixels. The least-squares photometric fit minimizes
the Laplacian filter of van Dokkuin 2001), satellite trailada 5 5
saturated areas are set to zero in the weight maps. An object A= ZWLP (Dip = lip) (2)
catalog is then produced using SExtracmouts LP

), and point-like objects are used to derive an imagerel; , andW , are the image and weight values of pixel

quality (IQ) estimate. The sky background map computdd imagei, and the sums run over all images that contain the
by SExtractor is then subtracted from the image. We ad@N position, and all pixels in the fitted stamp of this image.
tionally perform aperture photometry on the objects of the Note that this method does not involve any real image con-
SExtractor catalog for the purpose of photometric calibrat volution: the fitted model possesses the PSF of the reference
(see Sectiofl4). image, and it is the model that is convolved to match the PSF
of every other image. We typically fit 50x50 galaxy pixels and
several hundred images, and each SN fit usually has 2000 to
3000 parameters. The fit is run once; butlier pixels are re-

For each supernova candidate, the image with the best 1Q (stitpved, and the fit is run again.

sequently called “reference”) is identified, and all oteages ~ The photometric fit yields values of the fit parameters along

(both science images and their Weight maps) are resamp|ed\/ﬁh a covariance matrix. There are obvious correlations be

the pixel grid defined by this reference. The variations ef tiween SN fluxes and galaxy brightness, between these two pa-

Jacobian of the geometrical transformations, which tetas| rameters and the background level, and between the SN posi-

into photometric non-uniformities in the re-sampled imggetion and the flux, for any given image. More importantly, the

are stfficiently small (below the millimag level) to be ignoreduncertainty in the SN position and the galaxy brightnessint

We then derive the convolution kernels that would match ti§éices correlations between fluxes dtetient epochs that have

PSF (modeled using the DAOPHOT packhge Sttson| 1987}@#pe taken into account when analyzing the light-curveseNo

the reference image to the PSF of the other resampled scieffté flux variances and the correlations between fluxes deere

images,but we do not perform the convolutioriBhese con- When adding more “zero flux images” into the fit. It will there-

volution kernels not only match the PSFs, but also contan tfPre be possible to derive an improved photometry for most of

photometric ratios of each image to the reference. We enstii@ events presented in this paper, when the fields are @aserv

that these photometric ratios are spatially uniform by isipg again and more images without SN light are available.

a spatially uniform kernel integral, but allow for spatiadrk

nel shape var.iations as the images may haye spatially \@ry\ 3 £1ux uncertainties

PSFs. Followind_Alald (2000), the kernel is fit on several-hun

dred objects selected for their high, though unsaturateak p Once the photometric fit has converged, the parameter eovari

flux. The kernel fit is made more robust by excluding objec&ce matrix (including flux variances and covariances) is de

with large residuals and iterating. rived. This Section addresses the accuracy of these uicerta
Our approach to the flerential flux measurement of ati€s, in particular the flux variances and covariances, waie

SN is to simultaneously fit all images in a given filter withised as inputs to the subsequent light-curve fit.

a model that includes (i) a spatially variable galaxy (canst The normalization of the parameter covariance matrix di-

with time), and (ii) a time-variable point source (the supefectly reflects the normalization of image weights. We cleeick

nova). The model is described in detailin Fab 001). THeat the weights are on average properly normalized because

shape of the galaxy and positions of both galaxy and suparn8ie minimumy? per degree of freedom is very close to 1 (we

are fit globally. The intensity; , in a pixel p of imagei is find 1.05 on average). However, this does not imply mathe-
modeled as: matically that the flux uncertainties are properly normediz

because equatiohl(2) neglects the correlations betwegh-nei
Dip = [(fi Pret +9) ® ka]p + by (1) boring pixels introduced by image re-sampling. We congder
accounting for these correlations; however, this would enak
wheref; are the supernova fluxeB;es is the PSF of the refer- the fitting code intolerably slow, as the resultip§would be
ence image centered on the SN positiknis the convolution non-diagonal. Using approximate errors in least squareh(s
kernel that matches the PSF of the reference image to the RSHgnoring correlations) increases the actual variand@ef

3.2. Measurement of supernova fluxes
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estimators, but in the case considered here, the loss ipht
metric accuracy is below 1%. The real drawback of ignorir
pixel correlations is that parameter uncertainties efrom
the fit are underestimated (since pixel correlations are- pa
tive); this is a product of any photometry method that assunm
uncorrelated pixels on re-sampled or convolved images. C,
geometric alignment technique, used to align images poior £
the flux measurement as described in Sedfioh 3.2, uses a
pixel quadratic re-sampling kernel, which produces oupix#
els with an average variance of 80% of the input pixel vamganc
where the remaining 20% contributes to covariance in neat
pixels. We checked that flux variances (and covariancesycc o[, g,
puted assuming independent pixels are also underestirngte: 3100
the same amount: on average, a 25% increase is required.

In order to derive accurate uncertainties, we used the fact
that for each epoch, several images are available which mEig- 1 Observed light-curves points of the SN la SNLS-04D3fk
sure the same object flux. Estimating fluxes on individual el 9u, 'm, im andzy bands, along with the multi-color light-
posures rather than on stacks per night preserves the paptogurve model (described in Sectibnl5.1). Note the regularsam
ric precision since a common position is fit using all imagepling of the observations both before and after maximuntligh
It also allows a check on the consistency of fluxes measufdéth a SN redshift of 0.358, the four measured pass-bands lie
within a night. We therefore fit a common flux per night to thén the wavelength range of the light-curve model, defined by
fluxes measured on each individual image by minimizing a rest-frameu to R bands, and all light-curves points are there-
(wheren stands for nights); this matrix is non-diagonal becaugere fitted simultaneously with only four free parametersdyp
the diferential photometry produces correlated fluxes. ¥he tometric normalization, date of maximum, a stretch and arcol
contribution of every individual image is evaluated, and-ouparameter).
liers > 50 (due to, for example, unidentified cosmic rays) are
discarded; this cut eliminates 1.4% of the measurements-on
erage. The covariance of the per-night fluxes is then extdact
and normalized so that the minimugp per degree of freedom

T 7

SNLS-04D3fk

I

® Oy
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‘ T T 1T ‘ T T 1T

T T 1T

|
3150
JD 2450000+

SNLS-04D3gx

is 1. This translates into anflective” flux uncertainty derived I :.gMM
from the scatter of repeated observations rather than fiwn f L "'y
¥y

principles. If the only source of noise (beyond photon stats) ., |
were pixel correlations introduced by image resampling, v&
would expect an averagt%/Ndof of 1.25, as all flux variances r
are on average under-estimated by 25%. Our average valu
1.55; hence we conclude that our photometric uncertaiates "
only ~ 12% (+/(1.55/1.25) - 1) larger than photon statistics, B0
leaving little margin for drastic improvement. | B
Table[2 summarizes the statistics of théefiential pho- 3100 D 23;115%%00+
tometry fits in each filter. The larger values gf/Ngot in iy
andzy probably indicate contributions from residual fringes.
Examples of SNe la light-curves points are presented fiig. 2 Observed light-curves points of the SN la SNLS-04D3gx
Figuredd an@2 showing SNe at= 0.358 andz = 0.91 re- at z=0.91. With a SN redshift of 0.91, only two of the mea-

spectively. Also shown on these Figures are the resultseof red pass-bands lie in the wavelength range of the ligivecu
light-curves fits described in Sectibnb.1. model, defined by rest-framé to R bands, and are therefore

The next Section discusses how accurately the SN flused in the fit (shown as solid lines). Note the excellentigual
can be extracted from the science frames relative to neaftfyne photometry at this high redshift value. Note also tearc
field stars, i.e. how well the method assigns magnitudes & SKIINal observediny and even iy, which correspond to cen-

given magnitudes of the field stars which are used for photf2! Wavelength of respectively ~ 3200A andl ~ 2500A in
metric calibration, called tertiary standards hereafter. the SN rest-frame.

tertiary standards fields). The absolute flux calibration of the tertiary stanada

themselves is discussed in Secfidon 4.
The SN flux measurement technique of Sedfioh 3.2 delivers SN The image model that we use to measure the SN fluxes (eq.
fluxes on the same photometric scale as the reference intagfll)l can also be adapted to fit the tertiary standards by setting
this Section, we discuss how we measure ratios of the SN flutles “underlying galaxy model” to zero. We measure the fluxes
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Band H Average nb.| Average nb.| 7 ‘ Central less than 1% this bias rises to about 3% at/ld Etio of 7.
ofimages | ofepochs | perd.o.f.| wavelength  Thjs small flux bias disappears when the fitted object pasitio
9w 40 9.8 1.50 4860 fixed, as expected because the fit is then linear. For thisneas
EM 17(;50 ij'g 122 sgi; when fittingzy light-curves of objects a > 0.7, for which the
M . . . . e
2 60 79 1.70 8823 SN is expected to be low, we use the fixed SN position from

that obtained from tha, andry, fits.
Table 2 Average number of images and nights per band for Given the statistics of our simulations, the systematic un-
each SNLS light-curve. Note that there is less datgynand certainty of SN fluxes due to the photometric method employed
zv. They? column refers to the last fit that imposes equal fluxés less than 1% across the range @il Sve encounter in real
on a given night. The expected value is 1.25 (due to pixel catata, and the observed scatter of the retrieved “fake SNegdlu
relations), so we face a moderate scatter excess of about I¥aves in the same way as that for real SNe. Over a limited
over photon statistics. The larger valuesjnandzy indicate range of $\ (more than 100 integrated over the whole light-
that fringes play a role in this excess. The last column digpl curve), we can exclude biases at the 0.002 mag level. Ouruppe
the average wavelength of thffective filters in A limits for a flux bias have a negligible impact on the cosmolog
cal conclusions drawn from the sample described here, dhd wi
likely be improved with further detailed simulations.
of field stars by running the same simultaneous fit to the im-
ages used for the supernovae, but without the “zero-flux” irﬂ- Phot tri librati
ages, and without an underlying galaxy. As this fitting tech- otometric cafibration
nique matches that used for the SNe as closely as possiltlee supernova light-curves produced by the techniques de-
most of the systematics involved (such as astrometric aligstribed in Sectioli_3l2 are calibrated relative to nearbyl fiel
ment residuals, PSF model uncertainties, and the conwolutstars (the tertiary standards). Our next step is to placetime
kernel modeling) cancel in the flux ratios. strumental fluxes onto a photometric calibration systemgisi
For each tertiary standard (around 50 per CCD), we obbservations of stars of known magnitudes.
tain one flux for each image (as done for the SNe), expressed
in the same units. From the magnitudes of these fitted sta)isl
we can extract a photometric zero point for the PSF photom=""
etry for every star on every image, which should be identicBeveral standard star calibration catalogs are available i
within measurement uncertainties. Several systematickshethe literature, such as the_Landalt (1983, 1992b) Johnson-
were performed to search for trends in the fitted zero-p@istsCousins (Vega-basedy BVRI system, or th I
a function of several variables (including image numbear st(2002) u'g'r’i’z AB-magnitude system which is used to cal-
magnitude, and star color); no significant trends were detec ibrate the Sloan Digital Sky Survey (SDSS). However, there
As zero-points are obtained from single measurements en sire systematic errorstacting the transformations between the
gle images, the individual measurements are both numerusith et al. [(2002) system and the widely used Landolt sys-
and noisy, with a typical r.m.s of 0.03 mag; however sincg theem. As discussed in_Fukugita ef al. (1996), these errose ari
have the same expectation value, we averaged them using &em various sources, for example uncertainties in thessros
bust fit to the distribution peak to obtain a single zero-ppér calibration of the spectral energy distributions of the ABda-
observed filter. mental standard stars relative to that of Vega. Since thibgea
To test how accurately the ratio of SN flux to tertiary starSNe used in our cosmological fits were extracted from the
dard stars is retrieved by our technique, we tested the rdethiterature and are typically calibrated using the standsied
on simulated SNe. For each artificial supernova, we selextedatalogs of_Landdlt b), we adopted the same calibra-
random host galaxy, a neighboring bright star (the mode),station source for our high-redshift sample. This avoids idtrc-
and a down-scale ratio); For half of the images that enter theéng additional systematic uncertainties between the wistad
fit, we superimposed a scaled-down copy (by a fack@f the nearby SN fluxes, which are used to determine the cosmologi-
model on the host galaxy. We rounded the artificial position eal parameters. To eliminate uncertainties associatddoglor
an integer pixel iset from the model star to avoid re-samplingzorrections, we derive magnitudes in the natural MegaCam fil
We then performed the full SN fit (i.e. one that allows for ater system.
underlying galaxy model and “zero flux images”) at the posi- Both standard and science fields were repeatedly observed
tion of the artificial object, and performed the calibratgtar over a period of about 18 months. Photometric nights were
fit (i.e. one with no galaxy mode and no “zero-flux images”) afelected using the CFHT “Skyprobe” instrummdre
the original position of the model star. This matches eyahtt [2003), which monitors atmospheric transparency in thecelire
technique used for the measurement and calibration of a réah that the telescope is pointing. Only the 50% of nighthwi
SN. We then compared the recovered flux ratio to the (knowhe smallest scatter in transparency were considered.debr e
down-scale ratio. night, stars were selected in the science fields and their ape
We found no significant bias as a function of SN flux oture fluxes measured and corrected to an airmass of 1 using the
galaxy brightness at the level of 1%, except at signal-tiseno average atmospheric extinction of Mauna Kea. These ajgertur
(SN) ratios (integrated over the whole light-curve) below 10luxes were then averaged, allowing for photometric rates b
At a 9N ratio of 10, fluxes are on average underestimated hyeen exposures. Stable observing conditions were ireticat

Photometric calibration of tertiary standards
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These catalogs were then used to calibrate the supernoeaflux
as described in Sectidn_B.4. The dominant uncertainty in the
photometric scale of these catalogs comes from the detarmin
tion of the color-color relations of the standard star measu
ments. For th@y, ry andiy bands, a zero-pointiset of 0.01
mag would easily be detected; hence we took this value as a
conservative uncertainty estimate. Tiqgband is éfected by a
larger measurement noise, and it is calibrated with regdpdct
andR — | Landolt measurements. We therefore attributed to it
a larger zero point uncertainty of 0.03 mag.

The MegaCam shutter is designed to preserve the mosaic
illumination uniformity. Nevertheless, the shutter psion is a
potential source of systematic uncertainties, given (&)pbs-
sible non uniformities due to the shutter motion and (2) the e
posure time dierences between the calibration images (a few
seconds) and the science images (hundreds of seconds). For
MegaCam, thectualexposure time is measured and reported

' for each exposure, using dedicated sensors. The shuttef pre
%0.05 o 0.05 %0 o oo0s sion was investigated mmW and it was shown
i - imean Z = Zmean that the non-uniformity due to the shutter is less than 0.3%
across the mosaic. Short and long exposures of the same fields
Fig. 3 The calibration residuals --e. the residuals around thewere also compared. The systematic flufetiences between
mean magnitude of each Deep field tertiary standard— in tthe exposures were found to be below 1% (r.m.s).
bandsgwm, rv, im andzy, for all CCDs and fields, with one

entry per star and epoch. The dispersion is below 18Ty ) ]
andiy, and about 1.5% iay,. 4.2. The MegaCam and Landolt instrumental filters
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F 7000F
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3000F E
2500f 5000
2000 4000F
1500F 3000F

1000! 2000F

1000F

2500F
8000 F

[ 2000}
6000 1500F
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As the supernova fluxes are measured in the instrumental fil-

by a very small scatter in these photometric ratios (typjcalter System, the MegaCam transmission functions (up to an ar-
0.2%); again the averaging was robust, withr Bleviations re- Pitrary constant) are needed in order to correctly interfire
jected. Observations of the Landolt standard star fieldewetN Photometry. Similarly, for the published nearby supeaeo
processed in the same manner, though their fluxes were Wh{Ch are reported in Landolt magnitudes, the filter respens
averaged. The apertures were choseficently large (about Of the Landolt system are required.
6” in diameter) to bring the variations of aperture correction For the MegaCam filters, we used the measurements pro-
across the mosaic below 0.005 mag. However, since fluxes wiged by the manufacturer, multiplied by the CCD quantum
measured in the same way and in the same apertures in scieéfiteiency, the MegaPrime wide-field corrector transmission
images and standard star fields, we did not apply any apertfuection, the CFHT primary mirror reflectivity, and the aver
correction. age atmospheric transmission at Mauna Kea. As an additional
Using standard star observations, we first determined zegbeck, we computed synthetic MegaCam-SDSS color terms us-
points by fitting linear color transformations and zeromisio ing the synthetic transmissions of the SDSS 2.5-m telescope
each night and filter, however with color slopes common to % b) and spectrophotometric standards taken from
nights. In order to account for possible non-linearitiegha [Pi (1998) and_Gunn & Stryker (1983). Since the SDSS
Landolt to MegaCam color relations, the observed colooicolscience catalog (Finkbeiner ef Al. 2004: Raddick 2002; SDSS
relations were then compared to synthetic ones derived fr@804h) shares thousands of objects with two of the four fields
spectrophotometric standards. This led to shifts of ropgd1 repeatedly observed with MegaCam, we were able to compare
in all bands other thagy, for which the shift was 0.03 due tothese synthetic color transformations with the observauaistr
the nontrivial relation td andV. formations. We found a good agreement, with uncertainties a
We then applied the zero-points appropriate for each nighe 1% level. This constrains the central wavelengths of the
to the catalog of science field stars of that same night. ThddegaCam band passes to within 10 to 15 A with respect to the
magnitudes were averaged robustly, rejecting &utliers, and SDSS 2.5m band passes.
the average standard star observations were merged. Hgure The choice of filter band passes to use for Landolt-based
shows the dispersion of the calibration residuals ingtierm, observations is not unique. Most previous supernova cosmol
im andzy bands. The observed standard deviation, which setgy works assumed that the determination@@w%)
the upper bound to the repeatability of the photometric medescribe the féective Landolt system well, although the author
surements, is about or below 0.01 maggim, rm andiyv, and himself questions this fact, explicitly warning that thendalt
about 0.016 mag iay. system'is not a good match to the standard systeraf.e. the
For each of the four SNLS fields, a catalog of tertiarkistorical Johnsons-Cousins system. FortunMe
standards was produced using the procedure described.ab@,) provide spectrophotometric measurements of a
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few objects measured Immza); this enabled us to Inspecting eqld3, we first note that the normalizations of
compare synthetic magnitudes computed using Bessell-trahg,s andgs n cancel. The width of opsis a second ordeffkect.
missions with Landolt measurements of the same objects. TWhen forming the ratio of two such quantities for twdtdrent
comparison reveals small residual color terms which vaifishSN, the normalization ofe; does not matter, nor the normal-
the B, V, R and| Bessell filters are blue-shifted by 41, 27jzation of Tes;, provided the sam&e is chosen for both ob-
21 and 25 A respectively. Furthermore, if one were to assuieets. The width ofT,es; matters only at the second order. The
that the Bessell filters describe the Landolt system, thiglevo factors that do enter as first orddfexts are:

lead to synthetic MegaCam-Landolt color terms signifigantl

different from the measured ones; the blue shifts determined [ . (1) Toper(A(L + 20))dA/ [ frer()Tobs2(A(L + 22))dA ,

above bring them into excellent agreement. We therefore as-which requires both the spectrum of a reference and the
sumed that the Landolt catalog magnitudes refer to blukteshi  hand passes of the observing systems, i.e. to first ordér, the

Bessell filters, with a typical central wavelength uncentyaif central wavelengths,

10 to 15 A, corresponding roughly to a 0.01 accuracy for the. Mee(Tobst) — Me(Tobs2) , i.€. the color of the reference.

color terms. When comparing distant and nearby SNe, we typically rely
onB-RorB- | colors,

4.3. Converting magnitudes to fluxes — and obviously, the SNe measured magnitudes, or, more pre-

cisely, their diference.
Given the variations with time of the cosmological scalé¢dac

a(t), one can predict the evolution with redshift of the obsdrve We choose to use Vega as the reference star. An accu-

flux of classes of objects of reproducible luminosity thoagh rate spectrum of Vega was assembleMa@lQSS). Some
necessarily known. This is why the cosmological conclusiogubtle diferences are found by a more recent HST measure-

that can be drawn from flux measurements rely on flux ratiﬂ%nt [Bohlin & Gillland [2004) but they only marginally af-
of distant to nearby SNe, preferably measured in similar "'®fact broadband

) hotometry:ftirences within the 1% uncer-
frame pass-bands. The measured SNe magnitudes must tlﬁtggﬁfy quoted ir@

o , 5) are found and we will assign
fore be converted to fluxes at some pointin the analysis. s yncertainty to the Vega broadband fluxes. We use the HST-

The flux in an imaginary rest-frame band of transmissiqseq measurement because it extends into the UV and NIR
Trest for @ SN at redshifz is deduced from the magnitude,,q hence is safe for the blue side of théand and in they,
m(Topg Measured in an observer band of transmis3iggvia: band. For Vega,we adopt the magnitudgsg V,Re,Ic) = (0.02,

0.03, 0.03, 0.03, 0.024) (Fukugita ef al. (1996) and refegen

f(Z Trest) = 1070-4Tobd~Mer (Tons) therein). For other bands, a simple interpolation is adegua
f¢s N Trest(A)dA 3) Note that only Vega colors impact on cosmological measure-
X bret()Topd2)dA ments.
f¢s N Teed (1 + )2 A possible shortcut consists in relying on spectrophotemet

wheregs is the spectrum of the SMye¢(T) is the magnitude ric StandardSLLI:Ia.mu.)LetJMQZ._lD94% which also have mag-
of some reference star that was used as a calibratoganis hitudes on the Landolt syste 92a). When we com-
its spectrum. In this expression, the product of the firsttaird ~ pare synthetic Vega magnitudes of these objects with the pho
terms gives the integrated flux in the observed band, and tR&etric measurements, we find excellent matching of colors
second term scales this integrated flux to the rest-framd.baf@t better than the 1% level), indicating that choosing Viega
We measure onlyn(Topg — Mres(Tobs) (if the reference star is spectrophotometric fluxes as the reference makes littletipra
directly observed), or onlyn(Top9 (if @ non-observed star —cal difference.

e.g. Vega — is used as the reference). The reference spectrum

¢ref, Must be taken from the literature, as wellmags(Topg) if
the reference is not directly observed. The supernovaspact

ésn, is taken to be a template spectrum appropriately warp@gh constructed catalogs of tertiary standard stars in tHeSSN

ﬁ%juce the observed color of the SN (as describedfiflds, expressed in MegaCam natural magnitudes, and defined
12005). The quantitf(z Tres) scales as the inversegy, the  andolt standard system. The repeatability of measur

4.4. Photometric calibration summary

square of a luminosity distance: ments of a single star on a given epoch (including measuremen
f(z1, Tres) du () 2 noise) is about or below 0.01 mag r.m.sgjn, ry andiy, and
1 rest _ ( L ) (4) about 0.016 mag izy. From standard star observations, we
f(ZZ, Trest) dL(Zl)

set conservative uncertainties of the overall scales df thag

This conversion of a measured magnitude to a rest-framegy, ry andiy and 0.03 inzy. The MegaCam central wave-
flux (or a rest-frame magnitude) is usually integrated inghe lengths are constrained by color terms with respect to bath t
called cross-filter k-corrections (Kim etlal. 1996; Nugeinale SDSS 2.5m telescope and the Landolt catalog to within 10 to

). In our case, it is integrated in the light-curve fit5A. The central wavelengths of the band passes of the Landol

(Guy et all 2005). (See Guy efl 05) for a discussion®f thatalog are found slightlyftset with respect th_Besdell (1990),
precise definitions of spectra and transmissions that @mtter using spectrophotometric measurements of a subsamplesof th
f(z Tres)-) catalog.
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5. Light-curve fit and cosmological analysis using eithetJ- andB-band data oB- andV-band which shows

To derive the brightness, light-curve shape and SN color %mspersmn of 0.16 mag around the Hubble line. The fitted

. . . : : S%(')bal intensity is then translated into a rest-fraBebserved
timates required for the cosmological analysis, the time . . : . .
magnitude at maximum light) which does not include any

quence of photometric measurements for each SN was fit E8rrection for brighter-slower or brighter-bluer relatfo
ing a SN light-curve model. This procedure is discussedim th
section together with the nearby and distant SN Ia samptes se The light-curve fit is carried out in two steps. The first fit
lection and the cosmological analysis. uses all photometric data points to obtain a date of maximum
light in the B-band. All points outside the range 15, +35]

. rest-frame days from maximum are then rejected, and the data
5.1. The SN la light-curve model refit. This restriction avoids the dangers of comparingtlgh
We fit the SN la light-curves in two or more bands using theurve parameters derived from data witftelient phase cover-
SALT light-curve model[(Guy et Al._2005) which returns thege: nearby SNe usually have photometric data after maximum
supernova rest-fran&-band magnitudet;, a single shape pa- light, but not always before maximum when the SN is rising,
rameters and a single color parameter The supernova rest-and almost never beforel5 days. By contrast, SNLS objects

frameB-band magnitude at the date of its maximum luminosityave photometric sampling that is essentially independént

in B is defined as: the phase of the light-curve because of the rolling-seabeh o
FeTot=t serving mode, though late-time data (in the exponenti§l tai
my = -2.5 |0910( B~ — "maxB ] often has a poor/8l, or is absent due to field visibility.
(1+2) [ $rer()Ta(2)da

whereT; (1) = Ta(4/(1+2) = Trest(B) is the rest-fram@-band

transmission, and(z, T;,t = tmaxs) is defined bi egi I3 The
stretch factors is similar to that described al . . . .

@): it parameterizes the brighter-slower relatiomgioally The cosmolo-g|cal analysis requires assembling a sample of
described iMs@@, by stretching the time axisaofne"’lrby and distant SNe la.

unique light-curve templates = 1 is defined in rest-fram8 We assembled a nearby SN la sample from the literature.
for the time interval-15 to+35 days using tHe Goldhaber et alEvents with redshifts below = 0.015 were rejected to limit
M) B-band template. For bands other than B, stretch isttee influence of peculiar velocities. We further retainedyon
parameter that indexes light-curve shape variability. ilg®- objects whose first photometric point was no more than 5 days
frame colorc is defined byc = (B — V)gmax+ 0.057: it is a after maximum light. To check for possible biases that this |
color excess (or deficit) with respect to a fiducial SN la (faer procedure might have introduced, we fitted subsets af dat
which B - V = —-0.057 atB-band maximum light). Note that from objects with pre-maximum photometry. Our distance es-
the colorcis not just a measure of host galaxy extinctiosan timator (see Sectioh3.4) was found to be flieeted if the
accommodate both reddening by dust and any intrinsic cdlor data started up to 7 days after maximum light. A sample of
fect dependent or not am The reference value-0.057) can be 44 nearby SNe la matched our requirements. Table 8 gives the
changed without changing the cosmological conclusiongrgi SN name, redshift and filters used in the light-curve fits, ak w
the distance estimator we use (see Seéfioh 5.4). as fitted rest-fram8-band magnitude and values of the param-
The light-curve model was trained on very nearby supesterss andc.

novae (mostly az < 0.015) published in the literature (see : . .
m(él 5 for the selection of these objects). Note that For this paper, we considered only distant SNe la that

- . . ; were discovered and followed during the first year of SNLS
these training objects weretused in the Hubble diagram Ole'sinc:e this data set already constitutes the largest weHl con
scribed in this paper. The SALT light-curve model generates y 9

light-curves in the observed bands at a given redshift, SALﬁOIIeOI _homogeneous_ sample of distant SN. la. A.S dls_c_ussed
. . . S in SectioZB, 91 objects were spectroscopically identidis
also incorporates corrections for the Milky Way extinctios- , . = ) .
) . la” or “la*”, with a date of maximum light before July 15,
ing the dust maps af Schlegel ef al. (1998) coupled with t : ;
extinction law of Cardelli et 41| (1989). The rest-frame eov 04. Ten of these are not yet analyzed: 5 because images un-
. ) contaminated by SN light were not available at the time of thi

age of SALT extends from 3‘.160 to 6500 A (i.e. S.“ghtly.blueénalysis, and 5 due to a limitation of our reduction pipeline
yvards fromU to R). We require t.hat photometry is aVa"{m.lewhich does not yet handle field regions observed witfedént
!{Eigtvl\;?/j:nmtﬁaf:r:eg ?;r;%?ggzrcsngsl ]}’CV) ?\iﬁfnc%;i;\llgt&i&Ds. Six SNe have incomplete data due to either instrument

engtt Y . . gFailures, or persistent bad weather and two SNe, SNLS-08D3b
cal analysis. Light curves in thg, band become essential

for z > 0.80, since at these redshiftg, corresponds to rest- and SNLS-03D4cj, which happen to be spectroscopically pecu

framed < 3460 A. All observed bands are fitted simultanelé"lier Sifk%&lrcgﬁgge?a\/e photometric data inpath

ously, with common stretch and color parameters, global in-
tensity and date dB-band maximum light. Making use &f-, The resulting fit parameters of the remaining 73 #da*”

B- andV-band measurements of nearby SNe la from the liENe are given in Tablgl 9 and examples of light-curves mea-
erature (mostly frorh Hamuy etlal. 1996; Riess ét al. 1899; Jsared in the four MegaCam bands are shown in Figires 1 and
12002) | Guy et 2l.(2005) have constructed a distance estim&, together with the result of the light-curve fit.

5.2. The SN la samples
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5.3. Host galaxy extinction d,. scales as /[Hg, only M depends orHg. The definition of

o?(ug), the measurement variance, requires some care. First,

There is no consensus on how to correct for host galaxy & . .
L ) ; . : . e has to account for the full covariance matrixgy, s and
tinction afecting high redshift SNe la. The pioneering SN cos-

. ¢ from the light-curve fit. Second;(ug) depends o andp;
mology paper . ) 1.999) ty"?unlmlzmg with respect to them introduces a bias towards in
cally observed in only one or two filters, and so had little or ncreasing errors in order to decrease gheas originally noted
color information with which to perform extinction corréms. . ). When minimizing, we therefore fix the values
Subsequent papers either selected low-extinction sudeam . '

. J - Bfa andg entering the uncertainty calculation and update them
ics (Sullivan &t al. P ) . . . . o
based on host galaxy diagnost 003)sedu iteratively.o-(ug) also includes a peculiar velocity contribution

multicolor information togeth_er V.V'th an ass_umed color of a0 ?00 km's.oint is introduced to account for the “intrinsic dis-
unreddened SN to make extinction corrections on a subse

&lsion” of SNe la. We perform a first fit with an initial value
[(Knop et al. 2008; Tonry eflal. 2D03). : ' :
the_?;l(t;e techniques have their dra baci? the intrinsic co typically 0.15 mag.), and then calculate thg, required to
'qu v : W ' INtrins| tain a reducegl® = 1. We then refit with this more accurate

of SNe la has some dispersion, and measured colors offs . . i
have large statistical errors in high-redshift data sethelv velle. we it 3 cosmologies to the data\@osmology (the pa

. S . rameters bein@y andQ,), a flatA cosmology (with a single
these two color uncertainties are multiplied by the ratidosf P ») 9y ( 9

. . . arametef)y ), and a flatv cosmology, wherw is the constant
tal to selective absorptiofiRg ~ 4, the resulting error can bep m) 9y

. . . . ~equation of state of dark energy (the parameterSarandw).
very large. To circumvent this, some studies used Bayesian p q gy (the p Sr )

- - The Hubble diagram of SNLS SNe and nearby data is
.gLRiess et dl. 1998; Tonry etlal. 2003; Riessléet ak o . )
ors (€ m4) Other authors argue that this biase 2| 2ghown in Figurd¥, together with the bestAitcosmology for

flat Universe. Two events lie more tharr3away from the
.l Perimutter etlal. 1999: Knop et al. 2003). a : : . :
sults (e.g 003) Hubble diagram fit: SNLS-03D4au is 0.5 mag fainter than the

HeTe we emp_lc_>y a t_echmque _that make; use of color ‘Best-fit and SNLS-03D4bc is 0.8 mag fainter. Although, keep-
formation to empirically improve distance estimates to $&e . . ' .
ing or removing these SNe from the fit has a minfieet on

We exploit the fact that the SN color acts in the same dlret?fe final result, they were not kept in the final cosmology fits

tion as reddening due to dust —i.e. redder SNe are mtnllvélca(since they obviously depart from the rest of the population

dimmer, brighter SNe are intrinsically blu . .
m) By tr?aating the correction betvgeen color and brighsn which therefore make use of 44 nearby objects and 71 SNLS
) objects.

empirically, we avoid model-dependent assumptions that ca "
g : : The best-fitting values ofr andg area = 1.52 + 0.14
both artificially inflate the errors and potentially lead iades dp = 1.57+ 0.15, comparable with previous works using

in the determination of cosmological parameters. Becauese / ) ]
have more than one well-measured color for several SNe, g}_gﬂlar distance estimators (see for exa fipp 1998). A

can perform consistency checks on this technique — distan éscussed by several authors (me 2005) and refer

from multiple colors should, and do, agree to a remarkable (%10(35 Zhet;]eln), lthe vaIuetﬁfddges ldifer conS|d|erab:ydfrgm
gree of precision (Sectidi®.3). g = 4, the value expected if color were onlyfected by

dust reddening. This discrepancy may be an indicator afintr
sic color variations in the SN sample (m@%
5.4. Cosmological fits andor variations inRg. For the absolute magnitud, we ob-

From the fits to the light-curves (Sectibnls.1), we computedt%lm_l_'\f] - _19'315 0.03+ 5(;&910 ho . ters in th
rest-frameB magnitude, which, for perfect standard candles, € parame ers, an are nuisance parameters in the
should vary with redshift according to the luminosity dista. cosmological fit, and their uncertainties must be accoufaed

This rest-frameB magnitude refers tobservedrightness, and in the cosmological_err(_)r analysis. The resulting_confi@enc
therefore does not account for brighter-slower and br.‘ght(gontours are shown in FigurEh 5 4d 6, together with the prod-

bluer correlations (S@@OS and referencesiti)ereUCt of these confidence estimates with the probability ithistr

; ; . tion from baryon acoustic oscillations (BAO) measured ia th
As a distance estimator, we use: SDSS (Eq. 4 in_Eisenstein ef al. 2D05). We impase —1 for

pg =My — M+ a(s—1) - Bc the Qum, Q) contours, and), = 0 for the Qy, w) contours.

Note that the constraints from BAO and SNe la are quite com-

wheremy, s andc are derived from the fit to the light curves plementary. The best-fitting cosmologies are given in TBble
anda, B and the absolute magnitudé are parameters which
are fitted by minimizing the residuals in the Hubble diagram.
The cosmological fit is actually performed by minimizing:

fit parameters (stat only)
B 2 Q. ) (0.31+0.21,0.80+ 0.31)
2= (18 — 5100;6(ch (6. 22)/ 10po)” (Qu - Q0 Ou +Qn) | (-0.49+012 1.11+052)
obfoets o?(up) + o, Q. Q) flat Qy = 0.263+ 0.037
(Qwm, Q) + BAO (0.271+ 0.020,0.751 + 0.082)
whered stands for the cosmological parameters that define thgy,,, w)+BAO (0.271+ 0.021 —1.023+ 0.087)

fitted model (with the exception dfip), d. is the luminosity _ o
distance, andrin is the intrinsic dispersion of SN absolutelable 3 Cosmological parameters and statistical errors of
magnitudes. We minimize with respectétar, 8 andM. Since Hubble diagram fits, with the BAO prior where applicable.
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Fig. 4 Hubble diagram of SNLS and nearby SNe la, with vau-

lous cosmologies sup_enmposed. The bottom plot shows tIl—lleg}; 5 Contours at 68.3%, 95.5% and 99.7% confidence levels
residuals for the best fit to a flat cosmology.

for the fit to an QQu, Q4) cosmology from the SNLS Hubble di-
agram (solid contours), the SDSS baryon acoustic osoiiiati

(Eisenstein et 4l. 20D5, dotted lines), and the joint confige

contours (dashed lines).

Using Monte Carlo realizations of our SN sample, we
checked that our estimators of the cosmological paramaters
unbiased (at the level of O), and that the quoted uncertainto measure rest-frantg— V colors. Thezy data is &ected by
ties match the observed scatter. We also checked the fieldadow signal-to-noise ratio because of low quantuficency
field variation of the cosmological analysis. The f@yy; val- and high sky background. Far> 0.8, o((B — V)restframg =
ues (one for each field, assumify = 0) are compatible at 1.60(im —2u), because the lever arm between the central wave-
37% confidence level. We also fitted separately the la and lehgths ofiyy andzy, is about 1.6 times lower than f&andV.
SNLS samples and found results compatible at the 75% corffisrthermore, errors in rest-frame color are scaled by &éurt
dence level. factor of 8 ~ 1.6 in the distance modulus estimate. With a typ-
We derive an intrinsic dispersiom;,; = 0.13+ 0.02, ap- ical measurement uncertainifzyv) ~ 0.1, we have a distance
preciably smaller than previously measured (Riess| 19modulus uncertainty-(1) > 0.25. Since the fall 2004 semester,
lPerimutter et AI[_1999; Tonry etldl._2003; Barris étlal._200#e now acquire about three times magg data than for the
RRiess et I 2004). The intrinsic dispersions of nearby ondiata in the current paper, and this will improve the accundcy
(0.15+0.02) and SNLS only (@2+0.02) events are statistically future cosmological analyses.
consistent although SNLS events show a bit less dispersion.  The distance model we use is linear in stretch and color.
A notable feature of Figuild 4 is that the error bars increaB&cluding events az > 0.8, where the color uncertainty is
significantly beyond 0.8, where they photometry is needed larger than the natural color dispersion, we checked thdihgd




12 P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set

< L
o] -
< 777
[} - 7/
b 15 7000000
[ 000007
= L 00000557
= 000050507
2 r /0 )
00007050
— - 0000007
. L 7700700700
o 000000
10— 0 N
- 000050557
= 000005
[ L v /]
o 7000 /]
L 07007050
— 000050557
) = 700050505
7777777755555
Qo 7777777777777 778
L 70,5,
e 707,577
L 70,557
=} TN 000000000000000000000000)
z - U000 K000
R U0 0000000000000000000000000000707077
G LAY ttd )
0 | i A HIASS AT AIASIIIIN
stretch

Fig. 7 The stretchg parameter) distributions of nearby (hashed
blue) and distant (thick black with filled symbols) SNLS SNe
with z < 0.8. These distributions are very similar with averages
of 0.920+ 0.018 and W45+ 0.013, respectively (& apart).
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Fig.6 Contours at 68.3%, 95.5% and 99.7% confidence le 2 -
. = /]
els for the fit to a flat @u,w) cosmology, from the SNLS 3 10
Hubble diagram alone, from the SDSS baryon acoustic os( 5 .
. . . . . C /)
lations alonel(Eisenstein efl al. 2005), and the joint confide E °F 07
2 - /7777
contours. b e 7777 e
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color

quadratic term_s.in stretch or color to the distance estintxe Fig. 8 The color ¢ parameter) distributions for nearby (hashed
creases the minimuy? by less than 1. We hence conclude thafje) and distant (thick black with filled symbols) SNe with
the linear distance estimator accurately describes ouplsam ; _ ¢ g These distributions are very similar, with averages of

Since the distance estimator we use depends on the CQJ@f59. 0014 and 029+ 0.015 respectively (1& apart).
parametec, residuals to the Hubble Diagram are statistically

correlated toc. The correlation becomes very apparent when

the ¢ measurement uncertainty dominates the distance uncer- ) )

tainty budget, as happens in our sample when 0.8. We this efect can be reproduced by selectidfeets applied to an
checked that the measurement uncertainties can accouhefolnevolving population.

observed residual-correlation az > 0.8. Because of this cor-

relation, color selected sub-samples mechanically leau-to 6 2. Brighter-slower and brighter-bluer relationships

ased estimations of cosmological parameters. ) ) )
Figured® andZ10 compare the nearby and distant samples in

the stretch-magnitude and color-magnitude planes. Tkare i
6. Comparison of nearby and distant SN properties significant diference between these samples.

In Figure[®, two of the SNLS events (SNLS-04Dlag and
SNLS-04D30e) have a color valug,smaller than-0.1. These
The distributions of the shape and color parametessardc  supernovae are both classified as secure la. There are n@aSNe |
as defined in Sectidn3.1 — are compared in Figlires Tland 8ifothe nearby sample that are this blue. Fidirk 10 shows that
nearby objects and for SNLS supernovae at 0.8 for which these events lie on the derived brighter-bluer relatioth@ugh
cis accurately measured. These distributions look verylaimi they are brighter than average, fitting with or without thivee
both in central value and shape. The average values for the ®vents changes the cosmological results by less tham.0.1
samples dier by about & in stretch and Bo- in color: we find
that distant supernovae are on average slightly bluer amces|
than nearby ones. The statistical significance of tifiedinces
is low and the dierences can easily be interpreted in terms @he measurement of distances to high redshift SNLS SNe in-
selection &ects rather than evolution. The evolution of averagmlves the rest-fram& band. The MegaCamy band shifts
sandc parameters with redshift is shown in Secfiad 7.4; stret¢fom rest-frameB at z=0.5 to rest-frameJ at z=0.8. Within
is not monotonic, and color seems to drift towards the bluk withis redshift range, distances are estimated mainly ugjrsmnd
increasing redshift. We show in Sectibnl7.4 that the bulk of, the weight ofzy, being dfected by high photometric noise;

6.1. Stretch and color distributions

6.3. Compatibility of SN colors
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2. We fit the two reddest bandBY for nearby objects), with
the stretch, and date of maximum being fixed at the previ-
ously obtained values. From the fitted light-curve model we
extract the expected rest-frardeband magnitude at maxi-
mumB light, Ugy.

3. We fit the two bluest bandsJ@ for nearby objects), still

with the stretch and date of maximum fixed. From this fit,

j we extract the expected rest-frardeband magnitude at

{ maximumB light. Since it matches the measurement when

X the actual flux is measured, we call W neas

Hg - 5log,,(d, ctHy) - Bxc

5 1 ‘ ‘ 1 The test quantity if\U3z = Ugy — Uneas i.€. the “predicted”
0.6 0.8 1 1.2 U (derived fromB andV) minus the measured brightness.
stretch Forcing both quantities to be measured with the same stretch
andB maximum date is not essential, but narrows the distribu-
Fig. 9 Residuals in the Hubble diagram as a function of dtrettion of residuals. A residual of zero means that the three-mea
(s parameter), for nearby (blue open symbols) and distaguired bands agree with the light-curve model for a certain pa
(z < 0.8, black filled symbols). This diagram computes disameter set, and hence that the distance estimate will b&-ide
tance modulugg without the stretch term(s— 1), and returns cal for the two diferent color fits.
the well-known brighter-slower relationship with a comeig There are 10 SNLS “intermediate” redshift events. 266
behavior for nearby and distant SNe la. z < 0.4, wheregyrviy sample theé) BV rest-frame region, and
17 “distant” events at.85 < z < 0.8, whereU BV shifts to the
rmimzu triplet. We also have at our disposal a sample of 28
i “nearby” objects measured BV, both from the nearby sam-
L ple described in TabE 8, and also from the light-curve model
ﬂ training sample which consists mainly of very nearby olgect
(sedﬁmﬁ). Figu€l11 displays the valualdt as a
function of redshift and Tabld 4 summarizes the averages and
i I dispersions. A very small scatter (about 0.033) is foundter
I intermediate redshift sample. The nearby and distant ssmpl
exhibit larger scatters; the nearby sample is probatigcted
L ‘ by the practical dficulties in calibratingJ observations, and
5 our distant sample isfected by the poor/8l in thezy band.
k We conclude from this study that our light curves model ac-
- L | | 1 curately describes the relations between the supernovaesco
-0.2 0 0.2 0.4 Note that thisAU3 indicator is a promising tool for photometric
color classification of SNe la, provided its scatter remains campa

ble to that found for the intermediate redshift sample.
Fig. 10 Residuals in the Hubble diagram as a function of color

(c parameter), for nearby (blue open symbols) and distaat (
0.8, black filled symbols). This diagram computes distance

o

[$)]
T
— S
T —

Hg - 5log,,(d, ¢t Hy) + a x (s-1)
S
z ?

modulusug without the color terngc, and returns the brighter-  sample Bands | Events| r.m.s Average

bluer relationship with a consistent behavior for nearby@is- nearby UBV 28 0.122 | 0.0008= 0.023
tant SNe la. Notice that the bluest SNLS objects are comlpatibintermediate| gurmiwm 10 0.033| 0.009+ 0.010
with the bulk behavior. high-z IvimZu 17 0.156 | 0.039+ 0.035

Table 4 Statistics of the 3 samples displayed in Exgy. 11.

the wm,im) pair roughly changes from rest-fran®,Y) to rest-
frame (U,B).
Our cosmological conclusions rely on having a consistent
distance estimate when using rest-fraB¥ and UB. This The same exercise can be done without imposing identical
property is tested in Guy et} 05). However, it can bietes stretch and date of maximum light on the two fits. Rather than
further on the subset of SNLS data having at least three esdigisting the light curves model, one then tests for potebigeies
photometric bands. The test proceeds as follows: in color estimates (leading to biases in distance estimates
conclusions are the same as with fixed parameters: the sam-
1. We fitthe three bands at once, and store the stretch and géeés have averages consistent with 0, and the dispersidreof t
of maximumB light. central sample increases from 0.033 to 0.036.
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We rely on the spectrum of one object, Vegalfrae), to
transform magnitudes into fluxes; the broadband flux enars f
0.5 Vega are about 1% _(Hayes (1985) and Sedfigh 4.3). To take

into account the Vega flux and broadband color uncertainties
L } we simulated a flux error linear in wavelength that woulidet
% Il lnl ; the Vega B — R) color by 0.01. The impact ofdy is +0.012.
i 0 LI Uncertainties in the filter bandpassdieat the determina-
| & % } tion of supernovae brightnesses; the first-ordésat is from
| errors in the central wavelengths. In the color-color iefet
05 { (LandolfMegaCam and SD3$®egaCam — Sectioh4.2), we
were able to detect shifts of 10 A (corresponding roughly to
r L L L a change of 0.01 in the color term). Theet of this shift is
0 0.2 0.4 0.6 0.8 in fact very small: only they filter has a sizable impact of
SN Redshift +0.007 onQ.

N
—
—

Fig. 11AUs;, difference between rest-frariepeak magnitude ) o ]
“predicted” fromB andV, and the measured value, as a funcl-2- Light-curve fitting, (U-B) color and k-corrections

tion of redshift. The error bars reflect photometric undarta ¢, light-curve model fails to properly describe the tfigét-

t|es.c;l'ge rgdshlft L(Tgmns hlaveh:éeen chcf)sen S0 that thi Mé&fve shape, the result would be a bias in the light-curve pa-

ny;e an Eroug y sample t | M rfest—hran;]e region. IT € rameters, and possibly in the cosmological parameterseif th
lfferences between average values for the three samples aGf&S depends on redshift. We have already discussed twi poss

within statistical uncertainties, indicating that theatedn be- ﬁ:e causes of such a bias: the influence of the first measure-

tweenU, B andV brightnesses does not change with redshi ent date (Sectiofd.2), and the choice of rest-frame bands

Although the r_1earby aqd intermediate sgmples have COMPf&ad to measure brightness and color (Se€fidn 6.3). Both hav
ble photometric resolution, the intermediate sample atghib very small éfects. However, given only 10 intermediate red-

far smaller scatter. We attribute thisfiéirence to the practical g, gL s events, each with an uncertainty 38, the pre-

difficulties in calibrating) band observations. cision with which we can define the averadé € B) color at
given B - V) is limited to about 0.01 mag by our sample size.
Uncertainties in the k-corrections (due to SNe la spectral
7. Systematic uncertainties variability at fixed color) contribute directly to the obsed
scatter. The redshift range of the intermediate redshift-sa
We present, in this Section, estimates of the systematic e of SectiolL6I3 corresponds to a rest-frame wavelength sp
certainties possiblyféecting our cosmological parameter meaof about 400 A, in a region where SNe la spectra are highly
surements. structured. Since we observe compatible intrinsic dispess
for nearby and SNLS events (indeed, slightly lower for SNLS)
we find no evidence that k-correction uncertainties addifsign
cantly to the intrinsic dispersion.
We simulated a zero-point shift by varying the magnitudes of Nevertheless, since the measured scatter of the interteedia
the light-curve points, one band at a time. Tdllle 5 givesehe fedshift sample appears surprisingly small and, sincedhe s
sulting shifts in the derived cosmological parameters ftbe ple size is small, we used a more conservative value of 0.02
calibration errors derived in Sectibi#.1. We assume thiat®r for the light-curve model error, to account for both the esiia
in the gurmimzv zero-points are independent, and propagatge colors and from k-corrections. A shift of theband light-
these 4 errors quadratically to obtain the toté¢et on cosmol- curve model of 0.02 mag results in a chang&ip of 0.018.
0gy. This is to be added to the statistical uncertainty.

7.1. Photometric calibration and filter band-passes

7.3. U-band variability and evolution of SNe la

Band | zero-point shift 6Qu (flat) 6Qr 6w (fixedQy)
gm 0.01 0.000 -0.02 0.00 Concerns have been expressed regarding the use of regt-fram
' 0.01 0.009 0.03 0.02 U-band fluxes to measure luminosity distances (e.g[.Jha 2002
im 0.01 -0.014 017 -0.04 andNugent et al. 2002), motivated by the apparent large vari
2Zu 0.03 0.018  -0.48 -0.03 ability of the U-band luminosity of SNe la. Such variability
sum - 0.024 0.51 0.05 seems also to be present at intermediate redshifts although

Table 5 Influence of a photometric calibration error on tmcothere seems to be little obvious evolutiorets 0.5 of the over-

mological parameters. all UV SED (Ellis et al., in prep.). Note that Guy ef dl._(2D05)

have succeeded in constructing a distance estimator Wsing
and B-band data which shows a dispersion of only 0.16 mag
around the Hubble line, comparable to that found for distanc
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derived usingB- and V-band data. Note also that the quar [ SN Redshift i
tity AUg appears to be independent of redshift, implying th: [ B
if the average luminosity of SNe la evolves with redshiftsth ?
evolution must preserve thd BV rest-frame color relations. | +
.WO) predict a strong dependence of the UV fli |
from the progenitor metallicity (at fixe®8 — V color), which
should have been visible if metallicity evolution were ierde
present. I stretch

| H o[+ | |

0 0.5 1 20 22 24

7.4. Malmquist bias

The Malmquist bias mayfkect the cosmological conclusions [ ,
by altering the average brightness of measured SNe in a r o8 y 5 o T, & T o
shift dependent way. The mechanism is however not exacuy

straightforward since the reconstructed distance dependsFig. 12 Distributions of redshifts, pedl magnitudes (AB),
stretch and color, and not only on the brightness. We hasteetch factors and colors of SNLS supernovae (black dots) t
conducted simulations, both of nearby SN searches and of gfagher with the distributions obtained with simulated Shésl(
SNLS survey, to investigate th&ects on the derivation of cos-histograms).

mological parameters.
We simulated light-curves of nearby SNe la0® < z <

0.1) with random explosion date, stretch and color, using tagmed that the uncertainty in this bias correction is 50%sof |
observed brighter-slower and brighter-bluer correlaiove 5,e

then simulated a brightness cut at a fixed date. Although the -|—O' summarize: we find that the fiirential bias between
number of “detected” events and their average redshiftglyo nearhy and distant samples almost exactly cancels, and esti
depends on the brightness cut, the average distance bias of{ate an overall uncertainty of 0.016 {y (flat Universe).
survivors is found to change by less than. 10%, when varyiRghce applying the Malmquist bias corrections changesdbe ¢
both the value and the sharpness of the brightness cut. &ke i qgical results by less than 0, the corrections have not

is also essentially independent of the discovery phas®@h  peen applied. However, in the future, when the SNLS sample
the peak brightness is not. We find a distance modulus biasypfe increases, modeling and applying the Malmquist bias co
0.027 (similar inB, V andR), sensitive at the 10% level to the;action will assume a greater importance. The same applies t
unknown details of nearby searches. Note that the redshift ¢, o nearby sample, where having a more controlled and ho-
pendence of the distance bias of the nearby sample has no,%—geneous sample, discovered by a single search (e.g. SN

pact on the cosmological measurements: only the average mﬁctoryLAl.d.eLlng_et_dlLZlOZ) will be essential to reduce th

matters. associated systematic uncertainty.
The crude simulation we conducted applies only to flux

limited searches, which applies to about half of the sanjte. )
compute an average bias value for our nearby sample as fre SNe Ib/c interlopers

simulation result (0.027 mag) times the fraction of events p|| supernovae used here were spectroscopically identified
which it applies. Assuming that both factordi&u from an un- SN |a, but we have labeled the least secure identificatioBlas
certainty of 50%, we find an average nearby sample bias valge (SectiofZP. Howell et . 20D5). These 15 events arb-pro
of 0.017+ 0.012 mag. A global increase of all nearby distancegle SN Ia but for this class a small amount of contamination
by 0.017¢0.012) mag increaseQy (flat universe) by 0.019 py SNe Ib or SNe Ic (SNe Jb) is possible. We have checked
(£0.013). that cosmological fits done with or without these events tead
For the distant SNLS sample, which is flux limited, we simthe same cosmological conclusions (Sedfioh 5.4).
ulated supernovae at a rate per co-moving volume indepénden We also looked at estimating the SNdlzontamination in
of redshift, accounted for the brighter-slower and brigheer our sample. SNe Jo have an intrinsic luminosity distribution
correlations, and adjusted the position and smoothnedseof which is wider than SNe la (cf. dispersion 0.45 mag for SNe la,
limiting magnitude cut in order to reproduce the redshiftiarvs. 1.2 mag for SNe Jo; [Homeidrl 2005/ Richardson ef al.
peak magnitude distributions. In contrast with nearby SNsimy After correcting for the SNe la brighter-slower and
ulations, here we have many observed distributions for a shrighter-bluer correlations, a conservative estimatéat the
gle search, and the key parameters that enter the simulat&ite Ic scatter around the SNe la Hubble line with a disper-
are highly constrained. The best match to SNLS data is shogian 3 to 4 times larger than for SNe la. The first clue of Sié Ib
in Figure[I2, and FigurEC13 shows the expected biases asoatamination would be the presence of objects with large
function of redshift in the shape and color parameters, and fesiduals around the Hubble line; these contaminants ghoul
our distance estimator. The distance modulus bias is abd2it on average be fainter than SNe la at the same redshift. We have
mag atz = 0.8, increasing to 0.05 @ = 1. Correcting for the rejected two objects from the Hubble diagram (Secliah 5.4).
computed bias decreas€g; (flat Universe) by 0.02. We as-Even if we consider both of these events to be SN dvents,
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and assume that the dispersion of the SN Ila distributiontab@wavelengths) has been suggested@u@ﬁ%a,b) as an
the Hubble line is 4 times smaller than for SN¢clbve expect astrophysical alternative to the dark energy hypothesimes
on average only 0.5 Jb interloper within the fitted sample.  simple dust scenarios without a cosmological constantdoell
For these reasons, we estimate the potential bias ariséxgluded by Riess etlal. (2004) using SNe la data. Studyiag th
from the presence of non la events in our sample to be neglors of a large sample of quasa@stman & Mortselll(2005)
ligible. were able to set limits on the light absorption length as afun
tion of Ry, but these limits can only be translated into an up-

L . per bound of supernovae dimming. Conservatively assuming
7.6. Gravitational lensing and grey dust Ry = 12, using the SNOC prograrh (Goobar etal. 2002), we

Gravitational lensing by mass inhomogeneities mfigca the Computed an upper limit in the dimming of supernovae which
apparent brightness of our supernovae. With respect to-a Jfnslates into a shift 6£0.025 inQy for a ACDM cosmology,

form matter density, most of the events experience a tiny d¥1d & shift 0f-0.048 inw for a flat cosmology with constant

IHolz & Wald[1998). that these are upper limits and that a scenario without any in

Whereas the average flux is conserved in the case of wégigalactic dust cannot be excluded. We therefore did rlyap
lensing, part of the SN light is lost when strong lensing pr&nY correction to our results.
duces multiple images among which some escape detection.
Multiple images of distant radio sources have been system@t Summary and perspectives
ically searched by the CLASS survdmmom) and

have proved to be rare: the occurrence of multiple images sgﬁblem summarizes the uncertaintiéeating our cosmologi-

arated by more than.8’ and with flux ratio below 10:1 was cal parameter measurements. The table includes the impact o

found to be of 1 out of 690 with 1.44 secondary image on avé,yjcertainties in several parameter directions:(jedirection
Q,) (i.e.w = —1) cosmology, th& direction

age, with indficiencies due to the separation and flux ratio cufg' @ flat Q.

of 13% and 37% respectively_(Browne et al. 2003). Multiplféjr a generalQu, ) cosmology, and ther direction at fixed
images with a smaller separation are not resolved in the SNLC fora (2u, w) cosmology. We also report here the observed

and their time delay is much smaller than the typical duratiéhifts when the BAO prior is applied to a fla2(, w) cosmol-
of a SN light curvé so that no flux is lost for such events©9Y-

Hence CLASS results provide us with an upper limit for the
number of (resolved) strong lensing cases in the SNLS super- Source AQ) Q) W) | @) o)
nova sample, given the fact that CLASS sources are globally (flat) ot (W’ﬁh BAO)
more distant (sm@oa). Assuming (pessimisticédat) t Zero-points 5004 551 505 0004 0040
fqr egch strongly lensed SN, we see only one image, the fluxvega spectrum 0012 002 003 0003 0024
bias is smaller than.8% atz = 1. Filter bandpasse$ 0.007 001  0.02| 0.002 0.013
Gravitational lensing also broadens asymmetri- maimquist bias | 0.016 0.22 0.03| 0.004 0.025
cally the brightness distribution of SNe at large red-— Sum (sys) 0.032 055 0.07| 0.007 0.054

shifts (Bergstrometall_2000). As a consequence, a COS-\eas. errors | 0.037 052  0.09] 0.020 0.087
mological fit using SNe magnitudes (instead of fluxes) is y-B color(stat) | 0.020 0.10 0.05/ 0.003 0.021

biasedmmmér%4% found a dispersion 0088 x z Sum (stat) 0.042 053 0.10[ 0.021 0.090
(note tha 00 find a value~@.04 atz = 1

for smooth halo profiles in flakCDM), which translates into a Table 6 Summary of uncertainties in the derived cosmoldgica
bias of the average magnitude-f0.004x z. The broadening parameters. The dominant systematic uncertainty arises fr
of the brightness distribution alsafacts the cosmological the photometric calibration, itself dominated by theandzy
parameters uncertainties. In the cosmological fit, we haland contributions.

derived a constant “intrinsic” dispersion which includée t

average dispersion due to lensing. Neglecting its redshift

dependence has no significant impact on the accuracy of the
errors derived for the cosmological parameters. Note that measurement and isolation of systematic erras is

In summary, the totalféect of lensing on cosmological pa-major goal of the SNLS. Some of these uncertainties will de-
rameters is very small. We find th@, for a flatACDM cos- Crease as more data is acquired and future papers will eeamin
mology and the equation of state for a flat universe with BA®Wider range of issues, using our growing dataset.
constraints, are shifted by at mos0.005 and-0.01 respec- ~ Combining TableEI3 arld 6, we obtain the following results:
tively. We therefore did not apply any correction to our tesu

The possibility that SNe la could be dimmed by intergalac- Qu = 0.263+ 0.042 (staf + 0.032 (Sys)
tic grey dust (i.e. with weak extinction variation over thetioal  for a flatA cosmology, and

2 Delays are of order of a day for a source at= 1 and Qm 0.271+ 0.021 (staf) + 0.007 (sys)
a point-like lens atz = 0.5 for a typical angular separation of —1.023+ 0.090 (staf) + 0.054 (sys)

w
0.2’ (Bergstrom et al. 2000) w < -0.85 (95%CL)
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for a flat cosmology with constant equation of state, whéhese relatively bright events permit demanding interoalc
our constraints are combined with the BAO SDSS resultsistency tests, and may lead to improvements in distanée est
Assumingw > —1 brings our upper limit te-0.83 (at 95% CL). mation.

Supernovae alone give a marginal constramt< -0.5 at AcknowledgementsThe authors wish to recognize and acknowledge

95% CL. . . the very significant cultural role and reverence that the raitnof
These results agree well with previous works, both frofjayna kea has always had within the indigenous Hawaiian com-

SNe la, and also from other sources. For exarm etrdlinity. We are most fortunate to have the opportunity to cehd
M) finds very similar results combining CMB, LSS andbservations from this mountain. We gratefully acknowkedge as-
Ly« constraints. The dominant systematic errors arise from tkistance of the CFHT Queued Service Observing Team, led by P.
nearby sample and from the photometric calibration ofafje Martin (CFHT). We heavily rely on the dedication of the CFHT
band; both will be improved in the future. The multi-bandlig stéf and particularly J.-C. Cuillandre for continuous improwsth
curves allow us to study color relations as a function oféftis ©f the instrument performance. The real-time pipelines Soper-
these data are expected to be sensitive indicators of @wolut"°va€ detection run on computers integrated in the CFHT com-
We observed a surprisingly narrow correlation between QU-BUt'n.g system, anql are venffieiently installed, ma.lntamed and
. e S . monitored by K. Withington (CFHT). We also heavily rely oneth

a_nd (.B-V) (using thelLJ_g In_dlcator), Indlcatlng_that the dISper'real-'[ime Elixir pipeline which is operated and monitoregd &
sion inU-band properties is well correlated with measurements Cuillandre, E. Magnier and K. Withington. We are gratefl
in redder bands. L. Simard (CADC) for setting up the image delivery system and

From the first year of SNLS data, we placed 71 distaffs kind and @icient responses to our suggestions for improve-
events on the Hubble Diagram, with 10 more from the samsents. The French collaboration members carry out the @ahace
period to be added later. (Our full first year statistics wloukions using the CCIN2P3. Canadian collaboration membeasaaa-
have been around 100 SNe la with spectroscopic confirmatigige support from NSERC and CIAR; French collaboration mem-
had we not lost Feb 2004 to an instrument failure.) Ofers from CNRBN2P3, CNRINSU, PNC and CEA. This work
time sampling, filter coverage, and image quality have ndl#s supported in part by the Directorfiide of Science, @ice of
significantly improved since early 2004, and we now regylarf!9h Energy and Nuclear Physics, of the US Department of gsner

acquire 2-3 times as much datazp. A precise photometric The France-Berkeley Fund provided additional coJIaboratsup-_A
. . . . . . ort. CENTRA members were supported by Fundacao pararcti
calibration is essential, and we are now working with t

. .. . . . gTecnoIogia (FCT), Portugal under POZHANIU/43423. S. Fabbro
CFHTLS community in refining the photometric calibration,q ¢ Gongalves acknowledge support from FCT under gramts

of the MegaCam instrument. We have embarked on tRerHBPD/146822003 and SFRHBPD/116472002 respectively.
process of calibrating tertiary standards in our fieldsmfro

Sloan secondary and primary standards. This will allow us Ig?eferences
cross-check the Vegiaandolt zero-points, and more accurately
calibratezy, band observations. Aguirre, A. 1999a, ApJ, 525, 583
Aguirre, A. N. 1999b, ApJ, 512, L19

After only two years of operation, the SNLS has alreadilard, C. 2000, A&AS, 144, 363
demonstrated its advantages over all previous grounddbaséard, C. & Lupton, R. H. 1998, ApJ, 503, 325
supernova surveys. The "rolling search” technique is rbbusldering, G., Adam, G., Antilogus, P., et al. 2002, in Survey
to weather and instrument-related problems, and the teahni and Other Telescope Technologies and Discoveries. Edited
characteristics of the survey are now well understood. Whe a by Tyson, J. Anthony; Wdl, Sidney. Proceedings of the
erage rate of spectroscopically-confirmed SNe la is cugrent SPIE, Volume 4836, pp. 61-72 (2002)., 61-72
about 10 per lunation and continues to increase. Up ungil JWltavilla, G. et al. 2004, Mon. Not. Roy. Astron. Soc., 349,
2005, the SNLS sample includes more than 200 spectroscopit344
cally identified SNe la, most with excellent photometric tenBarris, B. J., Tonry, J. L., Blondin, S., et al. 2004, ApJ, 602
poral and filter coverage. An extrapolation of the curreté ra 571
to the end of the survey indicates that we should reach odr gBasa, S., Astier, P., & Aubourg, E. 2005, in preparation
of building a Hubble diagram with about 700 spectroscopycalBergstrom, L., Goliath, M., Goobar, A., & Mortsell, E. 200
identified well-measured SN la events. The SNLS already hasA&A, 358, 13
the largest-ever sample of highSNe discovered by a singleBertin, E. & Arnouts, S. 1996, A&AS, 117, 393
telescope, and will eventually produce a homogeneous; higessell, M. S. 1990, PASP, 102, 1181
quality sample that is an order of magnitude larger still. Bohlin, R. C. & Gilliland, R. L. 2004, AJ, 127, 3508

High statistical accuracy benefits the control of systersati Boulade, O., Charlot, X., Abbon, P., et al. 2003, in Instruime
With our unmatched SN statistics, by year 5 we will be able to Design and Performance for Optidafrared Ground-based
populate eachk 0.1 redshift bin with~ 100 SNe la, thus filling  Telescopes. Edited by lye, Masanori; Moorwood, Alan F. M.
the brightness, decline-rate, and color 3-dimensionampater  Proceedings of the SPIE, Volume 4841, pp. 72-81 (2003).,
space. This will enable us to detect possible drifts in “Shle | 72-81
demographics”, and control Malmquist bias. Moreover, tHgrowne, I. W. A., Wilkinson, P. N., Jackson, N. J. F., etal020
rolling-search observing mode produces many events at lowMNRAS, 341, 13
to intermediate redshift with superb photometric accurbey Cardelli, J. A., Clayton, G. C., & Mathis, J. S. 1989, APJ, 345
cause integration times are tailored for the faintest dbjec 245



18 P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set

CFHTLS. 2002, httgictht.hawaii.ed(SciencégCFHTLS, Ostman, L. & Mértsell, E. 2005, JCAP, 0502, 005

Tech. rep. Perlmutter, S., Aldering, G., Goldhaber, G., et al. 1999) Ap
Chae, K.-H. 2003, MNRAS, 346, 746 517, 565
Cuillandre, J.-C. 2003, SkyProbe at  CFHTPerImutter, S., Gabi, S., Goldhaber, G., et al. 1997, Ap3, 48
Atmospheric Attenuation., Website, 565
http;y/www.cfht.hawaii.eddnstrumentgElixir /skyprobg Phillips, M. M. 1993, Astrophysical Journal Letters, 41305
Cuillandre, J.-C. 2005, Shutter bal-Pickles, A. J. 1998, pasp, 110, 863
listics and exposure time, Website Raddick, M. J. 2002, Bulletin of the American Astronomical
httpy/cfht.hawaii.edginstrumentdmagingMegaPrime Society, 34, 1150
Eisenstein, D. J., Zehavi, I., Hogg, D. W., et al. 2005, astr®ichardson, D., Branch, D., Casebeer, D., et al. 2002, A3, 12
phy0501171, ApJin press 745

Ellis, R., Sullivan, M., & Howell, D. 2005, in preparation Riess, A. G., Filippenko, A. V., Challis, P., et al. 1998, Al16,
Fabbro, S. 2001, PhD thesis, Université Denis DiderotisPar 1009
Finkbeiner, D. P., Padmanabhan, N., Schlegel, D. J., eb@4 2 Riess, A. G., Kirshner, R. P., Schmidt, B. P., et al. 1999, AJ,

AJ, 128, 2577 117,707
Fukugita, M., Ichikawa, T., Gunn, J. E., et al. 1996, AJ, 11Riess, A. G., Strolger, L., Tonry, J., et al. 2004, ApJ, 664 6

1748 Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500
Goldhaber, G., Groom, D. E., Kim, A., et al. 2001, ApJ, 558, 525

359 SDSS. 2004a, Sky Server - SDSS Data Release 3, Website,
Goobar, A., Mortsell, E., Amanullah, R., et al. 2002, A&A, httpy/cas.sdss.ofdr3/ery

392, 757 SDSS. 2004b, Sky Server - SDSS Data Release 3 -
Gunn, J. E. & Stryker, L. L. 1983, ApJS, 52,121 Imaging camera parameters and description, Website,
Guy, J., Astier, P., Nobili, S., Regnault, N., & Pain, R. 2005 httpy/www.sdss.or@dr3/instrumentémagey

A&A(in press) Seljak, U., Makarov, A., McDonald, P.,, et al. 2005,
Hamuy, M., Phillips, M. M., Suntz& N. B., et al. 1996, AJ, Phys. Rev. D, 71, 103515

112, 2408 Smith, J. A., Tucker, D. L., Kent, S., et al. 2002, AJ, 123,212
Hamuy, M., Suntz&, N. B., Heathcote, S. R., et al. 1994 Stetson, P. B. 1987, PASP, 99, 191

PASP, 106, 566 Strolger, L.-G., Smith, R. C., SunteN. B., et al. 2002, AJ,
Hamuy, M., Walker, A. R., Suntfg N. B., et al. 1992, PASP, 124, 2905

104, 533 Sullivan, M., Ellis, R. S., Aldering, G., et al. 2003, MNRAS,
Hayes, D. S. 1985, in IAU Symp. 111: Calibration of 340, 1057

Fundamental Stellar Quantities, 225-249 Sullivan, M., Howell, A., Perrett, K., et al. 2005, submittt®
Holz, D. E. & Linder, E. V. 2004, astro-p8412173 Al
Holz, D. E. & Wald, R. M. 1998, Phys. Rev. D, 58, 063501 Tonry, J. L., Schmidt, B. P., Barris, B., et al. 2003, ApJ, 5P4
Homeier, N. L. 2005, ApJ, 620, 12 Tripp, R. 1998, A&A, 331, 815
Howell, D. A., Sullivan, M., Perret, K., et al. 2005, to be pubTripp, R. & Branch, D. 1999, ApJ, 525, 209

lished ApJ van Dokkum, P. G. 2001, PASP, 113, 1420

Jha, S. 2002, PhD thesis, University of Washington

Kim, A., Goobar, A., & Perlmutter, S. 1996, PASP, 108, 190

Knop, R. A., Aldering, G., Amanullah, R., et al. 2003, ApJ,
598, 102

Krisciunas, K., Phillips, M. M., Stubbs, C., etal. 2001, A22,
1616

Krisciunas, K., Phillips, M. M., SuntZ& N. B., et al. 2004a,
AJ, 127, 1664

Krisciunas, K., Suntz& N. B., Phillips, M. M., et al. 2004b,
AJ, 128, 3034

Landolt, A. U. 1983, AJ, 88, 439

Landolt, A. U. 1992a, AJ, 104, 372

Landolt, A. U. 1992b, AJ, 104, 340

Lentz, E. J., Baron, E., Branch, D., Hauschildt, P. H., & Nuige
P. E. 2000, ApJ, 530, 966

Magnier, E. A. & Cuillandre, J.-C. 2004, PASP, 116, 449

Myers, S. T., Jackson, N. J., Browne, I. W. A,, et al. 2003,
MNRAS, 341, 1

Nobili, S., Goobar, A., Knop, R., & Nugent, P. 2003, A&A,
404, 901

Nugent, P., Kim, A., & Perlmutter, S. 2002, PASP, 114, 803



P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set

1.4
12
g : ----------------------------------------------------------------------
£ 1L s
B
ogl TR
I | | | | | | | | | | |
062 0.4 0.6 0.8 1
SN Redshift
0.4
0.2
TR .
S o T T
g & L Pti A A TR
_ L | | | | | | | | | | | | |
0.4=—%2 0.4 0.6 0.8 1
SN Redshift
1 B

0.5

Residuals to Hubble diagram
o
I

| | |
0.2 0.4 0.6 0.8 1
SN Redshift

| P B

Fig. 13 Stretch, color and Hubble diagram residuals as afunc
tion of redshift for SNLS supernovae (gray dots). The black
points correspond to average values in redshift bins. Tte re
solid (dashed) lines represent the average (one standeird de
ation) values obtained with SNe simulations as described in
Sectio_ZK. At large redshifts, since only bright SNe aenid
tified, the average stretch factor is larger and the averalge c
bluer. The average distance modulus is leBscéed by the se-
lection (see text for details).

19



20

P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set

Table 7. Transients from the first year sample identified ag ®NSNla*

Name RA(2000) Dec(2000) Obs. date Tel/Inst®  Spectral Typg¢ 2  z source
SNLS-03Dlau 02:24:10.392  -04:02:14.93 2907 KEBUS SNla 0.504 gal
SNLS-03Dlaw 02:24:14.786 -04:31:01.61 2907 KEEUS SNla 0.582 gal
SNLS-03Dlax  02:24:23.338 -04:43:14.28 2913 @EeMOS SNla 0.496 gal
SNLS-03D1bf  02:24:02.375 -04:55:57.27 2909 VEDRS1 SNla* 0.703 gal
SNLS-03D1bk  02:26:27.412 -04:32:11.95 2912 @EBMOS SNla 0.865 gal
SNLS-03D1bp 02:26:37.714 -04:50:19.55 2910 VYEDORS1 SNla* 0.346 gal
SNLS-03D1cm 02:24:55.294  -04:23:03.61 2940 @EeMOS SNla 0.87 SN
SNLS-03D1co 02:26:16.252  -04:56:05.65 2966 KEBEUS SNla 0.679 gal
SNLS-03D1dj 02:26:19.087  -04:07:08.89 2964  K&EMS SNla 0.39 SN
SNLS-03D1dt 02:26:31.200 -04:03:08.51 2974 VYEDRS1 SNla 0.612 gal
SNLS-03Dlew 02:24:14.079 -04:39:56.93 2995 @EeMOS SNla 0.868 gal
SNLS-03D1fb 02:27:12.875 -04:07:16.44 2641 VEDRS1 SNla 0.498 gal
SNLS-03D1fc 02:25:43.625 -04:08:38.93 2641 VYEDRS1 SNla 0.331 gal
SNLS-03D1fl 02:25:58.329  -04:07:44.17 2641 VYEDRS1 SNla 0.688 gal
SNLS-03D1fq 02:26:55.683  -04:18:08.10 2998 @emoOSs SNla 0.80 SN
SNLS-03D1gt 02:24:56.027 -04:07:37.11 2641 VYEDRS1 SNia 0.55 SN
SNLS-03D3af 14:21:14.955 +52:32:15.68 2737 KegkRIS SNla 0.532 gal
SNLS-03D3aw  14:20:53.534 +52:36:21.04 2767 KegkRIS SNla 0.449 gal
SNLS-03D3ay  14:17:58.448 +52:28:57.63 2766 KegkRIS SNla 0.371 gal
SNLS-03D3ba  14:16:33.465 +52:20:32.02 2766 KegkRIS SNla 0.291 gal
SNLS-03D3bb  14:16:18.920 +52:14:53.66 2766 Keg¢gkRIS SNla 0.244 gal
SNLS-03D3bh  14:21:35.894 +52:31:37.86 2766 KegkRIS SNla 0.249 gal
SNLS-03D3bl 14:19:55.844 +53:05:50.91 2792 KegkRIS SNla 0.355 gal
SNLS-03D3cc  14:19:45.192 +52:32:25.76 2793 Keg¢kRIS SNla 0.463 gal
SNLS-03D3cd  14:18:39.963 +52:36:44.22 2792 KegkRIS SNla 0.461 gal
SNLS-03D4ag 22:14:45.806  -17:44:22.95 2824 KEBKS SNla 0.285 gal
SNLS-03D4at 22:14:24.023  -17:46:36.03 2826 YEORS1 SNla 0.633 gal
SNLS-03D4au  22:16:09.917 -18:04:39.19 2826 YRORS1 SNla* 0.468 gal
SNLS-03D4bc  22:15:28.143  -17:49:48.66 2826 VYREDORS1 SNla 0.572 gal
SNLS-03D4c;j 22:16:06.658 -17:42:16.83 2879  K&EMS SNla 0.27 SN
SNLS-03D4cn  22:16:34.600 -17:16:13.55 2879 @EeMOS SNla 0.818 gal
SNLS-03D4cx  22:14:33.754  -17:35:15.35 2885 VYEDRS1 SNia 0.95 SN
SNLS-03D4cy  22:13:40.441  -17:40:54.12 2909 @EBMOS SNla 0.927 gal
SNLS-03D4cz  22:16:41.845  -17:55:34.40 2910 @EeMOS SNla 0.695 gal
SNLS-03D4dh  22:17:31.040 -17:37:46.98 2906 KEEUS SNla 0.627 gal
SNLS-03D4di 22:14:10.249  -17:30:24.18 2885 VEDRS1 SNla 0.905 gal
SNLS-03D4dy  22:14:50.513  -17:57:23.24 2912 VYEDRS1 SNla 0.60 SN
SNLS-03D4fd 22:16:14.462  -17:23:44.33 2937 @G@emMOS SNia 0.791 gal
SNLS-03D4gf  22:14:22.907 -17:44:02.49 2641 VEDRS1 SNla* 0.58 SN
SNLS-03D4gg 22:16:40.185 -18:09:51.82 2641 VYREDORS1 SNla 0.592 gal
SNLS-03D44gl 22:14:44,183  -17:31:44.36 2966 K&ES SNla 0.571 gal
SNLS-04Dlag 02:24:41.125 -04:17:19.66 2641 YRORS1 SNla 0.557 gal
SNLS-04D1aj 02:25:53.982  -04:59:40.50 2641 VYEDRS1 SNla* 0.72 SN
SNLS-04Dlak  02:27:33.399 -04:19:38.73 2641 VYEDORS1 SNla* 0.526 gal
SNLS-04D2ac  10:00:18.923 +02:41:21.63 2641 VLIFORS1 SNla* 0.348 gal
SNLS-04D2ae 10:01:52.361 +02:13:21.27 3026 GefMOS SNla 0.843 gal
SNLS-04D2al 10:01:52.482 +02:09:51.25 2641 VLIFORS1 SNla 0.84 SN
SNLS-04D2an  10:00:52.332 +02:02:28.73 2641 VLIFORS1 SNla 0.62 SN
SNLS-04D2bt 09:59:32.725 +02:14:53.07 3085 VLIFORS1 SNla 0.220 gal



P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set
Table 7 (cont'd)

Name RA(2000) Dec(2000) Obs. date Tel/Inst”  Spectral Typg 2  z source
SNLS-04D2ca 10:01:20.514 +02:20:21.76 2641 VLIFORS1 SNila 0.83 SN
SNLS-04D2cf 10:01:56.110 +01:52:46.40 3086 VLIFORS1 SNia 0.369 gal
SNLS-04D2cw  10:01:22.787 +02:11:55.31 3085 VLIFORS1 SNla 0.568 gal
SNLS-04D2fp 09:59:28.162 +02:19:15.58 2641 VLIFORS1 SNila 0.415 gal
SNLS-04D2fs 10:00:22.110 +01:45:55.70 2641 VLIFORS1 SNila 0.357 gal
SNLS-04D2gb  10:02:22.676 +01:53:39.34 3117 KegkRIS SNla 0.43 SN
SNLS-04D2gc 10:01:39.281 +01:52:59.36 3118 Keg¢kRIS SNla 0.521 gal
SNLS-04D2gp  09:59:20.400 +02:30:31.88 3116 VLIFORS1 SNia 0.71 SN
SNLS-04D2iu 10:01:13.221 +02:24:53.91 3139 VLIFORS1 SNla* 0.69 SN
SNLS-04D2ja 09:58:48.519 +01:46:18.64 3139 VLIFORS1 SNla* 0.74 SN
SNLS-04D3bf 14:17:45.096 +52:28:04.31 3054 Get@MOS SNla 0.156 gal
SNLS-04D3co 14:17:50.030 +52:57:48.95 3117 Ke¢kRIS SNla 0.62 SN
SNLS-04D3cp 14:20:23.954 +52:49:15.45 3119 Keg¢kRIS SNla 0.83 SN
SNLS-04D3cy 14:18:12.452 +52:39:30.40 3115 Ke¢gPMOS SNila 0.643 gal
SNLS-04D3dd 14:17:48.411 +52:28:14.57 3122 Gef@MOS SNla 1.01 SN
SNLS-04D3df 14:18:10.042 +52:16:39.85 3117 Keg¢kRIS SNla 0.47 SN
SNLS-04D3do 14:17:46.113 +52:16:03.36 3117 Keg¢kRIS SNla 0.61 SN
SNLS-04D3ez 14:19:07.894 +53:04:19.17 3118 Ke¢kRIS SNla 0.263 gal
SNLS-04D3fk 14:18:26.198 +52:31:42.74 3118 Keg¢kRIS SNla 0.358 gal
SNLS-04D3fq 14:16:57.902 +52:22:46.46 3123 Ge@3MOS SNla 0.73 SN
SNLS-04D3gt 14:22:32.611 +52:38:49.30 3149 Ke¢kRIS SNla* 0.451 gal
SNLS-04D3gx  14:20:13.666 +52:16:58.33 3147 Get@MOS SNla* 0.91 SN
SNLS-04D3hn  14:22:06.908 +52:13:43.00 3148 Ge@BMOS SNla 0.552 gal
SNLS-04D3is 14:16:51.968 +52:48:45.70 3149 Ke¢kRIS SNla* 0.71 SN
SNLS-04D3ki 14:19:34.598 +52:17:32.61 3149 Keg¢kRIS SNla* 0.930 gal
SNLS-04D3kr 14:16:35.943 +52:28:44.02 3173 Ge@3MOS SNla 0.337 gal
SNLS-04D3ks 14:22:33.479 +52:11:07.44 3149 Ke¢kRIS SNla* 0.752 gal
SNLS-04D3lIp 14:19:50.911 +52:30:11.88 3153 Get@MOS SNla* 0.983 gal
SNLS-04D3lu 14:21:08.009 +52:58:29.74 3180 Ge@BMOS SNla 0.822 gal
SNLS-04D3mk  14:19:25.768 +53:09:49.48 3176 Ge@3MOS SNla 0.813 gal
SNLS-04D3ml  14:16:39.095 +53:05:35.89 3177 Get@BMOS SNia 0.95 SN
SNLS-04D3nc  14:16:18.224 +52:16:26.09 3200 GefBMOS SNla* 0.817 gal
SNLS-04D3nh  14:22:26.729 +52:20:00.92 3180 Ge@3MOS SNla 0.340 gal
SNLS-04D3nqg 14:20:19.193 +53:09:15.90 3201 Get@BMOS SNia 0.22 SN
SNLS-04D3nr 14:22:38.526 +52:38:55.89 3202 Gef@BMOS  SNla* 0.96 SN
SNLS-04D3ny  14:18:56.332 +52:11:15.06 3197 Ge@3MOS SNla 0.81 SN
SNLS-04D3oe 14:19:39.381 +52:33:14.21 3198 Get@BMOS SNia 0.756 gal
SNLS-04D4an 22:15:57.119 -17:41:43.93 3200 YRORS1 SNila 0.613 gal
SNLS-04D4bk  22:15:07.681  -18:03:36.79 3200 VEDRS1 SNla* 0.84 SN
SNLS-04D4bq 22:14:49.391  -17:49:39.37 3203 VYEDRS1 SNila 0.55 SN
SNLS-04D4dm  22:15:25.470 -17:14:42.71 3206 @EBMOS SNla 0.811 gal
SNLS-04D4dw  22:16:44.667 -17:50:02.38 3206 VEDRS1 SNla 0.96 SN

aDate of spectrocopic observations (JD 2450000

bTelescope and instrument with which the spectrum was aegjuir

¢See Secf—212 for definitions.

4SN spectrum (SN) or host galaxy spectrum (gé)~ 0.01 when from SN spectrum; 0.001 when from host galaxy

spectrum

21



22

P. Astier et al, SNLS Collaboration: SNLS 1st Year Data Set

Table 8. Nearby Type la supernovae

Name z®  Bands m; s c ug® Phot. Ref
1990af 0.050 BV  17.7230.006 0.737:0.001 -0.00% 0.009 36.632 0.045 (H96)
19900 0.031 BV  16.196 0.023 1.035+0.033 0.017+0.023 35.532+ 0.091 (H96)
1992ae  0.075 BV 18.3920.037 0.939+0.02F -0.023+ 0.025 37.642+ 0.049 (H96)
1992ag 0.026 BV  16.2410.02F 1.030+0.027 0.155+0.018 35.353+ 0.094 (H96)
1992aq 0.101 BV  19.2990.028 0.839+0.032 -0.048+0.020' 38.437+ 0.055 (H96)
1992bc  0.020 BV  15.0860.007 1.033:0.007 -0.03% 0.008 34.494: 0.111 (H96)
1992bh  0.045 BV  17.5920.016 0.985:0.016 0.095:0.014 36.728 0.057 (H96)
1992bl  0.043 BV  17.2750.033 0.784+0.016' -0.014+ 0.020° 36.276+ 0.059 (H96)
1992bo  0.018 BV  15.7530.012 0.739:0.006 0.055:0.011 34.576: 0.121 (H96)
1992bp 0.079 BV  18.28:20.011 0.873:0.014 -0.043:0.012 37.465: 0.041 (H96)
1992br  0.088 BV  19.398 0.073 0.650+0.029' 0.032+0.037 38.121+ 0.046 (H96)
1992bs  0.063 BV  18.1720.04F 1.001+0.018 -0.034+ 0.019 37.540+ 0.046 (H96)
1992P  0.026 BV  16.03Z0.018 1.139+0.084' -0.005+ 0.018 35.565+ 0.141 (H96)
1993ag 0.050 BV  17.7920.014 0.915:0.018 0.096:0.017 36.827% 0.060 (H96)
19938  0.071 BV  18.37#0.054 0.988+0.022 0.041+0.026' 37.604+ 0.048 (H96)
1993H 0.025 BV  16.7350.017 0.699:0.012 0.250:0.015 35.192: 0.092 (H96,A04)
19930 0.053 BV  17.6140.011 0.901+0.010 -0.014:0.011 36.794: 0.047 (H96)
1994M  0.024 BV  16.205% 0.04F 0.854+0.019' 0.040+0.022' 35.228+ 0.094 (R99)
1994S  0.016 BV  14.76820.017 1.018:0.026 0.016:0.017 34.071 0.146 (R99)
1995ac  0.049 BV  17.0260.009 1.042:0.013 0.010:0.010 36.383: 0.051 (R99,A04)
1995bd  0.016 BV  15.2460.009 0.992:0.009 0.293:0.008 34.083: 0.138 (R99,A04)
1996ab 0.125 BV 19.5250.027 0.957+0.033 -0.074+ 0.015 38.885+ 0.049 (R99)
1996bl 0.035 BV  16.61%0.010 0.983:0.015 0.037:0.011 35.837% 0.069 (R99)
1996bo  0.016 UBV  15.8160.006 0.881+0.003 0.343:0.007 34.405: 0.133 (R99,A04)
1996bv  0.017 BV  15.38@ 0.019 0.989+0.024' 0.225+0.009' 34.319+ 0.133 (R99)
1996C  0.030 BV  16.636 0.029 1.045+0.11F 0.122+0.010' 35.822+ 0.210 (R99)
1997dg 0.030 UBV  16.82%0.014 0.917+0.024' 0.005+0.010' 35.994+ 0.080 (J02)
1997Y 0.017 UBV  15.284 0.020' 0.916+0.024' 0.008+0.014' 34.452+ 0.136 (J02)
1998ab 0.028 UBV  16.0480.010 0.938:0.008 0.071+0.007 35.15@: 0.079 (J02)
1998dx 0.054 UBV  17.66@ 0.055 0.733+0.039 -0.028+0.019 36.606+ 0.054 (J02)
1998eg 0.024 UBV  16.0820.009 0.940:0.029 0.036:0.012  35.25@: 0.102 (J02)
1998V 0.017 UBV  15.094 0.01F 0.909+0.016' 0.030+0.0068' 34.216+ 0.128 (J02)
1999aw 0.039 BV  16.7320.005 1.205:0.008 0.044:0.006  36.284: 0.057 (S02)
1999cc  0.032 UBV  16.7930.009 0.840:0.013 0.043:0.010 35.78% 0.074 (J02)
1999ek 0.018 UBV 15584 0.004 0.892:0.007 0.153:0.005 34.48% 0.124 (J02,K04b)
1999gp 0.026 UBV  16.00%0.004 1.104-0.007 0.083:0.004 35.342:0.084  (J02,K01)
2000ca 0.025 UBV  15.5180.007 1.006:0.013 -0.066: 0.006 34.931 0.091 (K04a)
2000cf 0.036 UBV  17.09% 0.027 0.868+0.024 0.054+0.013 36.113+ 0.066 (J02)
2000cn  0.023 UBV  16.544 0.007 0.732:0.006 0.190: 0.006  35.146: 0.094 (J02)
2000dk 0.016 UBV  15.3230.005 0.724:0.006 0.052: 0.005 34.129 0.133 (J02)
2000fa  0.022 UBV  15.8320.014 0.953:0.010 0.081+0.009  34.941: 0.101 (J02)
200lba 0.031 BV  16.1820.006 1.000:0.011 -0.043:0.008 35.558 0.075 (K04a)
200lcn 0.015 UBV  15.2740.013 0.911+0.012 0.208+0.007 34.118+ 0.142 (K04b)
2001cz 0.017 UBV  15.0350.006 1.004:0.010 0.120:0.007 34.162 0.127 (K04b)

aCMB-centric redshift.

bComputed withHy = 70 km s*Mpc2. Uncertainty only accounts for photometric uncertainties

°Photometry References : H95: Hamuy et al. (1996), H99: Rieal (1999), K011 Krisciunas etlal._(2001),
J02: [JHa [(2002), A04: Altavilla etlal[ (2004), K04a: Krisuas et al. [(2004a), K04t Krisciunas et dl_(2004b),
S02Strolger et All (2002).

dFirst photometric measurement afband maximum, see discussion in secfioh 5.2
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Table 9. SNLS Type la supernovae

Name z?®  Bands m;, stretch colo” ugt
SNLS-03Dlau  0.504 riz 22.9780.010 1.124-0.019 0.030:0.018 42.429- 0.039
SNLS-03Dlaw 0.582 riz 23.5990.020 1.002: 0.024 0.018: 0.030 42.881 0.054
SNLS-03Dlax  0.496 riz 22.9570.011 0.899: 0.010 -0.044+0.021 42.18G: 0.038
SNLS-03D1bp  0.346 riz 22.4660.014 0.880: 0.007 0.143:0.017 41.36% 0.021
SNLS-03D1cm 0.870 griz 24.4690.066 1.173:0.061 -0.035:0.143 44.095: 0.301
SNLS-03D1co  0.679 griz 24.0940.033 0.975:0.032 -0.021+ 0.047 43.398- 0.088
SNLS-03Dlew 0.868 griz 24.3500.078 1.028:0.040 -0.102: 0.169 43.871 0.344
SNLS-03D1fc  0.331 griz 21.8080.005 0.937# 0.005 0.042:0.004 40.946:0.013
SNLS-03D1fl 0.688 griz 23.6220.015 0.999: 0.024 -0.07G=0.021  43.046: 0.049
SNLS-03D1fg  0.800 griz 24.5180.030 0.806:0.052 0.027% 0.030  43.49G- 0.090
SNLS-03D1gt  0.548 griz 24.1190.048 0.856: 0.042  0.244+ 0.050 42.825-0.080
SNLS-03D3af  0.532 gri 23.4790.027 0.907A 0.023 0.029: 0.031  42.592- 0.083
SNLS-03D3aw  0.449 griz 22.5520.016 0.955: 0.013 -0.048:0.019 41.866: 0.044
SNLS-03D3ay 0.371 griz 22.2040.016 0.968:0.010 -0.018:0.014 41.488: 0.030
SNLS-03D3ba  0.291 griz 22.0490.034 1.036+0.021 0.263: 0.015  40.999 0.033
SNLS-03D3bh  0.249 griz 21.1320.018 0.993: 0.008 -0.09G: 0.013 40.57% 0.020
SNLS-03D3cc  0.463 gri 22.5580.111 1.074:0.031 -0.07G=0.050 42.089- 0.034
SNLS-03D3cd  0.461 gri 22.5620.017 1.131+0.034 0.025:0.011 42.03% 0.058
SNLS-03D4ag  0.285 griz 21.2370.005 1.059:0.005 -0.0610.004 40.73% 0.015
SNLS-03D4at  0.633 griz 23.7460.020 0.989: 0.029 -0.060: 0.030  43.133: 0.064
SNLS-03D4ati  0.468 griz 23.856:0.020 1.00Q: 0.030 0.291+0.034  42.708t 0.069
SNLS-03D4bE 0.572 griz 24596 0.061 0.774:0.048 0.025: 0.078 43.521 0.135
SNLS-03D4cn  0.818 griz 24.6520.051 0.743:0.059 0.023:0.158  43.532 0.304
SNLS-03D4cx  0.949 griz 24.5040.083 0.882:0.019 0.080: 0.124  43.50% 0.272
SNLS-03D4cy  0.927 griz 24.7180.109 1.03k0.052 -0.305:0.174 44.553-0.380
SNLS-03D4cz  0.695 griz 24.0190.036 0.729: 0.024 -0.069: 0.043  43.023: 0.086
SNLS-03D4dh  0.627 griz 23.3800.011 1.0610.013 0.028:0.016 42.746- 0.035
SNLS-03D4di  0.905 griz 24.2880.068 1.103:0.041 0.029:0.120 43.708: 0.258
SNLS-03D4dy  0.604 griz 23.3180.010 1.056:0.001 0.122:0.015 42.515-0.029
SNLS-03D4fd  0.791 griz 24.2120.025 0.919:0.033 0.028: 0.044  43.353- 0.076
SNLS-03D4gf  0.581 griz 23.352£0.013 1.009:0.026 -0.056t 0.024 42.761 0.047
SNLS-03D4gg  0.592 griz 23.4080.024 0.966: 0.049 0.062: 0.035  42.562: 0.090
SNLS-03D4gl  0.571 griz 23.2680.026 0.95%A 0.033  0.030: 0.028  42.465- 0.070
SNLS-04Dlag  0.557 griz 23.0630.011 0.944:0.013 -0.182-0.017 42.511 0.029
SNLS-04D1aj 0.721 griz 23.9040.030 1.074:£0.067 0.072:0.038 43.209- 0.106
SNLS-04Dlak  0.526 griz 23.6310.028 0.824-0.021 0.018:0.033  42.644 0.055
SNLS-04D2cf  0.369 griz 22.3480.007 0.895:0.003 0.002:0.010 41.485-0.016
SNLS-04D2fp  0.415 griz 22.5280.010 0.964+0.010 0.006:0.015 41.772-0.027
SNLS-04D2fs  0.357 griz 22.4220.008 0.942:0.009 0.128:0.008 41.44% 0.018
SNLS-04D2gb  0.430 griz 22.7960.018 0.777# 0.013 -0.008: 0.025 41.776: 0.038
SNLS-04D2gc  0.521 griz 23.3240.014 1.065:0.024 0.185:0.022  42.43% 0.054
SNLS-04D2gp  0.707 griz 24.1540.047 0.8010.002 -0.052: 0.060 43.23% 0.129
SNLS-04D2iu  0.691 griz 24.2580.048 0.800:0.035 0.074-0.056  43.144:0.136
SNLS-04D2ja  0.741 griz 24.0980.045 0.945: 0.036 -0.067 0.043 43.427 0.117
SNLS-04D3co  0.620 griz 23.7840.022 0.895:0.017 -0.064: 0.030 43.03G- 0.060
SNLS-04D3cp  0.830 griz 24.2360.063 1.110:0.035 -0.448:0.180 44.414+ 0.347
SNLS-04D3cy  0.643 griz 23.7980.021 0.963: 0.016 0.01% 0.029  43.023= 0.059
SNLS-04D3dd  1.010 griz 25.1200.192 1.088:0.074 -0.071+0.205 44.673-0.533
SNLS-04D3df  0.470 griz 23.46560.010 0.73G:0.010 0.060:0.017 42.268: 0.032
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Table 9 (cont'd)

stretch

coloP

Cc

Name z? Bands mg us
SNLS-04D3do 0.610 griz 23.57440.014 0.862: 0.013 -0.079:0.019 42.796 0.039
SNLS-04D3ez 0.263 griz 21.6430.004 0.895- 0.006 0.09% 0.003 40.682- 0.013
SNLS-04D3fk  0.358 griz 22.5320.005 0.913:0.005 0.149-0.006 41.474-0.013
SNLS-04D3fq 0.730 griz 24.1280.026 0.900t 0.014 -0.002: 0.037 43.28% 0.075
SNLS-04D3gt 0.451 griz 23.23560.010 0.953:0.010 0.276+0.016  42.038: 0.030
SNLS-04D3gx  0.910 griz 24.7080.094 0.952: 0.047 -0.202- 0.163 44.259% 0.346
SNLS-04D3hn 0.552 griz 23.4760.011 0.898:0.011 0.106t 0.017 42.46% 0.035
SNLS-04D3is 0.710 griz 24.2560.027 0.972-0.002 0.220+ 0.038 43.176: 0.077
SNLS-04D3ki 0.930 griz 24.874 0.126 0.901+ 0.039 -0.256+ 0.194 44.430- 0.430
SNLS-04D3kr 0.337 griz 21.96¥ 0.003 1.064+ 0.004 0.0720.003 41.259 0.010
SNLS-04D3ks 0.752 griz 23.8820.035 1.013:0.037 0.026t 0.043 43.170G: 0.090
SNLS-04D3lIp 0.983 griz 24.9250.168 0.831+0.049 0.022: 0.211 43.94% 0.496
SNLS-04D3lu 0.822 griz 24.342 0.040 0.950+ 0.028 0.019:0.116  43.544+ 0.218
SNLS-04D3ml  0.950 griz 24552 0.082 1.182:0.015 0.11A 0.122 43.954+ 0.268
SNLS-04D3nc  0.817 griz 24.2740.048 1.111+0.064 0.062 0.140 43.652 0.254
SNLS-04D3nh 0.340 griz 22.1370.004 1.011+0.006 0.089: 0.004 41.323:0.012
SNLS-04D3nr 0.960 griz 24.5420.075 0.922: 0.045 0.070: 0.110 43.622-0.234
SNLS-04D3ny  0.810 griz 24.2720.050 1.005:0.084 -0.065+0.152 43.69% 0.301
SNLS-04D30e 0.756 griz 24.0690.026 0.783: 0.028 -0.259+ 0.033 43.453+ 0.058
SNLS-04D4an  0.613 griz 24.0220.023 0.823: 0.025 0.064+ 0.025 42.961 0.061
SNLS-04D4bk  0.840 griz 24.3140.037 1.050: 0.051 0.142- 0.098 43.475:0.185
SNLS-04D4bq 0.550 griz 23.3620.020 0.995+ 0.029 0.112: 0.027 42.48%# 0.056
SNLS-04D4dm  0.811 griz 24.3990.044 1.00Q: 0.057 -0.161+0.150 43.95G: 0.264
SNLS-04D4dw  0.961 griz 24.5660.093 0.962- 0.058 -0.117 0.138 44.00G: 0.290

aHeliocentric redshift.

bSee sectiof Bl 1 for description.

¢Computed withHy = 70 km stMpct. Uncertainty only accounts for photometric uncertainties

dNot included in the final cosmological fits.
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