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 Partner Commitments 


41 Commitments 

42 Note: The Partner Commitments section will be expanded in the final specification to include new 
43 ENERGY STAR testing requirements and other program changes proposed in the Enhanced Program 
44 Plan for ENERGY STAR products. EPA will work with interested stakeholders to develop these new 
45 requirements, and will be hosting a series of stakeholder meetings focused specifically on testing. Please 
46 visit the ENERGY STAR Web site at www.energystar.gov/mou for additional information on the proposed 
47 requirements and planned meetings. 

48 The following are the terms of the ENERGY STAR Partnership Agreement as it pertains to the 
49 manufacturing of an ENERGY STAR qualified computer server. The ENERGY STAR Partner must adhere 
50 to the following program requirements: 

51 • comply with current ENERGY STAR Eligibility Criteria, defining the performance criteria that must 
52 be met for the marketing and sale of an ENERGY STAR qualified computer server and specifying 
53 the testing criteria for a computer server. EPA may, at its discretion, conduct tests on products 
54 that are referred to as ENERGY STAR qualified. These products may be obtained on the open 
55 market, or voluntarily supplied by Partner at EPA’s request; 

56 • comply with current ENERGY STAR Identity Guidelines, describing how the ENERGY STAR 
57 marks and name may be used. Partner is responsible for adhering to these guidelines and for 
58 ensuring that its authorized representatives, such as advertising agencies, dealers, and 
59 distributors, are also in compliance; 

60 • qualify at least one ENERGY STAR computer server within one year of activating the computer 
61 server portion of the agreement. When Partner qualifies a product, it must meet the specification 
62 in effect at that time; 

63 Note: EPA will consider all Partners to be provisional until they have qualified a product under this 
64 specification. Once Partner has qualified a server, their organization will be listed on the ENERGY STAR 
65 Web site and will be given access to the ENERGY STAR certification and partner logos. 

66 • provide clear and consistent identification of ENERGY STAR qualified computer server families 
67 and configurations. Partner must use the ENERGY STAR mark in all of the following ways: 

68 o the ENERGY STAR mark shall be included on the product specification sheet on the 
69 Partner’s Internet site where product information is displayed. This mark shall serve as a 
70 hyperlink from the manufacturer’s specification sheet to the ENERGY STAR Power and 
71 Performance Data Sheet for the qualified product configuration or product family; 

72 o the ENERGY STAR mark shall appear on the ENERGY STAR Power and Performance 
73 Data Sheet; and 

74 o the ENERGY STAR mark shall be used to identify qualified Product Families and/or 
75 configurations in electronic and printed marketing collateral materials, including but not 
76 limited to user manuals, product guides, and marketing brochures. 

Draft 1 Version 2.0 ENERGY STAR Program Requirements for Computer Servers Page 2 of 31 



 

 

 

 

 

 

 

 

 

 

77 • work with Value Added Resellers (VARs) of Partner’s products to ensure that an ENERGY STAR 
78 qualified computer server remains in compliance with ENERGY STAR requirements when sold by 
79 the VAR. Any party within the distribution channel of an ENERGY STAR qualified computer server 
80 that alters the power profile of a product after its date of manufacture through hardware or 
81 software modifications must ensure that the product continues to meet the ENERGY STAR 
82 requirements through delivery to the end customer. If the product ceases to meet the 
83 requirements, it shall not be marketed or sold as ENERGY STAR qualified; 

84 • if a VAR makes any modifications to a product qualified to this Version 2.0 specification, re-brands 
85 the product, and promotes it as ENERGY STAR, the VAR must become an ENERGY STAR 
86 Partner and follow the requirements outlined in this Version 2.0 specification; 

87 • provide to EPA, on an annual basis, an updated list of ENERGY STAR qualifying computer server 
88 models/families. Once the Partner submits its first list of ENERGY STAR qualified computer 
89 servers, the Partner will be listed as an ENERGY STAR Partner. Partner must provide annual 
90 updates in order to remain on the list of participating product manufacturers; 

91 Note: Effective March 30, 2010, products may no longer be labeled by manufacturers (including product 
92 packaging, product literature, Web sites, etc.) until qualifying product information, including a lab report, is 
93 submitted to and approved by EPA. 

94 • provide to EPA, on an annual basis, unit shipment data or other market indicators to assist in 
95 determining the market penetration of ENERGY STAR. Specifically, Partner must submit the total 
96 number of ENERGY STAR qualified computer servers shipped (in units by model) or an 
97 equivalent measurement as agreed to in advance by EPA and Partner. Partner is also 
98 encouraged to provide ENERGY STAR qualified unit shipment data segmented by meaningful 
99 product characteristics (e.g., capacity, size, speed, or other as relevant), total unit shipments for 

100 each model in its product line, and percent of total unit shipments that qualify as ENERGY STAR. 
101 The data for each calendar year should be submitted to EPA, preferably in electronic format, no 
102 later than the following March and may be provided directly from the Partner or through a third 
103 party. The data will be used by EPA only for program evaluation purposes and will be closely 
104 controlled. If requested under the Freedom of Information Act (FOIA), EPA will argue that the data 
105 is exempt. Any information used will be masked by EPA so as to protect the confidentiality of the 
106 Partner; 

107 • notify EPA of a change in the designated responsible party or contacts for computer servers within 
108 30 days. 

109 Performance for Special Distinction 
110 In order to receive additional recognition and/or support from EPA for its efforts within the Partnership, the 
111 ENERGY STAR Partner may consider the following voluntary measures and should keep EPA informed 
112 on the progress of these efforts: 

113 • consider energy efficiency improvements in company facilities and pursue the ENERGY STAR 
114 mark for buildings; 

115 • purchase ENERGY STAR qualified products. Revise the company purchasing or procurement 
116 specifications to include ENERGY STAR. Provide procurement officials’ contact information to 
117 EPA for periodic updates and coordination. Circulate general ENERGY STAR qualified product 
118 information to employees for use when purchasing products for their homes; 

119 • ensure the power management feature is enabled on all ENERGY STAR qualified displays and 
120 computers in use in company facilities, particularly upon installation and after service is 
121 performed; 

122 • provide general information about the ENERGY STAR program to employees whose jobs are 
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123 relevant to the development, marketing, sales, and service of current ENERGY STAR qualified 
124 product models; 

125 • feature the ENERGY STAR mark(s) on Partner Web site and in other promotional materials. If 
126 information concerning ENERGY STAR is provided on the Partner Web site as specified by the 
127 ENERGY STAR Web Linking Policy (this document can be found in the Partner Resources 
128 section on the ENERGY STAR Web site at www.energystar.gov), EPA may provide links where 
129 appropriate to the Partner Web site. The Partner shall comply with the ENERGY STAR Web 
130 Linking Policy; 

131 • provide a simple plan to EPA outlining specific measures Partner plans to undertake beyond the 
132 program requirements listed above. By doing so, EPA may be able to coordinate, communicate, 
133 and/or promote Partner’s activities, provide an EPA representative, or include news about the 
134 event in the ENERGY STAR newsletter, on the ENERGY STAR Web pages, etc. The plan may 
135 be as simple as providing a list of planned activities or planned milestones that Partner would like 
136 EPA to be aware of. For example, activities may include: (1) increase the availability of ENERGY 
137 STAR labeled products by converting the entire product line within two years to meet ENERGY 
138 STAR guidelines; (2) demonstrate the economic and environmental benefits of energy efficiency 
139 through special in-store displays twice a year; (3) provide information to users (via the Web site 
140 and user’s manual) about energy-saving features and operating characteristics of ENERGY STAR 
141 qualified products, and (4) build awareness of the ENERGY STAR Partnership and brand identity 
142 by collaborating with EPA on one print advertorial and one live press event; 

143 • provide quarterly, written updates to EPA as to the efforts undertaken by Partner to increase 
144 availability of ENERGY STAR qualified products, and to promote awareness of ENERGY STAR 
145 and its message; 

146 • join EPA's SmartWay Transport Partnership to improve the environmental performance of the 
147 company's shipping operations. SmartWay Transport works with freight carriers, shippers, and 
148 other stakeholders in the goods movement industry to reduce fuel consumption, greenhouse 
149 gases, and air pollution. For more information on SmartWay, visit www.epa.gov/smartway; 

150 • join EPA's Climate Leaders Partnership to inventory and reduce greenhouse gas emissions. 
151 Through participation companies create a credible record of their accomplishments and receive 
152 EPA recognition as corporate environmental leaders. For more information on Climate Leaders, 
153 visit www.epa.gov/climateleaders; 

154 • join EPA’s Green Power partnership. EPA's Green Power Partnership encourages organizations 
155 to buy green power as a way to reduce the environmental impacts associated with traditional fossil 
156 fuel-based electricity use. The partnership includes a diverse set of organizations including 
157 Fortune 500 companies, small and medium businesses, government institutions as well as a 
158 growing number of colleges and universities, visit www.epa.gov/grnpower. 
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 Eligibility Criteria 


159 Below is the Version 2.0 product specification for ENERGY STAR qualified computer servers. A product 
160 must meet all of the identified criteria if it is to earn the ENERGY STAR. 

161 1. Definitions 
162 
163 A. Computer Server: A computer that provides services and manages networked resources for client 
164 devices (e.g., desktop computers, notebook computers, thin clients, wireless devices, PDAs, IP 
165 telephones, other computer servers, or other network devices). A computer server is sold through 
166 enterprise channels for use in data centers and office/corporate environments. A computer server is 
167 primarily accessed via network connections, versus directly-connected user input devices such as a 
168 keyboard or mouse. For purposes of this specification, a computer server must meet all of the 
169 following criteria: 

170 1) is marketed and sold as a computer server; 

171 2) is designed for and listed as supporting one or more computer server operating systems (OS) 
172 and/or hypervisors, and is targeted to run user-installed enterprise applications; 

173 3) provides support for error-correcting code (ECC) and/or buffered memory (including both buffered 
174 DIMMs and buffered on board (BOB) configurations); 

175 4) is packaged and sold with one or more ac-ac or dc-dc power supplies; and 

176 5) is designed such that all processors have access to shared system memory and are 
177 independently visible to a single OS or hypervisor. 

178 B. Computer Server Types 

179 Note: The definitions in this section are intended to form the basis for a broad taxonomy of server types. 
180 This taxonomy will help to clarify those product types eligible for ENERGY STAR qualification and those 
181 product types that are explicitly excluded (Section 2: Qualifying Products). 

182 A number of stakeholders suggested adding a volume server definition for purposes of comparison with 
183 more specialized server types covered by the specification. EPA is aware of possible conflicts with other 
184 uses of this term in the industry. For example, IDC includes systems up to $25,000 in their “volume server” 
185 category, a price range which likely encompasses a range of specialized server configurations and 
186 management/reliability levels. EPA seeks comments on whether a definition for volume servers would be 
187 a valuable addition to this Definitions section along with suggested sources to review regarding content. 

188 1) Managed Server: A computer server that is designed for a high level of availability in a highly 
189 managed environment. For purposes of this specification, a managed server must meet all of the 
190 following criteria: 

191 i) is designed to be configured with redundant power supplies; and 

192 ii) contains an installed dedicated management controller (e.g., service processor). 
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193 Note: The proposed revisions to the Managed Server definition are intended to further clarify those 
194 product types already covered by the Version 1.0 specification. EPA seeks comments on whether the 
195 following additional features should be added to the definition above: remote power control, remote reset, 
196 hardware event logging, and remote server cold start capability independent of OS-based management. 

197 2) Blade System: A system comprised of a blade chassis and one or more removable blade servers 
198 and/or other units (e.g., blade storage, blade network equipment). Blade systems provide a 
199 scalable means for combining multiple blade server or storage units in a single enclosure, and are 
200 designed to allow service technicians to easily add or replace (hot-swap) blades in the field. 

201 i) Blade Server: A computer server that is designed for use in a blade chassis. A blade server is 
202 a high-density device that includes at least one processor and system memory but is 
203 dependent upon shared blade chassis resources (e.g., power supplies, cooling) for operation. 

204 (a) Multi-bay Blade Server: A blade server requiring more than one bay for installation in a 
205 blade chassis. 

206 ii) Blade Chassis: An enclosure that contains shared resources for the operation of blade 
207 servers, blade storage, and other blade form-factor devices. Shared resources provided by a 
208 chassis may include power supplies, data storage, and hardware for dc power distribution, 
209 thermal management, system management, and network services. 

210 iii) Blade Storage: A storage device that is designed for use in a blade chassis. A blade storage 
211 device is dependent upon shared blade chassis resources (e.g., power supplies, cooling) for 
212 operation. 

213 iv) Blade Network Equipment: [TBD] 

214 Note: Blade storage and network equipment are included to complete the definition for blade systems. 
215 These products will not be covered by the computer server specification. EPA welcomes suggested blade 
216 network equipment definitions and suggestions for other blade component definitions to be included here. 

217 3) Fully Fault Tolerant Server: A computer server that is designed with complete hardware 
218 redundancy, in which every computing component is replicated between two nodes running 
219 identical and concurrent workloads (i.e., if one node fails or needs repair, the second node can run 
220 the workload alone to avoid downtime). A fully fault tolerant server uses two systems to 
221 simultaneously and repetitively run a single workload for continuous availability in a mission critical 
222 application. 

223 4) Resilient Server: A computer server that is designed with resiliency, RAS, and self-correction 
224 features integrated in the micro-architecture of the CPU and chipset to ensure data resiliency and 
225 accuracy. A resilient server is often used for a limited set of workloads that may include business 
226 processing, decision support, or handling of virtualized workloads, and is often operated at higher 
227 levels of utilization compared to a standard server. For purposes of this specification, a resilient 
228 server must meet all of the following criteria: 

229 i) designed to accommodate hot-swappable components; 

230 ii) designed with multiple physical banks of memory and I/O busses; 

231 iii) provides machine check architecture; 

232 iv) provides memory fault detection and system recovery (e.g., DRAM chip sparing, extended 
233 ECC, mirrored memory); 

234 v) provides end-to-end bus retry; and 

235 vi) provides support for on-line modification of hardware resources (“on-demand” features). 
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236 Note: A suggestion was made that the definitions for fully fault tolerant and resilient servers include 
237 availability metrics. One option from the Harvard Research Group (HRG) is the Availability Environment 
238 Classification (AEC) system1, which defines six categories of availability. EPA will consider adopting this 
239 provision after reviewing stakeholder feedback. In addition: 

240 � Fully Fault Tolerant Server: Stakeholders noted that there may be server architectures that can meet 
241 the reliability needs for fully fault tolerant servers without the need for complete redundancy of all 
242 hardware subsystems. 
243 � Resilient Server: Based on stakeholder comments, the definition for resilient server has been revised 
244 to include a list of characteristics found in these product types. EPA seeks further stakeholder 
245 comment on this new definition and whether any of the features listed might be optional for a server to 
246 be considered “resilient.” 

247 5) Multi-node Server: A computer server that is designed with two or more independent server nodes 
248 that share a single enclosure and one or more power supplies. In a multi-node server, power is 
249 distributed to all nodes through shared power supplies. A multi-node server is not designed to be 
250 hot-swappable. 

251 i) Dual-node Server: A common multi-node server configuration consisting of two server nodes. 

252 6) Server Appliance: A computer server that is bundled with a pre-installed operating system and 
253 application software that is used to perform a dedicated function or set of tightly coupled functions. 
254 Server appliances deliver services through one or more networks (e.g., IP or SAN), and are 
255 typically managed through a web or command line interface. Server appliance hardware and 
256 software configurations are customized by the vendor to perform a specific task (e.g., name 
257 services, firewall services, authentication services, encryption services, and voice-over-IP (VoIP) 
258 services), and are not intended to execute user-supplied software. 

259 7) High Performance Computing (HPC) System: A system designed with multiple, centrally-managed 
260 nodes connected with high-speed interconnect technology. An HPC system is intended to 
261 maximize performance in parallel and computationally-intensive workloads. HPC system power 
262 management features are typically removed or disabled. An HPC system includes a larger 
263 number of memory controllers compared to a general-purpose computer server in order to 
264 maximize data bandwidth available to the processors. For the purposes of this specification, an 
265 HPC server must be clearly identified as an HPC server in marketing literature and product 
266 specification sheets, and must be sold as an HPC server or system. 

267 Note: EPA has revised the HPC definition based on stakeholder concerns with the previous “large scale 
268 construct” language in the definition. Specifically, comments noted that HPC systems can include 
269 everything from mainframes to clusters of “off-the-shelf” small servers. Stakeholders also suggested that 
270 memory bandwidth, design for parallel workloads, and specialized product marketing are distinguishing 
271 features of HPC systems. 

272 8) Direct Current (Dc) Server: A computer server that is designed solely to operate on a dc power 
273 source. 

274 C. Computer Server Form Factors 

275 Note: Form factor definitions have been added to facilitate the development of unique qualification 
276 requirements for various configuration types. 

277 1) Rack-mounted Server: A computer server that is designed for deployment in a standard 19-inch 
278 data center rack as defined by EIA-310, IEC 60297, or DIN 41494. For the purposes of this 
279 specification, a blade server is considered under a separate category and excluded from the rack­
280 mounted category. 

1 http://www.hrgresearch.com/pdf/HAS%20Forecast%20rpt%20082301%20p.pdf 
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281 2) Pedestal Server: A self-contained computer server that is designed with PSUs, cooling, I/O 
282 devices, and other resources necessary for stand-alone operation. The frame of a pedestal server 
283 is similar to that of a tower client computer. 

284 D. Computer Server Components 

285 1) Power Supply Unit (PSU): A device that converts ac or dc input power to one or more dc power 
286 outputs for the purpose of powering a computer server. A computer server PSU must be self­
287 contained and physically separable from the motherboard and must connect to the system via a 
288 removable or hard-wired electrical connection. 

289 i) Ac-Dc Power Supply: A PSU that converts line-voltage ac input power into one or more dc 
290 power outputs for the purpose of powering a computer server. 

291 ii) Dc-Dc Power Supply: A PSU that converts line-voltage dc input power to one or more dc 
292 outputs for the purpose of powering a computer server. For purposes of this specification, a 
293 dc-dc converter (also known as a voltage regulator) that is internal to a computer server and is 
294 used to convert a low voltage dc (e.g., 12 V dc) into other dc power outputs for use by 
295 computer server components is not considered a dc-dc power supply. 

296 Note: “Line-voltage” has been added to the dc-dc PSU definition in order to restrict the definition to PSUs 
297 that step down high-voltage facility dc power for delivery to the server. 

298 iii) Single-output Power Supply: A PSU that is designed to deliver the majority of its rated output 
299 power to one primary dc output for the purpose of powering a computer server. Single-output 
300 PSUs may offer one or more standby outputs that remain active whenever connected to an 
301 input power source. For purposes of this specification, the total rated power output from any 
302 additional PSU outputs that are not primary and standby outputs shall be no greater than 20 
303 watts. PSUs that offer multiple outputs at the same voltage as the primary output are 
304 considered single-output PSUs unless those outputs (1) are generated from separate 
305 converters or have separate output rectification stages, or (2) have independent current limits. 

306 iv) Multi-output Power Supply: A PSU that is designed to deliver the majority of its rated output 
307 power to more than one primary dc output for the purpose of powering a computer server. 
308 Multi-output PSUs may offer one or more standby outputs that remain active whenever 
309 connected to an input power source. For purposes of this specification, the total rated power 
310 output from any additional PSU outputs that are not primary and standby outputs is greater 
311 than or equal to 20 watts. 

312 2) I/O Device: A device which provides data input and output capability between a computer server 
313 and other devices. An I/O device may be integral to the computer server motherboard or may be 
314 connected to the motherboard via though expansion slots (e.g., PCI, PCIe). Examples of I/O 
315 devices include discrete Ethernet devices, InfiniBand devices, RAID/SAS controllers, and Fibre 
316 Channel devices. 

317 i) I/O Port: Physical circuitry within an I/O device where an independent I/O session can be 
318 established. A port is not the same as a connector receptacle; it is possible that a single 
319 connector receptacle can service multiple ports of the same interface. 

320 3) Motherboard: The main circuit board of the server. For purposes of this specification, the 
321 motherboard includes connectors for attaching additional boards and includes the following 
322 components: processor, memory, BIOS, and expansion slots. 

323 4) Processor: The logic circuitry that responds to and processes the basic instructions that drive a 
324 server. For purposes of this specification, the processor is the central processing unit (CPU) of the 
325 computer server. 

326 5) Memory: For purposes of this specification, memory is a part of a server external to the processor 
327 in which information is stored for immediate use by the processor. 

328 6) Hard Drive (HDD): The primary computer storage device which reads and writes to one or more 
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329 rotating magnetic disk platters. 

330 7) Solid State Drive (SSD): A disk drive that uses memory chips instead of rotating magnetic platters 
331 for data storage. 

332 Note: Definitions for motherboard, processor, memory, hard drive, and solid state drive have been added 
333 to this draft since these components are cited in server product family guidelines. 

334 E. Other Data Center Equipment 

335 1) Network Equipment: A device whose primary function is to pass data among various network 
336 interfaces, providing data connectivity among connected devices (e.g., routers and switches). 
337 Data connectivity is achieved via the routing of data packets encapsulated according to Internet 
338 Protocol, Fibre Channel, InfiniBand or similar protocol. 

339 2) Storage Equipment: A system composed of integrated storage controllers, storage devices (e.g., 
340 hard drives or solid state storage) and software that provides data storage services to one or more 
341 computer servers. While storage equipment may contain one or more embedded processors, 
342 these processors do not execute user-supplied software applications but may execute data­
343 specific applications (e.g., data replication, backup utilities, data compression, install agents). 

344 3) Uninterruptible Power Supply (UPS): A device intended to maintain continuity of power to 
345 electrical loads in the event of a disruption to expected utility power supply. The ride-through time 
346 of a UPS varies from seconds to tens of minutes. UPS designs offer a range of features, from 
347 acting as a temporary power source to the load during a power disruption, to conditioning the 
348 power reaching the load under normal operation. UPSs contain energy storage mechanisms to 
349 supply power to the attached load in the event of full disruption from the utility. 

350 Note: The UPS definition has been moved from Appendix A in Version 1.0 to this Definitions section and 
351 updated to align with the recently released framework document for the ENERGY STAR UPS specification 
352 development effort. This definition will be revised as appropriate to maintain consistency between the two 
353 specifications. For more information on the UPS effort, please visit www.energystar.gov/newproducts. 

354 F. Computer Server Power States 

355 1) Idle State: The operational state in which the OS and other software have completed loading, the 
356 computer server is capable of completing workload transactions, but no active workload 
357 transactions are requested or pending by the system (i.e., the computer server is operational, but 
358 not performing any useful work). 

359 2) Active State: The operational state in which the computer server is carrying out work in response 
360 to prior or concurrent external requests (e.g., instruction over the network). Active state includes 
361 both (1) active processing and (2) data seeking/retrieval from memory, cache, or internal/external 
362 storage while awaiting further input over the network. 

363 Note: As referenced in a discussion question within the Preliminary Draft, EPA has added a definition for 
364 active state to prepare for the eventual inclusion of an efficiency rating tool in the Version 2.0 specification. 
365 EPA received a suggestion that a sleep mode be defined to account for hypervisor-commanded shut down 
366 of virtualized servers or system-level power management. EPA welcomes suggestions and comments on 
367 this proposal and will consider adding definitions for additional modes/states if suggested by stakeholders 
368 and/or warranted by requirements in future drafts. 

369 G. Other Key Terms: 

370 1) Controller System: A computer or computer server that manages a benchmark evaluation 
371 process. The controller system performs the following functions: 

372 i) start and stop each segment (phase) of the performance benchmark; 
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373 ii) control the workload demands of the performance benchmark; 

374 iii) start and stop data collection from the power analyzer so that power and performance data 
375 from each phase can be correlated; 

376 iv) store log files containing benchmark power and performance information; 

377 v) convert raw data into a suitable format for benchmark reporting, submission and validation; 
378 and 

379 vi) collect and store environmental data, if automated for the benchmark.  

380 2) Network Client (Testing): A computer or computer server that generates workload traffic for 
381 transmission to a UUT connected via a network switch. 

382 Note: The controller system and network client definitions have been added to describe elements of an 
383 efficiency rating test rig configuration. The definitions reference the SPEC Power and Performance 
384 Benchmark Methodology V1.1.1 and will be updated as necessary. 

385 3) RAS Features: An acronym for reliability, availability, and serviceability features. RAS is 
386 sometimes expanded to RASM, which adds “Manageability” criteria. The three primary 
387 components of RAS as related to a computer server are defined as follows: 

388 i) Reliability Features: Features that support a server’s ability to perform its intended function 
389 without interruption due to component failures (e.g., component selection, temperature and/or 
390 voltage de-rating, error detection and correction). 

391 ii) Availability Features: Features that support a server’s ability to maximize operation at normal 
392 capacity for a given duration of downtime (e.g., redundancy [both at micro- and macro-level]).  

393 iii) Serviceability Features: Features that support a server’s ability to be serviced without 
394 interrupting operation of the server (e.g., hot plugging). 

395 Note: RAS definitions have been added in support of the revised definition for resilient server. EPA has 
396 included initial proposals for reliability, availability and serviceability and seeks further comment from 
397 stakeholders. 

398 4) Server Processor Utilization: The ratio of instantaneous processor computing activity to full-load 
399 processor computing activity at a specified voltage and frequency. 

400 Note: Stakeholders provided several comments regarding the server utilization definition: (1) the use of 
401 “maximum ability” is ambiguous, (2) utilization is typically measured by the operating system, a factor that 
402 may make utilization reporting more difficult as virtualization disassociates the physical server from OS 
403 measurement capability, and (3) “utilization” should refer to the processor rather than to the system, given 
404 the structure of subsequent data measurement and output requirements. The definition has been revised 
405 to refer to “activity” instead of the more subjective “ability.” This is intended to encompass processing of 
406 logical instructions. While it is understood that there is no industry standard definition for “utilization”, the 
407 definition proposed here supports EPA’s goal of improving and standardizing the reporting of server 
408 efficiency data. 

409 H. System Configuration 

410 1) Product Family: A group of product configurations that is comprised of base components with the 
411 same technical and power specifications. In order to be considered a product family for the 
412 purpose of this specification, (1) the family may contain only rack-mounted, only pedestal, or only 
413 blade servers (not a combination) and (2) all product configurations within the product family must 
414 include a combination of base components as specified in Table 1. 
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415 Table 1: Product Family Component Requirements 

416 
417 
418 
419 
420 
421 
422 
423 
424 
425 

426 
427 
428 
429 
430 
431 
432 
433 
434 
435 
436 
437 

Base 
Component 

Same Part 
Number 

Required in All 
Product Family 
Configurations 

Same 
Technical & 

Power Specs 
Required in All 
Product Family 
Configurations 

Quantity 
Required in All 
Product Family 
Configurations 

Notes 

Motherboard YES YES Same across 
family 

Processor YES* YES* Same across 
family 

* Processors must all be 
from the same model 
line. 
* Processors must have 
the same core count and 
power specifications. 
* Processor speed may 
vary within a product 
family. 

Power 
Supply YES YES May vary within 

the product family 

I/O Device NO YES May vary within 
the product family 

HDD or SSD NO NO* May vary within 
the product family 

Memory 
(DIMM) NO NO* May vary within 

the product family 

* HDD, SSD, and 
Memory capacity may 
vary.  If so, minimum, 
typical, and maximum 
configurations must 
represent the full range 
of capacity options. 

Note: Table 1 presents the various combinations that any one server model may have to be represented 
under one Product Family. This table is intended as an initial proposal and may be modified based on 
analysis of data acquired as part of the specification development process and future stakeholder 
discussions dedicated to the topic of product families. The goal of the family structure in all ENERGY 
STAR specifications is to balance testing/reporting burden with assurance that qualified products deliver 
promised energy savings. For servers, EPA aims to ensure disclosure of sufficient test data to cover a 
range of representative configurations that would be meaningful to an end user who is evaluating a 
specific product configuration. The following are some significant changes compared to the Version 1.0 
specification and reflect initial manufacturer feedback received as a result of the Version 1.0 qualification 
and administrative process and EPA’s evaluation of initial product submittals: 

� Part Number: Version 1.0 required that all components in a product family share the same model 
number. This condition has been relaxed for memory, storage, and I/O components, with Version 1.0 
restrictions remaining in place for motherboard, processor, and power supply components.  

� Power and Metrics: Version 1.0 required that all product components in a product family share the 
same power and technical specifications. EPA seeks to assess whether some degree of variation may 
be allowed while still maintaining confidence that all configurations in a product family are accurately 
represented by submitted test data. Specifically, EPA is interested in (1) industry practices used to 
determine component worst-case efficiency and (2) metrics that could identify relative component 
efficiency for the purpose of modifying family criteria.

� Capacity: To reduce the number of required testing permutations, EPA has proposed an allowance for 
storage and memory capacity to vary within a product family (e.g., DIMMs with the same power profile 
may differ in GB/DIMM). 
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438 2) Maximum Configuration: A product configuration that includes the combination of base 
439 components that generates the maximum possible active mode efficiency within a product family. 

440 3) Minimum Configuration: A product configuration that includes the combination of base 
441 components that generates the least possible active mode efficiency within a product family. The 
442 minimum configuration must include at least one HDD or SSD and must be representative of an 
443 actual product configuration that is currently offered for sale to end users. 

444 4) Typical Configuration: A product configuration that lies between the minimum and maximum 
445 configurations and is representative of a product with high volume sales. 

446 5) Base Configuration: A product configuration that does not qualify for additional power allowances. 
447 The base configuration consists of: 

448 i) [TBD] 

449 Note: The definitions for maximum and minimum configurations have been revised to reference active 
450 mode efficiency. The base configuration definition will be based on the results of an analysis of data 
451 collected during specification development. 

452 2. Qualifying Products 

453 2.1. Included Products 
454 A product must meet the definition of a Computer Server provided in Section 1 of this document to be 
455 eligible for ENERGY STAR qualification under this specification. Eligibility under Version 2.0 is limited to 
456 blade-, rack-mounted, or pedestal form factor computer servers with no more than four processor sockets. 
457 Products explicitly excluded from Version 2.0 are identified in Section 2.2. 

458 2.2. Excluded Products 
459 Products that are covered under other existing ENERGY STAR product specifications are not eligible for 
460 qualification under the ENERGY STAR Computer Server specification. The list of specifications currently 
461 in effect can be found at www.energystar.gov/products. 

462 The following products are specifically excluded from qualification under this specification: 


463 • Fully Fault Tolerant Servers; 

464 • Server Appliances; 

465 • Storage Equipment including Blade Storage; and 

466 • Network Equipment. 


467 
 Note: The majority of stakeholders recommended limiting the scope of the Version 2.0 specification to 
468 pedestal, rack-mounted, and blade servers with no more than 4 processor sockets. EPA intends to 
469 continue evaluation of resilient servers for inclusion in Version 2.0.  Two additional product categories 
470 being considered for inclusion in this specification include multi-node servers and blade servers: 

471 � Multi-node Servers: Stakeholder comments ranged from suggestions that multi-node systems operate 
472 “under a significantly different energy profile than the general purpose 1S-4S servers,” to the 
473 possibility of multi-node systems being addressed by simply dividing the power/performance results of 
474 all nodes by the number of operational nodes to calculate a per-node result. EPA intends to include 
475 multi-node servers in the scope of the program. 

476 Continued on next page 
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477 � Blade servers: Blade servers now proposed for inclusion in this Draft 1 version. The following sections 
478 are applicable to blade servers and should be reviewed in regards to ENERGY STAR qualification 
479 requirements: 

480 1. Power supply requirements: apply to all servers, including blades; 
481 2. Active mode efficiency requirements and power management: apply generally to blade servers, 
482 along with blade chassis requirements located in Section 3; 
483 3. Standard information reporting and data measurement and output: apply to blade servers; and 
484 4. Appendix A: the test procedure has been revised to detail both a single blade test procedure and 
485 partially-populated chassis tests methodology to evaluate chassis power consumption and the blade 
486 active mode efficiency. 

487 � Other categories: All other product categories identified in the preliminary draft (>4 socket servers, 
488 server appliances, and fully fault tolerant servers) continue to be excluded in this Version 2.0, but may 
489 be considered for inclusion in subsequent versions of the specification. 

490 3. Energy Efficiency Criteria 
491 Products must meet the requirements specified below to be eligible for ENERGY STAR qualification under 
492 this specification. 

493 3.1. PSU Efficiency Criteria 

494 Note: EPA has added blade system PSU requirements that are equivalent to the PSU requirements for 
495 pedestal and rack-mounted servers. 

496 a) Pedestal and Rack-mounted Servers: To qualify for ENERGY STAR, a pedestal or rack-mounted 
497 computer server must be configured with only PSUs that meet or exceed the applicable efficiency 
498 requirements specified in Table 2 prior to shipment. 

499 b) Blade Servers: To qualify for ENERGY STAR, a blade server shipped with a chassis must be 
500 configured with only PSUs included in the chassis that meet or exceed the applicable efficiency 
501 requirements specified in Table 2 prior to shipment. 

502 Table 2: Efficiency Requirements for PSUs 

Power Supply Type Rated Output Power 10% 
Load 

20% 
Load 

50% 
Load 

100% 
Load 

Multi-output 
(Ac-Dc & Dc-Dc) All Output Levels N/A 85% 88% 85% 

Single-output 
(Ac-Dc & Dc-Dc) All Output Levels 80% 88% 92% 88% 

503 3.2. PSU Power Factor Criteria 

504 a) Pedestal and Rack-mounted Servers: To qualify for ENERGY STAR, a pedestal or rack-mounted 
505 computer server must be configured with only PSUs that meet or exceed the applicable power factor 
506 requirements specified in Table 3 prior to shipment, under all loading conditions for which output 
507 power is greater than or equal to 75 watts. Partners are required to measure and report PSU power 
508 factor under loading conditions of less than 75 watts, though no minimum power factor requirements 
509 apply. 

510 b) Blade Servers: To qualify for ENERGY STAR, a blade server shipped with a chassis must be 
511 configured with only PSUs included in the chassis that meet or exceed the applicable power factor 
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512 requirements specified in Table 3 prior to shipment, under all loading conditions for which output 
513 power is greater than or equal to 75 watts. Partners are required to measure and report PSU power 
514 factor under loading conditions of less than 75 watts, though no minimum power factor requirements 
515 apply. 

516 Table 3: Power Factor Requirements for PSUs 

Power Supply Type Rated Output Power 10% 
Load 

20% 
Load 

50% 
Load 

100% 
Load 

Dc-Dc (All) All Output Ratings N/A N/A N/A N/A 

Ac-Dc Multi-output All Output Ratings N/A 0.80 0.90 0.95 

Ac-Dc Single-output 

Output Rating ≤ 500 W N/A 0.80 0.90 0.95 

Output Rating > 500 W 
and 

Output Rating ≤ 1,000 
W 

0.65 0.80 0.90 0.95 

Output Rating > 1,000 
watts 0.80 0.90 0.90 0.95 

517 Note: EPA is no longer pursuing Net Power Loss (NPL) requirements for Version 2.0. Stakeholders 
518 expressed broad concern with the approach, both in terms of testing burden and the limited understanding 
519 of NPL in both manufacturer and end user communities. EPA continues to believe that power supply 
520 requirements should take into account the impact of power supply sizing and sourcing practices, and 
521 intends to address this in future versions of the specification. EPA also urges further research or pilot 
522 programs on NPL to evaluate benefits of the metric to end users. 

523 3.3. Server Power Management Criteria 

524 Note: The provisions in this section replace Table 5 of the preliminary draft specification. All ENERGY 
525 STAR qualified servers, including blades, will be required to meet the power management requirement. 
526 For blades, EPA intends to require power management to be independent of the chassis selected for 
527 installation. 

528 a) Server Processor Power Management: To qualify for ENERGY STAR, a server must offer processor 
529 power management that is enabled by default in the BIOS and/or through a management controller or 
530 service processor. All processors must be able to reduce power consumption in times of low 
531 utilization by; (1) reducing voltage and/or frequency through Dynamic Voltage and Frequency Scaling 
532 (DVFS), or (2) enabling processor or core reduced power states when a core or socket is not in use. 

533 b) Supervisor Power Management: To qualify for ENERGY STAR, a product which offers a pre-installed 
534 supervisor system (e.g., operating system, hypervisor) must offer supervisor system power 
535 management that is enabled by default. 

536 c) Power Management Disclosure: To qualify for ENERGY STAR, all power management techniques 
537 that are enabled by default must be itemized on the Power and Performance Data Sheet. 
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538 3.4. Blade System Criteria 

539 Review of Stakeholder Comments: EPA received detailed stakeholder input on proposed methods to 
540 evaluate blade servers and systems. A summary of key issues and proposals is listed below. 

541 Evaluation Method: Stakeholder opinion was divided between (1) adopting the Version 1.0 3S/4S power 
542 management requirements for blades, and (2) aligning active mode efficiency requirements with other 
543 server types by using an efficiency rating tool. 

544 Unique system efficiency requirements for blades could lead to market confusion if efficiency data under 
545 different structures was compared. Therefore, EPA currently favors Option 2, since a unified 
546 requirements structure will ensure that the same “language” is used to discuss server efficiency, 
547 regardless of form factor. 

548 Populating the Blade Chassis: The modularity of blade systems presents a challenge to development of 
549 representative test scenarios. Several stakeholders have suggested a combination of tests, including 
550 testing a partially populated chassis for efficiency, and testing a single blade as a means to derive chassis 
551 power. EPA also received a suggestion to first test a chassis fully populated with minimally-configured 
552 blades, and then retest with a single blade to evaluate chassis power. 

553 EPA proposes the following to satisfy the need for a representative test scenario and a moderate testing 
554 burden: first, test an individually-metered single blade in a compatible chassis – measure Idle and full 
555 power of the blade only. Second, test a chassis 1/2-populated with homogeneous (and representative) 
556 blades for qualification purposes. Active mode efficiency data from the partially-populated test would 
557 be used to evaluate blade server efficiency. If a chassis is tested for qualification, single blade power 
558 would be compared with the partially-populated measurements to derive full and idle chassis power. A 
559 graphic describing this proposal is available on slide 25 of EPA’s presentation from the February 2, 2010 
560 update meeting at the Green Grid Technical Forum and can be found at 
561 www.energystar.gov/RevisedSpecs. 

562 Comparing Blades to Other Server Types: Stakeholders suggested either (1) allowing blade servers to 
563 compete directly with traditional pedestal and rack-mounted server types or (2) creating a separate 
564 category for blade systems. 

565 EPA intends to complete data collection for Blade Systems before making a final determination of blade 
566 server categorization for ENERGY STAR. If data indicates that there is an inherent difference between 
567 blades and other server types, EPA will consider creating separate requirements for this product type.  

568 a) Blade Chassis Power Consumption: A blade chassis (1) shipped with an ENERGY STAR qualified 
569 blade server or (2) marketed for use with an ENERGY STAR qualified blade server must not exceed 
570 the sum of the limits for each applicable product feature specified in Table 4 and Table 5. 

571 Table 4: Power Allowances for Blade Chassis in Idle State 
Product Feature Chassis Idle Power Limit (W) 

Base Power Allowance [TBD] 

Product Feature Additional Chassis Idle 
Power Allowance (W) 

PSU Installed in 
Redundant Configuration [TBD] 

I/O Devices >2 ports of 1 Gbit, 
onboard Ethernet [TBD] 
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572 Table 5: Power Allowances for Blade Chassis at Full Load 
Product Feature Full Load Power Limit (W) 

Base [TBD] 

Product Feature Additional Full Load Power 
Allowance (W) 

PSU Installed in 
Redundant Configuration [TBD] 

I/O Devices >2 ports of 1 Gbit, 
onboard Ethernet [TBD] 

573 b) Blade Chassis Thermal Management: To qualify for ENERGY STAR, a blade chassis that is (1) 
574 shipped with an ENERGY STAR qualified blade server, or (2) marketed for use with an ENERGY 
575 STAR qualified blade server, must provide real-time chassis temperature monitoring and fan speed 
576 management capability that is enabled by default. 

577 c) Blade Server Shipping Documentation: To qualify for ENERGY STAR, a blade server that is shipped 
578 to a customer independent of a blade chassis must be packaged with documentation to inform the 
579 customer that the blade server is ENERGY STAR qualified only if it is installed in a blade chassis 
580 meeting requirements in Section 3.4.a) and 3.4.b) of this document. A list of qualifying blade chassis 
581 and ordering information must also be provided as part of product collateral provided with the blade in 
582 either a printed format or an alternative format approved by EPA. 

583 Note: Stakeholders suggested that minimum ENERGY STAR requirements be set for blade chassis. EPA 
584 understands that chassis-level management, cooling, and powering techniques differ widely and have a 
585 direct effect on the resulting efficiency of a blade system. Chassis requirements are included to ensure 
586 that options are available that allow blade servers to deliver performance with optimal energy efficiency at 
587 the system level. Tables 4 and 5 provide base chassis power allowances at Idle and full load, with 
588 allowances for redundant power supplies and I/O capability. 

589 � Thermal Management: Efficient thermal management can contribute to the overall efficiency of the 
590 datacenter. As written, the requirement is specific to fans. EPA is open to suggestions about how to 
591 address other efficient cooling technologies (e.g., water cooling, heat pipes) in this specification. 

592 � Shipping Documentation: The shipping documentation requirement is intended to provide purchasers 
593 of independently-purchased blade servers with a list of blade chassis that meet ENERGY STAR 
594 requirements. This structure is intended to allow partners to ship ENERGY STAR qualified blades 
595 outside of a chassis, while providing guidance to end users who wish to find the most efficient chassis 
596 solution for their purchase. 

597 EPA anticipates the need to develop power allowances for discrete chassis-level components that are 
598 typically integrated in stand-alone servers (e.g., network switches). EPA seeks further comment on Tables 
599 4 and 5 as well as test methodology (Appendix A) for blade systems. Once the structure is finalized, EPA 
600 will engage stakeholders in a data collection effort with the intent of developing chassis-level power 
601 consumption requirements. 
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602 3.5. Active Mode Efficiency Criteria 

603 Note: Active mode efficiency is a new component of the ENERGY STAR computer server program. This 
604 set of requirements builds upon existing core elements of the program (i.e., power supply efficiency, 
605 standard information reporting, and data measurement and output) and supports EPA’s overarching goal 
606 to provide insight into the energy efficiency of a server as it completes computing tasks. 

607 EPA’s objective in including active mode is to institutionalize reporting of server energy efficiency, such 
608 that standardized energy efficiency data is available to purchasers by default rather than by special 
609 request. To this end, EPA seeks to establish an active mode efficiency rating - applicable to a wide variety 
610 of servers and applications - to generate reliable and comparable energy efficiency data. A broadly­
611 accepted tool to produce such an efficiency rating is not currently available. Greater availability of active 
612 mode efficiency data, in conjunction with the core ENERGY STAR criteria from the Version 1.0 
613 specification, will provide purchasers with sufficient information to select the most efficient server for their 
614 needs. 

615 A broadly-accepted tool to produce such an efficiency rating is not currently available in the marketplace. 
616 EPA has been working with the Standard Performance Evaluation Corporation (SPEC) over the past 
617 several months to develop a rating tool that can serve this purpose. SPEC (http://www.spec.org/) is an 
618 industry consortium formed in 1988 to develop independent and standardized metrics for IT equipment. 
619 Besides establishing industry standards for measuring compute performance, SPEC has over three years 
620 of experience adapting performance benchmarks to the evaluation server efficiency, and created the first 
621 industry-standard server efficiency benchmark, SPECpower_ssj2008. 

622 In this specification, EPA is proposing requirements for the disclosure of active mode efficiency data, as 
623 generated by the rating tool developed by EPA and SPEC, via the ENERGY STAR Power and 
624 Performance Data Sheet. 

625 a) Active Mode Efficiency Disclosure: To qualify for ENERGY STAR, a computer server or computer 
626 server family must be submitted for qualification with the following information disclosed in full and in 
627 the context of the complete active mode efficiency rating test report: 

628 1) final rating tool results; and 

629 2) intermediate rating tool results over the entire test run at all of the following load levels: [TBD]. 

630 Public disclosure and formatting requirements are discussed in Section 4 of this specification. 

631 b) Incomplete Disclosure: Partners are prohibited from selectively reporting individual workload module 
632 results, or otherwise presenting efficiency rating tool results in any form other than a complete test 
633 report, in customer documentation or marketing materials. 
634 

635 Note: Background 

636 EPA intends for the active mode efficiency rating tool to be applicable to all products covered under the 
637 scope of Version 2.0. A design document for the rating tool will be made available to ENERGY STAR 
638 stakeholders by SPEC that describe a broad set of testing considerations including test setup, workload 
639 content and structure, data measurement procedures, and data output. 

640 Continued on next page 

Draft 1 Version 2.0 ENERGY STAR Program Requirements for Computer Servers Page 17 of 31 



 

 
 
 
 

 

 

 

 

 

641 Acceptance Criteria 

642 For EPA to incorporate SPEC’s rating tool, it will need to meet a set of EPA’s core standards. EPA 
643 recognizes SPEC’s existing work to develop power-performance benchmark tools capable of operation on 
644 volume servers (including pedestal, rack-mounted, and blade configurations), openness to broad industry 
645 participation, and development of general measurement methodologies. EPA is committed to adopting the 
646 SPEC efficiency rating tool as an element of the ENERGY STAR specification if the tool meets EPA’s 
647 acceptance criteria. Acceptance criteria for the tool include: 

648 � architecture and operating system (OS) agnostic; 
649 � provides accurate, repeatable, unbiased results; 
650 � available in an acceptable timeframe to the program; 
651 � provides open access to the underlying testing process, including results from specialized portions of 
652 the total workload; 
653 � developed through an open and transparent process with EPA and ENERGY STAR stakeholders, 
654 through the ENERGY STAR specification development process. 
655 
656 EPA believes that SPEC’s commitment to long-term maintenance of the tool provides an advantage for 
657 the program that will allow ENERGY STAR to keep pace with rapid technology advancements in the 
658 server industry. 

659 Architecture and OS Considerations for the Rating Tool 

660 EPA has held extensive discussions on the topic of architecture and operating system support. EPA 
661 believes that broad architecture/OS support is necessary to ensure fairness and open participation for all 
662 computer servers covered by the scope of the ENERGY STAR specification. 

663 EPA received strong feedback from some stakeholders that initial development should focus on support 
664 for both x86 and RISC systems. EPA also believes that the effect an operating system has on overall 
665 system efficiency should be considered in the ENERGY STAR efficiency evaluation, though under a 
666 structured system that supports comparable results and avoids unrealistic super-tuning. 

667 Development of a tool that is both architecture and OS agnostic requires technical input and development 
668 resources from interested parties in the stakeholder community. EPA understands that a lack of resources 
669 to support either issue might lead to these expectations being unrealized. EPA will closely monitor the 
670 development process and participation, and will adjust expectations accordingly. If necessary, EPA will 
671 consider alternative approaches, timing options, or alternative benchmark tools. EPA strongly encourages 
672 stakeholders to provide feedback these points and encourages a detailed assessment of the SPEC rating 
673 tool design document in light of these issues. 

674 Requirement Structure 

675 � Requirement Format: For Version 2.0, EPA intends to require only the disclosure of active mode 
676 efficiency ratings. EPA continues to maintain the long-term goal of setting pass/fail efficiency rating 
677 criteria in future versions of the specification, however at this point, solely requiring disclosure of 
678 standardized active mode efficiency ratings will serve a valuable purpose in the market. EPA believes 
679 that efficiency ratings, along with the other ENERGY STAR criteria specified in this document, will 
680 provide purchasers with the information they need to help choose the most efficient product for their 
681 intended use. 

682 Continued on next page 
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683 � Idle Measurement: EPA received several suggestions for how to incorporate Idle into the efficiency 
684 rating tool. The Idle component may be addressed by (1) dedicating a portion of the workload to 
685 automated Idle testing, or (2) fully incorporating Idle as a factor in the overall system efficiency rating. 
686 Stakeholders suggested that full incorporation of Idle would allow Idle power to scale along with the 
687 capability of the server. While this approach would reduce the complexity of the specification, EPA 
688 does not believe that Idle power should be tied solely to top-level performance, as this could lead to a 
689 systematic increase in Idle power consumption over time and dissuade manufacturers from improving 
690 efficiency at lower levels of utilization. EPA also received proposals to consider a scaling requirement 
691 for server power as an alternative to a cap on Idle power. The objective of this type of requirement is 
692 to incentivize manufacturers to design systems with a linear relationship between power consumption 
693 and workload performance and near-zero power consumption at Idle. EPA will review this approach 
694 in future discussions with stakeholders. 

695 3.6. Additional System Requirements 

696 Note: In the Preliminary Draft Specification, EPA proposed including Energy Efficient Ethernet (IEEE 
697 802.3az) as a requirement for all physical layer Ethernet protocols. Stakeholders commented that 
698 approved hardware was not likely to be available for evaluation until after the specification went into effect. 
699 In response to these concerns, EPA has removed this requirement in the Version 2.0. However, EPA is 
700 interested in finding ways to this protocol once hardware is made available. Therefore, the test procedure 
701 includes provisions to engage IEEE 802.3az during the testing of servers supporting the technology 
702 (Appendix A, 5.2.6). With this approach, the efficiency benefits of the protocol will be realized during 
703 ENERGY STAR testing for systems adopting related hardware. EPA will continue to engage stakeholders 
704 regarding the availability of compliant hardware and alternative proposals that encourage adoption of EEE 
705 technology in ENERGY STAR servers under a reasonable timeframe. 

706 4. Standard Information Reporting Requirements 
707 A standardized Power and Performance Data Sheet (PPDS) must be published for each ENERGY STAR 
708 qualified computer server. The PPDS must be posted on the Partner’s Web site alongside information on 
709 qualified product configurations. 

710 Partners are encouraged to provide one data sheet for each ENERGY STAR qualified product 
711 configuration, though EPA will also accept a data sheet for each qualified product family. A product family 
712 PPDS must include data for Maximum, Minimum and Typical configurations as defined in Section 1 of this 
713 document. Whenever possible, Partners must also provide a hyperlink to a more detailed power calculator 
714 on their Web site that purchasers can use to understand power and performance data for specific 
715 configurations within the product family. 

716 Templates for the Power and Performance Data Sheet can be found on the ENERGY STAR Web site at 
717 www.energystar.gov/products. EPA may periodically revise the template, and will notify Partners of the 
718 revision process. Partners should always use the most recent version of the data sheet posted to the 
719 ENERGY STAR Web site. 

720 Partners are encouraged to use the template provided by EPA, but may also create their own template 
721 provided that it has been approved by EPA and contains the following information, at a minimum: 

722 • model name and number, identifying SKU and/or configuration ID; 

723 • system characteristics (form factor, available sockets/slots, power specifications, etc.); 

724 • system configuration(s) (including maximum, minimum and typical configurations for product 
725 family qualification); 

726 • power data for Idle and full load, estimated kWh/year, link to power calculator (where available); 
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727 • additional power and performance data for at least one benchmark as chosen by the Partner from 
728 the EPA list of power-performance benchmarks; 

729 Note: EPA intends to tighten the requirements for disclosure of supplemental power and performance 
730 benchmark results. The presence of a refined version of this disclosure requirement is intended to 
731 complement the active mode efficiency rating tool by providing users with insight into efficiency under 
732 more specific server applications scenarios. 

733 The Version 1.0 specification allowed partners to select their choice of benchmark for disclosure. To 
734 further standardize PPDS content for end users, EPA has proposed setting guidelines for benchmarks that 
735 may be selected to meet this disclosure requirement. Given the rapid development and revision of 
736 benchmarks on the market, it is anticipated that a list of approved benchmarks will be hosted external to 
737 the specification to allow for updates outside of the normal specification revision cycle, as necessary. EPA 
738 will open a dialogue with stakeholders to discuss benchmarks for consideration. Following are candidate 
739 benchmarks that have been identified to date: SPECpower_ssj, SPECweb_power2009, SPEC’s planned 
740 virtualization benchmark, TPC-C, TPC-E, and RPE2. EPA recommends that any candidate benchmark be 
741 evaluated based on (1) presence of an integrated power measurement methodology, (2) applicability to, 
742 and widespread use by the end-user community, and (3) applicability to all servers in the ENERGY STAR 
743 scope, or at least a full subset of servers intended for a specific end-use application. 

744 • available and enabled power saving features (e.g., power management); 

745 • power consumption and performance data, along with guaranteed accuracy levels for all power 
746 and temperature measurements, disclosure of the time period used for data averaging, and a 
747 hyperlink to a detailed power calculator, as available; 

748 • a list of selected data from the ASHRAE Thermal Report; 

749 • for product family qualifications, a list of qualified configurations with qualified SKUs or 
750 configuration IDs; and 

751 • for a blade server, a list of compatible blade chassis that meet ENERGY STAR qualification 
752 criteria. 

753 Note: EPA has added a disclosure requirement for blade servers to provide end users with a list of 
754 compatible blade chassis that meet ENERGY STAR requirements. EPA anticipates the need to develop a 
755 new version of the PPDS for blade systems. Manufacturers will be provided with a draft of the blade 
756 system data sheet for stakeholder review once blade requirements are formalized in future drafts. 

757 5. Standard Performance Data Measurement and Output Requirements  
758 a) Measurement and Output: To qualify for ENERGY STAR, a computer server must provide data on 
759 input power consumption (W), inlet air temperature (°C), and utilization of all logical CPUs. Data must 
760 be made available in a published or user-accessible format that is readable by third-party, non­
761 proprietary management software over a standard network. For blade servers and systems, data may 
762 be aggregated at the chassis level. 

763 Note: The standard data measurement requirements have been revised to include blade servers and are 
764 thus applicable to all servers covered by the specification. 

765 It was suggested that pedestal servers be exempt from these requirements on the grounds that many are 
766 deployed in small office / home office (SOHO) environments that do not currently make use of real-time 
767 performance data. However, EPA is aware of some pedestal servers with capability to operate in standard  

768 Continued on next page 
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769 managed data center facilities. Additionally, numerous end users have requested that ENERGY STAR 
770 drive wider availability of sustained data measurement throughout the industry. As such, EPA intends to 
771 maintain data measurement requirements for pedestal servers. 

772 A stakeholder noted to EPA that server airflow reporting has the potential to improve HVAC efficiency by 
773 allowing cooling supply to be matched to actual demand. EPA plans to investigate the addition of airflow 
774 reporting requirements, possibly derived from system speed, for a future draft of this specification. 

775 b) Reporting Implementation: To qualify for ENERGY STAR: 

776 • products may use either embedded components or add-in devices that are packaged with the 
777 computer server to make data available to end users (e.g., a service processor, embedded power 
778 or thermal meter (or other out-of-band technology), or pre-installed OS); 

779 • products that include a pre-installed OS must include all necessary drivers and software for end 
780 users to access standardized data as specified in this document. Products that do not include a 
781 pre-installed OS must be packaged with printed documentation of how to access registers that 
782 contain relevant sensor information; 

783 • when an open and universally available data collection and reporting standard becomes available, 
784 manufacturers should incorporate the universal standard into their systems. 

785 c) Measurement Accuracy: To qualify for ENERGY STAR: 

786 • Input power: Measurements must be reported with accuracy of at least ±5% of the actual value, 
787 with a maximum level of accuracy of ±10W for each installed PSU (i.e., power reporting accuracy 
788 for each power supply is never required to be better than ± 10 watts) through the operating range 
789 from Idle to full power; 

790 • Processor utilization: Utilization must be estimated for each logical CPU that is visible to the OS 
791 and must be reported to the operator or user of the computer server through the operating 
792 environment (OS or hypervisor); 

793 • Inlet air temperature: Measurements must be reported with an accuracy of at least ±2°C. 

794 Notes: 

795 � Input Power: Following stakeholder discussions, the input power measurement accuracy requirements 
796 have been revised in response to concerns regarding (1) measurement difficulty at low loads, and (2) 
797 the impact of fixed error in systems with more than one PSU. For example, a measurement of 1000 
798 would require an accuracy level of at least ±50 W (5% of 1000 W) while a measurement of 100 W 
799 (assuming 100 W is within the idle-to-full power range) would require an accuracy level of at least ±10 
800 W (since 5% of 100 W is below the 10 W threshold). 

801 � Processor Utilization: Requirements are maintained from Version 1.0. Stakeholders noted only limited 
802 progress toward standardization of processor utilization measurements across platforms and that 
803 research is underway to understand the correlation between utilization and emerging processor 
804 features. EPA maintains its goal of providing tools for end users to identify under-utilized servers and 
805 to allow for adaptive data center management under virtualized or decentralized workloads, and EPA 
806 supports further industry research into processor utilization measurement accuracy. 

807 � Inlet Air Temperature: The accuracy requirement has been changed from ±3°C to ±2°C. EPA received 
808 examples of current-generation servers supporting the revised accuracy level. 

809 � Measurement Resolution: EPA has not included requirements for measurement resolution in the 
810 specification, and welcomes further stakeholder comment on this topic. 
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811 d) Sampling Requirements: To qualify for ENERGY STAR: 

812 • Input power and processor utilization: Input power and processor utilization measurements must 
813 be collected at a rate of ≥ 1 measurement per second. A rolling average, encompassing a period 
814 of no more than 30 seconds, must be reported at a frequency of greater than or equal to once per 
815 second. 

816 • Inlet air temperature: Inlet air temperature measurements must be collected at a rate of ≥ 1 
817 measurement every 10 seconds. 

818 Note: EPA has refined sampling requirements based on stakeholder comments that a rolling average is 
819 overly restrictive for temperature measurements since many data centers monitor system information 
820 intervals of 15-minutes or more. 

821 The rolling average requirement remains in place for power and utilization requirements, where EPA 
822 believes that the frequency of fluctuations in power and utilization are more closely tied to workload 
823 activity, and that a high frequency measurement is necessary to identify transient activity. A sampling 
824 frequency requirement was also added to the requirements. 

825 The proposals above are based on stakeholder suggestions, though EPA is also considering a suggestion 
826 for 10-second sampling for all measurements. 

827 6. Testing 
828 Partners are required to perform tests and self-certify those products or product families that meet the 
829 ENERGY STAR guidelines. A representative sample of computer server products shall be tested to 
830 ensure that all units will meet ENERGY STAR criteria. Test results must be reported to the EPA, 
831 European Commission, or other international governing body using the format set in place by EPA at the 
832 time of reporting (e.g., Computer Server Qualifying Product Information (QPI) Form or Online Product 
833 Submittal (OPS) tool). The qualification submittal for each product must also include a completed Power 
834 and Performance Data Sheet. All testing shall be performed per the ENERGY STAR Computer Server 
835 Test Procedure included as Appendix A of this document. Products must meet specified qualification 
836 criteria without the assistance of rounding. 

837 Note: EPA has moved all testing criteria to Appendix A for clarity and to allow the Appendix to serve as a 
838 stand-alone document. 

839 7. Product Qualification 

840 7.1. Product Family Qualification Requirements 

841 Partners are encouraged to test and submit data on individual product configurations for qualification to 
842 ENERGY STAR. However, a Partner may qualify multiple product configurations under one Product 
843 Family designation if each configuration within the family meets one of the following requirements: 

844 1. individual products are built on the same platform and are identical in every respect to the tested, 
845 representative product configuration except for housing and color; or 

846 2. individual products meet the requirements of a product family, as defined in Section 1.H.1), 
847 above. In this case, partners must test and submit power data on a maximum and minimum 
848 configuration, as defined in Section 1.H.2) and Section 1.H.3) of this specification. 

849 Partners are required to submit a Power and Performance Data Sheet for each product family that is 
850 submitted for qualification. 
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851 All product configurations within a product family that is submitted for qualification must meet ENERGY 
852 STAR requirements, including products for which data was not reported. 

853 If a Partner wishes to qualify individual product configurations within a product family that contains non­
854 qualifying products, the Partner must assign a unique identifier to ENERGY STAR qualified product 
855 configurations. This identifier must be used consistently in association with qualifying configurations in 
856 marketing collateral and on the ENERGY STAR Qualified Product List (e.g., model A1234 for baseline 
857 configurations and A1234-ES for ENERGY STAR qualifying configurations). 

858 7.2. Value Added Reseller (VAR) Product Qualification Requirements 

859 Note: EPA plans to closely review the reporting and qualification framework for the Value Added Reseller 
860 (VAR) market channel and incorporate a structure for review in future drafts of this specification. EPA 
861 intends to develop a structure that maintains the requirement for accurate communication of qualified 
862 server offerings with the constraints and characteristics of the channel. 

863 8. Effective Date 
864 The date that products must meet the requirements specified under the Version 2.0 ENERGY STAR 
865 Computer Server specification will be defined as the effective date of the agreement. Any previously 
866 executed agreement on the subject of ENERGY STAR qualified computer server products shall be 
867 terminated effective [TBD] for products eligible under the Version 1.0 Program Requirements. 

868 Qualifying and Marking Products under the Version 2.0 Specification: For products eligible for Version 1.0 
869 of the Computer Server program the effective date for this specification is [TBD]. For products not 
870 previously covered by the program, the specification is effective on [TBD]. All products with a date of 
871 manufacture on or after this effective date must meet applicable Version 2.0 requirements in order to 
872 qualify for ENERGY STAR (including additional shipments of products originally qualified under Version 
873 1.0). The date of manufacture is specific to each unit and is the date (e.g., month and year) on which a 
874 unit is considered to be completely assembled. 

875 Grandfathering: When ENERGY STAR specifications are revised, EPA does not automatically grant 
876 continued qualification to products submitted under previous specification versions.  Any product sold, 
877 marketed, or identified by the manufacturing Partner as ENERGY STAR must meet the specification in 
878 effect on the date of manufacture of the product. 

879 Note: EPA’s goal is to complete specification development under an aggressive timeline to ensure that 
880 active mode efficiency data is available to purchasers as soon as possible. Typically, manufacturers are 
881 given at least nine months after finalization of a revised specification to transition to the new program 
882 requirements. EPA’s goal is to finalize the structure of the specification by fall 2010.  

883 One of the primary factors driving this timeline is the completion of the active mode efficiency criteria in 
884 Section 3.5. While EPA is willing to allow time to investigate methods of evaluating the active mode 
885 efficiency of servers, it may be necessary to truncate the efficiency tool development process so that 
886 ENERGY STAR can continue to keep pace with the demands of the server market. If a truncated 
887 development cycle becomes necessary, EPA will consider adapting existing benchmark resources in the 
888 near-term to provide active mode efficiency data using the disclosure approach described in Section 3.5. 
889 EPA believes that the development and incorporation of active mode efficiency metrics into the ENERGY 
890 STAR program will require several iterations through successive specification revisions. 

891 On the following page is a roadmap of anticipated requirements for the Version 2.0 and future specification 
892 versions. After Version 2.0 is completed, EPA anticipates ongoing discussions with stakeholders about 

893 Continued on next page 
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897 

894 future revisions to the program. One scenario, included in the right column of the diagram, is to use active 
895 mode efficiency data generated from Version 2.0 disclosure as a basis for the development of minimum 
896 active mode efficiency levels in future specification revisions. 

Idle and Power 
Management 

Standard Information 
Reporting 

Power Supply 
Efficiency & PF 

Data Measurement and 
Output 

Version 1.0 Version 2.0 

Idle and Power 
Management 

Standard Information 
Reporting 

Power Supply 
Efficiency & PF 

Data Measurement and 
Output 

Active Mode 
Efficiency: Disclosure 

Future 
Versions 

Idle and Power 
Management 

Standard Information 
Reporting 

Power Supply 
Efficiency & PF 

Data Measurement and 
Output 

Active Mode 
Efficiency: 
Disclosure plus 
Levels 

Effective Date: 
May 15, 2009 

Effective Date: 
TBD 

898 

899 9. Future Specification Revisions 
900 EPA reserves the right to revise the specification should technological and/or market changes affect its 
901 usefulness to consumers, industry, or the environment. In keeping with current policy, revisions to the 
902 specification are arrived at through industry discussions. In the event of a specification revision, please 
903 note that ENERGY STAR qualification is not automatically granted for the life of a product model. To carry 
904 the ENERGY STAR mark, a product model must meet the ENERGY STAR program requirements that are 
905 in effect on the date of manufacture of the product. 

Draft 1 Version 2.0 ENERGY STAR Program Requirements for Computer Servers Page 24 of 31 



 

 

 

 

906 Appendix A: 
907 ENERGY STAR Computer Server Test Procedure 

908 1. Overview 
909 The following protocol shall be followed when testing products for compliance with the ENERGY STAR 
910 Version 2.0 Computer Server specification, and when acquiring test data for completion of the ENERGY 
911 STAR Power and Performance Data Sheet. 

912 2. Applicability
913 Products must be tested with hardware and software in the default “as-shipped” configuration, unless 
914 otherwise specified in this document. This procedure is intended to be followed in the specified sequence 
915 for UUT configuration in Appendix A Section 5 and testing in Section 6. 

916 Note: The requirement to test products in their as-shipped configuration remains in Draft 1 to ensure that 
917 test data is as representative as possible of actual product performance. 

918 3. Definitions 
919 Unless otherwise specified, all terms used in this test procedure are consistent with the definitions in the 
920 Version 2.0 ENERGY STAR Eligibility Criteria for Computer Servers.  

921 4. Test Setup 

922 4.1. Quality Control 

923 EPA recommends that all testing be conducted in facilities that follow quality control guidelines specified in 
924 ISO/IEC 17025, and that all test equipment be annually calibrated by an accredited laboratory. 

925 Note: In limited comments, EPA received support for maintaining the facility quality control requirement 
926 with standard provisions recommended rather than required at this stage. A stakeholder noted that some 
927 vendors may not be able to equally apply the standard and this flexibility was warranted. 

928 4.2. Reporting 

929 a) Power Measurements: All power measurements shall be recorded in watts, accurate to one decimal 
930 place. 

931 b) Temperature Measurements: All temperature measurements shall be recorded in degrees Celsius, 
932 accurate to one decimal place. 

933 4.3. Instrumentation 

934 a) Power Analyzer: Power analyzers used for testing must meet the following requirements: 

935 1. capable of measuring true RMS power for all ac sources; 

936 2. current crest factor of ≥ 3 throughout the rated operating range. Analyzers that do not specify 
937 current crest factor must be capable of measuring a current spike of at least 3 times the 
938 maximum amperage measured during any 1-second sample; 
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939 3. frequency response ≥ 3 kHz; and 

940 4. capable of averaging power measurements over any user-selected time interval; or capable of 
941 integrating energy over any user-selected time interval with a resolution of 1 second or less. 

942 Note: EPA is aware of power analyzer criteria in place for the SPEC benchmark process. As EPA 
943 continues to evaluate the rating tool, this section may be updated to reference additional requirements as 
944 necessary to ensure that the requirements support uniform testing. 

945 b) Measurement Accuracy: All measurements must be made with the following accuracy: 


946 1. 0.01 W or better for power measurements of 10 W or less; 


947 2. 0.1 W or better for power measurements of greater than 10 W up to 100 W; and 


948 3. 1 W or better for power measurements of greater than 100 W. 


949 c) Test Conditions
 

950 Note: Table 6 is consistent with conditions placed in the preliminary draft and in Version 1.0. During 
951 development of Draft 1, EPA received feedback that the voltage tolerance is overly-restrictive for in-situ 
952 testing. These requirements are intended to prevent input voltage variations from introducing 
953 unreasonable impacts on the test results. EPA will consider these tolerances further should data be 
954 provided that shows the impact of supply voltage variation on the results of ENERGY STAR testing. EPA 
955 will not accept test voltage variation as a valid explanation for failure of a server in a compliance audit and 
956 will maintain the provisions in Section 4.2. 

957 Table 6: Test Conditions 

Supply Voltage 

Maximum Server 
Power 

Measurement: 
≤1.5 kW > 1.5 kW 

Servers with Ac-Dc 
Single-output 

PSUs: 

230 (± 1%) V ac, 50 Hz 
or 60 Hz (± 1%) 

230 (± 4%) V ac, 50 Hz 
or 60 Hz (± 1%) 

Servers with Ac-Dc 
Multi-output PSUs: 

230 (± 1%) V ac, 50 Hz 
or 60 Hz(± 1%) and/or, 
115 (± 1%) V ac, 60 Hz 

(± 1%) 

230 (± 4%) V ac, 50 Hz 
or 60 Hz(± 1%) and/or, 
115 (± 4%) V ac, 60 Hz 

(± 1%) 
Dc Servers: ± 53 (± 1 V) V dc ± 53 (± 1 V) V dc 

Optional Testing 
Conditions For Ac-

Dc Japanese 
Market†: 

100 (± 1%) V ac, 50 Hz 
/ 60 Hz (± 1%) 

100 (± 4%) V ac, 50 Hz / 
60 Hz (± 1%) 

Total Harmonic 
Distortion (THD) 

(Voltage) 
< 2% THD < 5% THD 

Ambient 
Temperature 18°C - 27°C 

Low End Moisture 5.5°C Dew Point 

High End Moisture 60% Relative Humidity, 15°C Dew Point 
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959 References: 

960 • IEC 62301: Household Electrical Appliances – Measurement of Standby Power, Sections 4.2, 4.3, 4.4;  

961 • 2008 ASHRAE Environmental Guidelines for Datacom Equipment, Table 1;  

962 • ANSI ATIS-0600315-2007; and 

963 • Generalized Test Protocol for Calculating the Energy Efficiency of Internal Ac-Dc and Dc-Dc Power Supplies – Revision 

964 6.4.2, Section 5.2. 

965 

966 †Note on Japanese Test Voltage: Partners must test standard voltages for products with Single-output 

967 or Multiple-output power supplies. However, products sold into the Japanese market may also be tested at 

968 the optional 100V testing condition, in addition to the 115V/230V conditions.  


969 5. UUT Configuration 

970 5.1. PSU Test Configuration 

971 Power supplies must be tested for ENERGY STAR qualification using the most recent version of the 

972 Generalized Internal Power Supply Efficiency Test Protocol maintained by the Electric Power Research 

973 Institute (EPRI) and found at http://efficientpowersupplies.epri.com/methods.asp. Testing shall be 

974 conducted as follows: 


975 1. Test Conditions: Power supplies shall be tested using the input test conditions specified in Table 
976 6. Ac-dc multi-output power supplies capable of operating at both 230 and 115 volts input shall 
977 be tested at both input voltages for purposes of ENERGY STAR qualification. Ac-dc multi-output 
978 power supplies capable of operating at only one of these indicated voltages must test only at the 
979 applicable voltage. Testing at 230 volts may be done at either 50Hz or 60Hz. 

980 2. 10% Loading Condition: Single-output power supplies shall be tested at 10% loading in addition 
981 to the standard 20%, 50% and 100% loading conditions indicated in the test procedure.  

982 3. Fan Power: When testing Multi-output power supplies, internal fan power must be included in the 
983 measurement and efficiency calculation. When testing Single-output power supplies, internal fan 
984 power must not be included in the measurement and the efficiency calculation.  

985 4. Efficiency and Power Factor Reporting: Power supplies must meet the levels presented in the 

986 Version 2.0 specification without the assistance of rounding. When submitting power supply 

987 efficiency and power factor results to ENERGY STAR, manufacturer shall report to the first 

988 decimal place (e.g., 85.2%) and three decimal points (e.g., 0.856), respectively. 


989 5.2. Active Mode Efficiency Test Configuration 

990 The Partner must test and report power and efficiency test results for all computer servers. Testing shall 

991 be conducted as follows: 


992 1. Power Supplies: All PSUs must be connected and operational. 

993 2. Power Management and Operating System: The as-shipped operating system or a representative 
994 operating system must be installed. Products that are shipped without operating systems must be 
995 tested with a representative OS installed. For all tests, manufacturers must ensure that only the 
996 power management techniques and/or power saving features which are enabled on shipment are 
997 those enabled on systems under test. Any power management features which require the 
998 presence of an operating system (i.e. those that are not explicitly controlled by the BIOS or 
999 management controller) must be tested using only those power management features enabled by 

1000 the operating system by default. Partners must include details about OS and power management 
1001 settings used for ENERGY STAR qualification in all program literature. 

1002 3. Storage (HDD, SSD): Products that do not include pre-installed hard drives (HDD or SSD) must 
1003 have an identical hardware and software configuration as a product that was tested and qualified 
1004 with at least one installed hard drive; and 
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1005 4. Blade and Dual/Multi-Node Servers: A Blade or Dual/Multi-Node Server must have identical 
1006 configurations for each node or blade including all hardware components and software/power 
1007 management settings. These systems must also be measured in a way to ensure that all power 
1008 from all tested nodes/blades is being captured by the analyzer during the entire test. If multiple 
1009 power analyzers are used to monitor the test, each analyzer must meet all required attribute and 
1010 analyzer conditions set forth in this test procedure. 

1011 5. Blade Chassis: [TBD] 

1012 6. BIOS and UUT System Settings: [TBD] 

1013 Note: A blade chassis section has been added above to host guidelines on chassis settings, setup, and 
1014 features engaged during blade testing in order to ensure uniform testing of blade servers. 

1015 A system settings provision has been included to host any limited BIOS or hardware optimizations 
1016 allowable during testing. With the expanded role of software evaluation in Version 2.0, these conditions 
1017 will establish a consistent testing basis and prevent unrealistic settings from being engaged simply to 
1018 improve workload performance (“super-tuning”). EPA plans to work with stakeholders to identify a limited 
1019 list of hardware optimizations allowed for ENERGY STAR testing. 

1020 7. Ethernet Connections: Products shipped with support for Energy Efficient Ethernet (compliant 
1021 with IEEE 802.3az) shall be connected only to Energy Efficient Ethernet compliant network 
1022 equipment during testing and appropriate measures shall be taken to enable EEE features on 
1023 both ends of the network link during all tests. 

1024 Note: This condition has been added to allow the efficiency benefits of hardware compliant with the 
1025 Energy Efficient Ethernet standard to impact the energy-performance of the tested server. 

1026 5.3. UUT Preparation 

1027 Note: This section details UUT preparation for active mode efficiency testing of all server types. Included 
1028 are special considerations for testing of a partially-populated blade chassis for active mode efficiency and 
1029 testing of a single blade to allow for blade chassis power calculation. 

1030 The Partner must test and report power and efficiency test results for a computer server under the 
1031 following conditions: 

1032 1. Record the UUT manufacturer, model name, and configuration details, including; operating 
1033 system name and version, processor type and speed, installed power supplies, physical memory, 
1034 hard drive configuration, installed I/O devices, power management features enabled, etc. 

1035 a. When testing a blade server, also record the blade chassis model. 

1036 2. Install the UUT in a test rack or location. The UUT shall not be physically moved until testing is 
1037 complete. If the UUT is a blade system, populate the chassis as follows: 

1038 a. All blade servers installed in the chassis must be identical. 

1039 b. When testing a single blade, install the blade in a top corner position in the chassis. 

1040 c. When testing a partially-populated blade system, populate 1/2 of available chassis bays, 
1041 rounding up to the nearest whole blade if necessary. Populate bays using the following 
1042 guidelines: 

1043 i. Fill the top row of the chassis first, then proceeding downward. For partially­
1044 populated rows, fill from the center outward. For example, when installing six blades 
1045 in a chassis with 3 rows and 4 bays per row, four blades must be installed into the top 
1046 row, and two blades must be installed into the center two positions of the middle row. 
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1047 d. Fill all empty bays with blanking panels or an equivalent airflow restriction for the duration of 
1048 testing. 

1049 Note: The configuration described above is intended to standardize placement of the Blade Server during 
1050 testing and represent worst-case thermal conditions for the blade population. EPA welcomes further 
1051 suggestions on Blade Server placement and temperature considerations. 

1052 3. Connect the UUT to a live Ethernet (IEEE 802.3) network switch. The live connection must be 
1053 maintained for the duration of testing, except for brief lapses necessary for transitioning between 
1054 link speeds. If a controller system is required to provide workload harness control, data 
1055 acquisition, or other UUT testing support, the controller system shall be connected to the same 
1056 network switch as the UUT and satisfy all other UUT network requirements. 

1057 Note: EPA will update this portion of the procedure with specific instructions for controller system setup as 
1058 necessary. 

1059 4. Connect the power analyzers to an ac or dc voltage source set to the appropriate voltage and 
1060 frequency for the test. 

1061 5. Plug the UUT into the measurement power outlet on the power analyzer, as follows: 

1062 a. no UPS units shall be connected between the power analyzer and the UUT; 

1063 b. the power analyzer shall remain connected until all testing is complete; 

1064 c. when testing a single blade server, the UUT shall be metered independently of the blade 
1065 chassis; 

1066 d. when testing a partially-populated blade chassis, power shall be measured at the input of 
1067 the blade chassis. 

1068 6. Connect the data output interface of the power analyzer(s) to the appropriate input of the 
1069 measurement server. When testing a single blade, this step is optional if the workload for Idle and 
1070 full load testing does not require use of a controller system. 

1071 7. Install the workload software on the UUT. Record the installed benchmark workload and 
1072 configuration, including any custom parameters or settings. 

1073 Note: EPA will update this step with specific instructions for loading workload and harness software as 
1074 necessary. 

1075 8. Record the input voltage and frequency. 

1076 9. Verify that the UUT is configured in its as–shipped configuration. 

1077 10. Verify that only those system and hard drive power management features that are enabled upon 
1078 shipment to a customer are enabled for testing. 

1079 6. Test Procedure  

1080 6.1. Power and Efficiency Testing 

1081 Note: This section contains provisions for the anticipated adoption of an efficiency rating tool. It is 
1082 preliminary and will be updated to incorporate sequential steps necessary to operate and monitor the 
1083 rating tool as it completes evaluation of the UUT. 

1084 1. Power up the UUT, either by switching it on or connecting it to mains power. 
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1085 2. If necessary, power up the controller system. 


1086 3. Begin recording elapsed time. 


1087 4. Between 5 and 15 minutes after the initial boot or log in, set the analyzer to begin accumulating 

1088 power values at an interval of greater than or equal to 1 reading per second and commence 

1089 benchmark workload operation. 


1090 a. When testing using a controller system, the controller system may automate data 

1091 accumulation and benchmark workload operation provided the measurement interval 

1092 requirements are met. 


1093 5. Engage workload operation. 


1094 a. If the workload does not automate measurement of Idle power, between 5 and 15 minutes 

1095 after the workload has completed operation, accumulate Idle power values for 5 additional 

1096 minutes and record the average (arithmetic mean) value observed during that 5 minute 

1097 period. The UUT must maintain an Idle state throughout this period and must not enter lower 

1098 power states with limited availability (e.g., server sleep or hibernate states).  


1099 6. Record the following data at the end of workload operation: 


1100 a. Average Idle power (arithmetic mean); 


1101 b. Full power (the maximum power value measured during benchmark workload operation); 


1102 c. Intermediate and final workload results at all tested load levels, as applicable. 


1103 6.2. Chassis Power Testing 


1104 1. Complete testing of a representative single blade tested in the selected blade chassis. Average 

1105 Idle power is defined as P Single Blade(Idle), and full power is defined as P Single Blade(FullP). 


1106 2. Complete testing of the selected blade chassis partially-populated with blades of the same 

1107 model. 


1108 3. Record measured Idle power (PChassis(Idle, 1/2 populated)) and full power (PChassis(FullP, 1/2 

1109 populated)) at the chassis power input. 


1110 4. Calculate Chassis Power using the following formulas: 

1111 
 PChassis(FullP) = PChassis(FullP, 1/2 populated) – [# bays populated]*[P Single Blade(FullP)] 
1112 PChassis(Idle) = PChassis(Idle, 1/2 populated) – [# bays populated]*[P Single Blade(Idle)] 

1113 5. Proceed with additional efficiency testing. 
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1114 Appendix B: 
1115 Sample Calculations 
1116 This Appendix includes sample calculations for the requirements included in Section 3: Energy Efficiency 
1117 Criteria. 
1118 

1119 Note: EPA will add sample calculations as energy efficiency criteria are formalized. This appendix will 
1120 likely include calculation examples for blade chassis power, active mode efficiency, and application of 
1121 additional power allowances. 
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