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F R O M  T H E  E X E C U T I V E  E D I T O R

THE UNDER SECRETARY OF DEFENSE for Acquisition, Technology, 

and Logistics (AT&L) and the Modeling and Simulation Coordination 

Office (M&SCO) are responsible for improving the effectiveness and 

cost-effectiveness of M&S across the Department of Defense (DoD).  

To accomplish these goals, we use an enterprise approach that is 

focused on re-use and interoperability, while reducing unnecessary 

duplication.  The Tools Issue of the M&S Journal explores several 

aspects of this approach.  

n The article on LVC architecture presents the need for including an 

enterprise approach to identifying unnecessarily duplicative tools 

and ways to streamline future architectures. n The CREATE article 

discusses leveraging academic and commercial developments in 

high performance computing to increase the effectiveness of M&S 

tools for the DoD M&S enterprise. n The paper on effective train-

ing games offers insight into using open source gaming engines as 

the backbone of important training tools and indicates how open 

sources provide a path for increased interoperability and re-use. 

n The data logging paper summarizes a vital adjunct tool based on 

simulation architecture standards, including those developed by AT&L.  

n The article on ship design illustrates the need to integrate M&S tools 

for the full system acquisition lifecycle and confirms that Simulation 

Based Design (SBD) remains a viable concept to improve interoper-

ability and cost-effectiveness of DoD systems.  

Using an enterprise approach to funding tools in DoD allows us to 

counteract the M&S adage that “a tool and its money are soon parted.”  

Continued funding for enterprise tools is necessary to ensure they 

(1) are applicable and usable, (2) remain visible and available, and (3) 

are sustained to maximize re-use.  Please visit the M&SCO website 

at http://www.msco.mil/ for more information on our approach to 

enterprise tools, data, and services, and other DoD M&S enterprise 

activities, and to download digital versions of the M&S Journal.  

J. DAVID LASHLEE, PH.D., CMSP                  

 Deputy Director  
Modeling and Simulation Coordination Office (M&SCO)
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Frank Mullen
Associate Director for Tools, M&SCO

Mankind have been making tools since Ogg first chipped 
an edge on flint.  It is characteristic of our species that we 
not only use tools—some other animals use them too, I’m 
told—but we conceive of and form them to our purposes.  

In a simpler day, tools were tangible things.  Hold it 
in your hand and pound a nail?  Hammer:  tool.  Climb 
into it and move a pile of dirt?  Bulldozer:  tool.  Easy to 
understand.  Nowadays, with so much being done on 
computers, tools are harder to grasp.  Modeling and simula-
tion tools are typical in this regard.  I have been asked on a 
number of occasions, as the DoD Modeling and Simulation 
Coordination Office’s (M&SCO) Associate Director for Tools, 
to provide a definition of M&S tools.  Perhaps because the 
work they do exists in virtual space, they are intrinsically 
hard to recognize.  You generally cannot see one, or hold 
it, touch it, or climb into it.  Even when the user interface 
is tangible—cockpit simulators and machine-gun trainers 
come to mind—there is a computer in the background 
running sophisticated software and processing great 
volumes of data, all unseen to the user, and completely 
intangible.

I will not provide here a definition of “tools” for M&S.  The 
general understanding of the term works well enough, and 
were I to attempt it, someone would be sure to bring to my 
attention some manifestly useful tool that nevertheless 
failed the definition.  If someone conceived of it and built it 
to purpose, if it is useful for designing, building, operating, 

or otherwise pushing along a model or simulation, then 
surely it is an M&S tool.

The variety of tools is enormous.  A glance through this 
issue of the M&S Journal illustrates the broad scope of M&S 
tools.  Examples here address the range from particular prob-
lems—see Talib S. Hussain, et al., “Designing and Developing 
Effective Training Games for the U.S. Navy”—to tools of 
broad applicability, as in Björn Möller, et. al., “Scalable and 
Embeddable Data Logging for Live, Virtual and Constructive 
Simulation: HLA, Link 16, DIS and more.”  

But the very broad scope of tool applicability also suggests 
a definition for a particular type of M&S tool, the “enterprise 
tool.”  Within the DoD it’s not just any broadly-applicable 
M&S tool:  the USD (AT&L) designates such tools after 
consultation with the M&S Steering Committee.  The M&S 
enterprise tools can be accessed from the M&SCO website:  
http://www.msco.mil/tools.html.  

You will find here that there are so far only a few M&S 
enterprise tools.  They include:

•	 The M&S Catalog
•	 The Standards Vetting Tool (SVT)
•	 The VV&A Documentation Tool (VDT)
•	 Capabilities Requirements Tool (CRT).

These enterprise tools were developed individually, but 
M&SCO has begun the process of gathering requirements 
from users to integrate them.  Subject matter experts from 
the Services and the Communities enabled by M&S have 
been invited to participate in this effort, which began in 
February of this year.

The purpose of the integration effort is to facilitate 
discovery and reuse of M&S assets.  This advances the goals 
of the “Strategic Vision for DoD Modeling and Simulation” 
issued by the OUSD (AT&L) and the M&S Steering Committee, 
as well as the “DoD Net-Centric Data Strategy.i”  A previous 
contributorii to this column likened the current state of 
discovery and reuse to a “farmer who goes out and buys 
a shiny new harvester, but forgets to grow the hay.  The 
mowing gets done faster—but there’s still not much hay.”  By 
this statement he meant that the M&S enterprise has a meta-
data catalog capable of making M&S assets far more visible.  

GUEST EDITORIAL
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Guest Editorial

There are multiple approaches to populating the catalog 
with more useful metadata.  Policy, for example,  can be 
developed to emphasize the value of discovery and reuse 
to the DoD.  Another approach is to look for ways to provide 
value to M&S users and developers and to harvest metadata 
as a byproduct.  The enterprise tools integration effort is 
starting up.  The idea is to provide, through the enterprise 
tools, services that users and developers will take advantage 
of because of their perceived value, e.g., in reducing labor 
costs or making documentation less onerous.  At the same 
time, an integrated set of enterprise tools will automati-
cally harvest metadata, make it visible in the catalog, and 
keep it updated.  In the future, this set of enterprise tools 
could make M&S assets visible and reusable throughout 
their lifecycle, from initial definition of their requirements 
(e.g., through CRT) through delivery and acceptance (e.g., 
through VDT), to operation and sustainment.  

It appears that I have, despite myself, provided a defi-
nition of at least a small number of M&S tools.  They are, 
as are all tools, conceived of and made for a purpose:  to 
aid discovery and reuse.  They are designed to provide a 
service to users while at the same time delivering value to 
the Department.  

REFERENCES

i Strategic Vision:  http://www.msco.mil/strategicVision.
html Net-Centric Data Strategy:  http://dodcio.defense.
gov/docs/Net-Centric-Data-Strategy-2003-05-092.pdf

ii John W. Diem, Guest Editorial, M&S Journal, Fall 2011
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ABSTRACT

The implementation of recommendations from the 
Live-Virtual-Constructive Architecture Roadmap (LVCAR), 
which was performed under the auspices of the U.S. Office 
of the Secretary of Defense (OSD), was begun in mid-2009.  
Under the leadership of the Joint Training Integration and 
Evaluation Center (JTIEC), the Johns Hopkins University 
Applied Physics Laboratory (JHU/APL) has undertaken 
multiple implementation efforts in the areas of common 
capabilities for LVC simulations, gateways for multi-archi-
tecture LVC simulations, and convergence of LVC simulation 
architectures.  A number of papers presented at Simulation 
Interoperability Workshops since the spring of 2010 have 
described individual activities that are part of this overall 
effort. 

This paper provides a comprehensive summary of the 
results of the first two years of LVCAR Implementation 
(LVCAR¬I) efforts.  It describes accomplishments in the 
development of new prototype standards for the multi-
architecture simulation systems engineering process and for 
multi-architecture simulation federation agreements, as well 
as a tool to aid in the implementation of such federation 
agreements.  It also discusses candidate business models 
to enhance the potential for reuse of LVC simulation tools, 
and pilot efforts to explore the feasibility of such business 
models. Mechanisms for describing LVC simulation assets 
using standardized metadata are described, in conjunction 
with the development of a prototype implementation of a 

portal for discovering and locating such assets for subse-
quent download for reuse.  Additionally, storage formats 
for LVC simulation-related data are categorized, along with 
opportunities for improved commonality.  Advances in the 
description and characterization of simulation gateways are 
also provided that will permit more informed selection of 
gateways by users for particular applications. 

With respect to current and future trends in Modeling and 
Simulation (M&S) technology, the paper describes efforts 
related to Service-Oriented Architectures (SOAs) and iden-
tifying future technologies having potential use for the DoD 
Modeling and Simulation Community.  Finally, the paper 
provides an overview of the way ahead for the next two 
years of the LVCAR implementation effort. 

KEYWORDS

Live-Virtual-Constructive Simulation, Simulation Standards, 
Multi-Architecture Simulation Gateways, Common Simulation 
Data Formats, Model & Simulation Asset Reuse 
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2.	 create reference models to focus data and service reuse 
efforts; 

3.	 reduce LVC architecture divergence and tool prolifera-
tion; and 

4.	 explore emerging technology issues related to future 
LVC architecture performance and requirements. 

The planning, development, and execution of LVC events 
are universally recognized to require an investment of 
resources.  Also, the M&S community has limited agility 
with regards to supporting unforeseen events.  Given this 
situation, the objective of LVCAR-I is to reduce overhead 
and provide for an interoperable M&S environment, thus 
improving the ability to construct and conduct timely LVC 
events.  Described another way, the goal for LVCAR-I is to 
get M&S support inside the military operations decision 
cycle. 

The project leads have taken a holistic approach to 
organization and definition of an acquisition strategy. 
Fundamentally, LVCAR-I is designed to work in an environ-
ment where there are many different factors and incentives 
that influence decisions, including willingness to change 
and the adoption of technical solutions. Understanding 
these factors and their effects are as important to the 
success of the project as the technology advances them-
selves. As a result, the LVCAR-I team distilled the 19 recom-
mendations found in the LVCAR study to the grouping 
of core, affiliated, and supporting efforts as described in  
Table 1. 

2. OVERVIEW OF THE LVCAR  
IMPLEMENTATION EFFORT 

In addition to the 19 LVCAR recommendations being 
grouped as shown in Table 1, the technical efforts being 
performed as part of LVCAR-I were subdivided into four 
major technical areas: 

1.	 LVC Common Capabilities; 

2.	 LVC Gateways and Bridges; 

3.	 LVC Architecture Convergence; and 

4.	 LVC Future-Oriented Efforts. 

Within the LVC Common Capabilities technical area, 
efforts were further subdivided into: 

a.	Systems Engineering Process 

b.	Federation Agreements 

M.S. and Ph.D. degrees in computer science from the 
Johns Hopkins University and the University of Maryland, 
respectively. 
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1. BACKGROUND 

The Live-Virtual-Constructive Architecture Roadmap 
Implementation (LVCAR-I) and Net-centric Environment 
project is the follow-on effort that stems from findings of 
the LVCAR Final Report [1]. The purpose of the LVCAR study 
was to: “Develop a future vision and supporting strategy 
for achieving significant interoperability improvements 
in LVC simulation environments.” The focus of the study 
revolved around four dimensions of simulation interoper-
ability: Technical Architecture, Business Models, Standards 
Evolution, and Management Processes. The precepts that 
guide the study’s implementation are: do no harm, interop-
erability is not free, start with small steps, and provide 
central management. Among the significant results of the 
LVCAR study is a set of 19 recommendations. These recom-
mendations act as the requirements document found in 
formal programs and is used to guide the LVCAR-I tasks. 

The principal aims of LVCAR-I are to explore organiza-
tional and structural (e.g., use of standards) options to 
better: 

1.	 manage LVC architecture interoperability; 

www.msco.mil/
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3.	 Increasing the Commonality of Data Storage Formats; 

4.	 �Improving the Use of Gateways and Bridges for LVC 
Simulations; 

5.	 Investigating LVC Architecture Convergence; and 

6.	 Investigating the Application of Additional Technolo-
gies to LVC Simulations. 

The following sections discuss each of the above objec-
tives, and the progress made to date in achieving them 
in the first two years of LVCAR implementation. In most 
cases, these individual efforts have been documented in 
technical papers that have been previously presented at the 
semi-annual Simulation Interoperability Workshops (SIWs) 
and the annual Interservice/Industry Training, Simulation 
& Education Conference (I/ITSEC), as well as other venues.  
For example, a full-day workshop on the initial progress of 
the effort was conducted at the 2010 Spring SIW [2] to get 
feedback from the broader M&S community.  The purpose 
of this paper is not to repeat prior papers in detail, but 
rather to present a consolidated summary of the first two 
years of the project that can be used as a reference point for 
further exploration of the more detailed efforts.  Citations 
of publicly available technical papers on the more detailed 
efforts are made, where appropriate.  Project-specific tech-
nical reports on the various efforts are available through 
appropriate program channels. 

3. PROTOTYPING LVC SIMULATION STANDARDS 

Although simulation standards, to gain widespread 
acceptance within the community, need to be developed 
using a consensus-based process, it is sometimes necessary 
to “seed” the development of such standards by under-
taking a funded effort to create a prototype upon which 
subsequent volunteer efforts can be based.  In the area of 
LVC simulations, it was felt, based on the LVCAR study, that 
there were two areas in which such prototype efforts were 
needed:

•	 �A Multi-Architecture Systems Engineering Process for 
LVC Simulations; and 

•	 An LVC Federation Agreements Template. 

3.1 Multi-Architecture Systems Engineering Process 

Robust, well-defined systems engineering (SE) processes 
are a key element of any successful development project. 
In the distributed simulation community, there are several 
such processes in wide use today, each aligned with 

c.	 Reusable Tools and Common Data Storage Formats 

d.	 Asset Reuse Mechanisms.  
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Table 1. Overview of LVCAR-I Efforts 

Within the LVC Future-Oriented Efforts technical area, 
efforts were further subdivided into: 

a.	 Service-Oriented Architecture (SOA) Application to 
LVC Simulations; and 

b.	 LVC Futures. 

From a functional perspective, however, these technical 
areas can be reformulated into several major objectives: 

1.	 Prototyping LVC Simulation Standards; 

2.	 Advancing the Reuse of LVC Simulation Assets; 

www.msco.mil/
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The LVCAR-I team augmented the major DSEEP steps 
and activities with the additional tasks that are needed 
to address the issues that are unique to (or at least exac-
erbated by) multi-architecture development. These tasks 
collectively define a “how to” guide for developing and 
executing multi-architecture simulation environments, 
based on recognized best practices.  Over 40 multi-architec-
ture-related issues were identified, based on an extensive 
literature search.  Each of these issues was aligned with 
the activity in the DSEEP for which the issue first becomes 
relevant. This information was provided as an overlay to 
corresponding information already provided in the DSEEP 
document for single-architecture development.  A tabular 
representation of the multi-architecture issues aligned with 
the DSEEP is shown in Figure 1. 

The initial prototype of the DSEEP Multi-Architecture 
Overlay (DMAO) was produced by the team in the 
summer of 2010, and revised in the winter of 2010-11. The 
Simulation Interoperability Standards Organization (SISO) 
has formed a Product Development Group (PDG), in which 
members of the LVCAR-I team are participating, to take 
the initial prototype DMAO and evolve it into a consensus-
based IEEE standard. 

3.2 Federation Agreements Template and Tool 

Federation agreements are critical to the successful 
design, execution, and reuse of federation assets. However, 

a specific simulation architecture such as Distributed 
Interactive Simulation (DIS), the High Level Architecture 
(HLA), and the Test and Training Enabling Architecture 
(TENA). However, there are an increasing number of 
distributed simulation applications within the Department 
of Defense (DoD) that require the selection of simulations 
whose external interfaces are aligned with more than one 
simulation architecture. This is what is known as a multi-
architecture simulation environment. 

Many technical issues arise when multi-architecture simu-
lation environments are being developed and executed.  
These issues tend to increase program costs and can 
increase technical risk and impact schedules if not resolved 
adequately.  One of the barriers to interoperability identified 
in the LVCAR Final Report [1] was driven by a community-
wide recognition that when user communities, aligned 
with the different simulation architectures, are brought 
together to develop a multi-architecture distributed simu-
lation environment, the differences in the development 
processes native to each user community adversely affected 
the ability to collaborate effectively. Rather than developing 
an entirely new process, it was recognized that an existing 
process standard should be leveraged and extended to 
address multi-architecture concerns. The process frame-
work that was chosen was the Institute of Electrical and 
Electronics Engineers (IEEE) standard called the Distributed 
Simulation Engineering and Execution Process (DSEEP). 

Figure 1. Multi-Architecture Issues Overlaid on the DSEEP. 

www.msco.mil/
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6.	 Infrastructure—Technical agreements about hard-
ware, software, network protocols, and processes for 
implementing the infrastructure to support federation 
execution. 

7.	 Modeling—Agreements to be implemented in the 
member applications that semantically affect the cur-
rent execution of the federation. 

8.	 Variances—Exceptions to the federation agreements 
deemed necessary during integration and testing. 

The prototype FEAT schema was produced by the 
LVCAR-I team during 2010.  SISO has formed a PDG, in 
which members of the LVCAR-I team are participating, 
to take the initial prototype FEAT and evolve it into a 
consensus-based SISO standard. 

Because of the complexity of the schema, the LVCAR-I 
team recognized that most users would need a tool to be 
able to implement it effectively.  In the winter of 2010¬11, 
the LVCAR-I team developed an initial prototype FEAT 
editor tool that implements some key elements of the 
schema.  The tool, which has received an “EAR 99” export 
designation so that it can be exported to all but a few coun-
tries, was provided in its initial prototype form to the SISO 
PDG so others could experiment with it and improve it. The 
intent, once required approvals are obtained, is to make the 
FEAT tool an open-source software product. 

Both the prototype DMAO and the prototype FEAT and 
its editor tool were developed as part of the LVC Common 
Capabilities technical area of the project.  A paper on all of 
the Common Capability efforts was presented at the 2010 
I/ITSEC [3].  

4. ADVANCING THE REUSE OF LVC  
SIMULATION ASSETS 

It is generally accepted that LVC simulation assets, like 
assets in the broader M&S community, have not achieved 
the desired degree of reuse across DoD.  Many reasons for 
that have been postulated.  In attempting to advance the 
reuse of LVC simulation assets, the LVCAR-I team explored 
two areas: 

•	 Alternative Business Models for Reuse 
•	 Asset Reuse Mechanisms 

inconsistent formats and use across federations have made 
it difficult to capture and compare agreements between 
federations.  This lack of a consistent approach to docu-
menting federation agreements makes reuse and under-
standing more difficult.  Lack of consistent format also 
prevents tool development and automation.  The LVCAR-I 
team developed a prototype Federation Engineering 
Agreements Template (FEAT) to provide a standardized 
format for recording federation agreements to increase their 
usability and reuse. 

The template is an eXtensible Markup Language (XML) 
schema from which compliant XML-based federation 
agreement documents can be created.  XML was chosen for 
encoding agreements documents because it is both human- 
and machine-readable and has wide tool support. Creating 
the template as an XML schema allows XML-enabled tools 
to both validate conformant documents, and edit and 
exchange agreements documents without introducing 
incompatibilities. Wherever possible, the LVCAR-I team 
leveraged existing, authoritative schemas for the represen-
tation of elements in this schema, including: 

•	 �M&S Community of Interest—Discovery Metadata 
Specification (MSC¬DMS) 

•	 XML Linking Language (XLink) 
•	 XML Metadata Interchange (XMI) 
•	 Common Platform Enumeration (CPE) 
•	 �Intelligence Community Information Security Marking 

(IC-ISM) 
•	 �eXtensible Configuration Checklist Description Format 

(XCCDF) 
•	 Geography Markup Language (GML) 

The federation agreements are decomposed into eight 
categories: 

1.	 Metadata—Information about the federation agree-
ments document itself. 

2.	 Design—Agreements about the basic purpose and 
design of the federation. 

3.	 Execution—Technical and process agreements affect-
ing execution of the federation. 

4.	 Management—Systems/software engineering and 
project management agreements. 

5.	 Data—Agreements about structure, values, and seman-
tics of data to be exchanged during federation execu-
tion. 

www.msco.mil/
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b.	  �Shift to software-as-a-service.  This assumes that 
vendors are willing and the experiences from a 
software-as-a-service pilot show benefit to DoD 
exists. 

c.	  �Attempt to negotiate DoD-wide discounted 
licenses. 

5.   For current open-source efforts, make no changes. 

6.   If preferred-provider lists have been established, 
attempt to establish DoD-wide discounted licenses, 
using the experiences gained from a central-licensing 
pilot. 

7.   For existing centrally-negotiated licenses, do not make 
a shift. 

8.   The study team was 
unaware of any existing 
software-as-a-service ar-
rangement for LVC tools, 
so no recommendations 
in terms of a shift from 
current practices are 
made. 

9.   For all business 
models, increase the 
visibility of what tools 
are currently used, and 
take steps to increase 
the visibility of user 
experiences as indicated 
by the LVC Asset Reuse 
Mechanism effort. 

10.   Consistent with DoD policy, use open standards as a 
basis for tool procurements, and participate in stan-
dards development activities to ensure DoD’s needs 
are met. 

Based on these recommendations, which were published 
in the summer of 2010, the LVCAR-I team embarked upon 
attempts to conduct pilot efforts for software-as-a-service, 
central licensing, and open-source software. 

In the software -as-a-ser vice area,  a Request for 
Information (RFI) was drafted, and was issued via a new 
mechanism provided by the Program Executive Office, 
Simulation, Training, and Instrumentation (PEO-STRI). A rela-
tively small number of responses were received, which are 
currently being evaluated for lessons learned for potential 
future such activities.  A specific tool to use for the central-
licensing pilot has not yet been identified, but discussions 
are underway in one area.  Finally, for the open-source 

4.1 Investigation of Alternative Business Models for 
Reusing LVC Simulation Assets 

The LVCAR Final Report [1], in its Comparative Analysis 
of the Architectures and Comparative Analysis of Business 
Models, identified two significant impediments to sharing 
and reuse of event development tools across programs 
and communities. The first is the existence of a wide range 
of tools utilizing a correspondingly wide range of business 
models. The second impediment is the current environ-
ment where different formats are used by the different 
architectures to store like event data. The LVCAR-I team 
first undertook a study effort to identify the most beneficial 
approaches to facilitate tool sharing across architectures 
based on a structured analysis of the current state. 

As a result of the study 
effort, the LVCAR-I team 
i d e n t i f i e d  a  d e s i r e d 
migration path based on 
the current states of LVC 
tools, which is shown in 
Figure 2. 

Individual long-term 
recommendations based 
on the analysis repre-
sented in Figure 2 were 
as follows: 

1.   For legacy DoD-
owned tools, consider a shift to open source, to reduce 
DoD costs and foster potential innovations.  Use the 
experiences from an open-source pilot to decide if this 
should be done, and if so, what considerations exist for 
LVC tools. 

2.   For new tools, where there is a desire to provide DoD 
influence but to defray ownership costs, use an open-
source model also informed by the open-source pilot. 

3.   Where small numbers of licenses are purchased from 
industry, do not make a change. 

4.   Where a large number of licenses have been and con-
tinue to be procured from industry, take the following 
actions in the order presented until a viable option is 
identified: 

a.	  �Shift to open source.  This assumes that vendors 
are willing and the open-source pilot experience 
indicates there is benefit to DoD. 

Figure 2. Migration Paths for LVC Tools
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The Transactional Approach was rated as the most afford-
able due to existing investments and is roughly equivalent 
to the Process-Based Approach in terms of desirability.  The 
Process-Based Approach was rated as the most easily achiev-
able based on its compatibility with ongoing standards 
initiatives in M&S systems engineering processes, and also 
an emerging impetus towards SOAs.  A Social Marketing 
Approach was rated as the least mature in all three indices 
of desirability, achievability, and affordability, but it offers 
some unique methods to increase reuse frequency. Barriers 
to the success of the Social Marketing and Process-Based 
Approaches were rated as equal in difficulty. 

Building upon the results of the initial evaluation, which 
was completed in the summer of 2010, the LVCAR-I team 
embarked upon an effort to build a prototype product that 
would enable better asset reuse.  The Enterprise Metacard 
Builder Resource (EMBR) Portal prototype was completed 
in early 2011, and is instantiated on a web-accessible 
server maintained by SimVentions, Inc.  It provides the 
ability to create metacards, based on the MSC-DMS, for LVC 
assets, allows links to locations where those assets may be 
obtained, and provides a mechanism for users to comment 
on their use of the assets, and interact with other users.  
Further information on the EMBR Portal may be found in 
Ref. [4]. 

5. INCREASING THE COMMONALITY  
OF DATA STORAGE FORMATS 

The LVCAR Final Report [1] recommended actions to 
promote the sharing of tools, data, and information across 
the DoD enterprise and to foster common formats and 
policy goals to promote interoperability and the use of 
common M&S capabilities. One of the recommended actions 
was to examine different data storage formats used across 
the various architectures to determine the feasibility of 
creating a set of architecture-independent formats. Such 
formats would be used for storage of classes of data in 
order to mitigate the cost and schedule impacts of database 
conversion, minimize conversion errors, and improve consis-
tency across LVC architectures. The focus of the LVCAR-I 
effort in this area is limited to data interchange formats and 
applicable standards where the data is persistent, e.g., in 
stored datasets. 

The LVCAR-I team identified nine categories of data 
storage formats, based on expertise and feedback received 
at the LVC Common Capabilities Workshop at JHU/APL in 

pilot, it is likely that the FEAT tool discussed above will be 
the primary open-source candidate, although sources of 
existing tools that use traditional business models that 
might be willing to migrate to an open-source business 
model are still being investigated. 

4.2 LVC Simulation Asset Reuse Mechanisms 

As mentioned earlier, the reuse of software, data, and 
other assets in DoD M&S development is seen as being 
neither as frequent nor as effective as it could be, and as 
a consequence, the potential benefits of reuse to the DoD 
enterprise are not being fully realized.  Improvements in 
the enterprise culture and processes supporting reuse are 
needed to increase the frequency of reuse. Three alternative 
approaches to accomplishing those improvements were 
defined and evaluated by the LVCAR-I team. An assessment 
of multiple existing repositories using a carefully developed 
set of M&S¬oriented evaluation criteria was conducted to 
identify where enhancements are needed. 

The LVCAR-I team examined 13 existing M&S catalogs, 
repositories, and registries of interest to the LVCAR-I effort 
and evaluated the applicability of these and other reuse 
initiatives. A detailed model of LVC asset reuse mechanisms 
based on 22 comprehensive reuse use cases tied to the 
DoD Net-Centric Data Strategy and commercial standards 
for repositories was developed and used to facilitate the 
research and analysis conducted. Consideration of the state 
of these LVC asset reuse mechanisms, together with feed-
back from stakeholders within all communities enabled by 
M&S in the form of questionnaires, workshop discussions, 
and interaction in the government-industry profession, 
informed this study and recommendations. 

Three complementary approaches to improve LVC Asset 
Reuse Mechanisms were examined. The Transactional 
Approach focuses on enhancing the discovery and acquisi-
tion of reusable M&S assets through a set of distributed, 
interconnected M&S catalogs, registries, and repositories. 
The Social Marketing Approach addresses the long-term 
improvement of behaviors that promote reuse of M&S 
assets. The Process-Based Approach encourages more 
frequent reuse by enhancing reuse guidance within stan-
dard DoD M&S systems engineering process models. These 
three approaches were evaluated in terms of desirability, 
achievability, and affordability, as well as the likely barriers 
to their success. 
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Priority 1.   
1: Manmade features and event results Priority  
2: Geospatial Priority  
3: Unit Order of Battle (UOB) and Plans 

Priority 2.  scenarios.  
4: Platform/weapons performance and behavior  
5: Electronic Order of Battle (EOB)/network and 

Priority 3.  logistics. 

The initial assessment effort was completed in the early 
summer of 2010.  Based on an assessment of where these 
priorities were already being investigated or planned 
to be investigated within the broader DoD community, 

as well as the 
expected cost 
of developing 
reasonable 
solutions, the 
team narrowed 
its focus to 
making specific 
recommenda-
tions in five of 
the original 
nine categories 
starting in the 
summer/fall of 
2010: 

1.	 Three-dimensional (3D) manmade features 

2.	 Platform/weapon performance/characteristics 

3.	 Event results 

4.	 Logistics 

5.	 UOB / force structure 

Of the above, there appeared to be little Service-
based interest in standardization of platform/weapon 
performance/characteristics. In the logistics area, 
extensions to the Joint Land Component Constructive 
Training Capability (JLCCTC) Entity Resolution Federation 
(ERF) logistics data model and representations were 
recommended. 

In the 3D manmade features category, the LVCAR-I team 
has developed recommendations for specific extensions to 
X3D. In the event results category, although mature after-
action review systems exist, the data formats they use are 

November 2009 and questionnaires administered in person 
at the 2009 I/ITSEC conference and online.  This stakeholder 
feedback was used to assess the priority for rationaliza-
tion of data storage formats for each category. The team 
examined the contents of eight metadata standards regis-
tries, catalogs and repositories for each category identi-
fied.  These sources included the DoD Metadata Registry, 
the DoD Information Technology Standards and Profile 
Registry (DISR), the North Atlantic Treaty Organization 
(NATO) and DoD M&S Standards Profile, and the Acquisition 
Streamlining and Standardization Information System 
(ASSIST) database, in addition to privately maintained 
source materials. 

F o r  e a c h  o f 
the nine format 
categories, a list of 
applicable formats 
was compiled and 
characterized in 
terms of currency, 
openness, matu-
rity, and applica-
bility as a source 
(producer), inter-
change (media-
tion) and execut-
able (consumer) 
data format.  This 
information was 
used to assess the difficulty of rationalizing formats within 
each category. 

In addition, the team developed a strategy for each of the 
nine categories by evaluating the feasibility of moving to a 
state of greater reuse via a combination of: 

1.	 Reduction in the number of formats used in each 
category; 

2.	 Standardization of formats in each category if no stan-
dards exist; 

3.	 Increased adoption of mediation formats to reduce 
translation errors; and 

4.	 Creation or engagement with category-specific com-
munities of interest (COIs). 

Using this prioritization approach, the team concluded 
that the standardized formats should be pursued in the 
following order: 

Figure 3. Potential Strategies for Improving Gateways
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referred to as Educate, Enhance, and Create (as well as a 
“Status Quo” strategy), as shown in Figure 3.  Of the four 
strategies, the team recommended that the Enhance 
strategy be executed, because it was perceived to have the 
greatest ROI. More information on the LVCAR-I team’s first 
year of efforts on gateways may be found in Ref. [5]. 

The LVCAR-I team then embarked on the execution of 
the Enhance strategy, also incorporating the tutorial recom-
mendation given as part of the Educate strategy. During the 
past year, the LVCAR-I team has developed the following 
products: 

•	 �A Gateway Configuration Model that identifies an explicit 
set of gateway requirements, and discusses how the 
emerging gateway products and processes will address 
those requirements. 

•	 �A Gateways Capability Description document, which 
formally delineates the various capabilities that 
individual gateways can offer to user programs, along 
with specific levels of implementation for each unique 
capability. 

•	 �An assessment of the Architecture-Neutral Data Exchange 
Model (ANDEM), originally developed by the Joint 
Composable Object Model (JCOM) effort, to support 
Simulation Data Exchange Model (SDEM) mapping and/
or translation in gateways. 

•	 �A preliminary set of Gateway Performance Benchmarks 
(GPBs) to identify specific gateway performance 
measures, along with use cases that describe how and 
where these measures should be applied. 

The following efforts are in progress: 

5.	 �Development of a common Gateway Description Lan-
guage (GDL), in a machine-readable format/syntax, for 
describing both user gateway requirements and the 
capabilities that individual gateways can offer, to sup-
port user discovery of needed gateway capabilities. 

•	 �Development of a common SDEM Mapping Language 
(SML) to formalize format and syntax of mappings 
between different SDEMs, to reduce the number of 
required mappings, and to support reuse of mapping 
data. 

•	 �Development of a repository for GDL-based gateway 
descriptions, incorporating applicable search and 
requirements-to-capabilities matching algorithms.   

•	 �Development of tools for GDL and SML file creation and 
editing.   

both non-standardized and custom-tailored to the data 
model of the simulation they are logging. So the LVCAR-I 
team has developed a draft XML schema for event results.  
In the UOB / force structure category, the team continues 
to monitor the progress in standardized data formats being 
performed by Military Scenario Definition Language (MSDL) 
and Coalition Battle Management Language (C-BML) efforts. 
Technical papers on the team’s work in each of these areas 
are being prepared for presentation at the 2011 Fall SIW. 

6. IMPROVING THE USE OF GATEWAYS AND BRIDGES 
FOR LVC SIMULATIONS 

The LVCAR Final Report [1] presented a vision for 
achieving significant interoperability improvements in LVC 
simulation environments.  The study recommended several 
activities intended to reduce the time and cost required 
to integrate mixed-architecture events.  Three of the key 
LVCAR report recommendations were to determine whether 
existing gateway and bridge applications were effective 
in meeting user requirements, whether improvements in 
gateway/bridge capabilities were necessary to address 
identified gaps, and how these improvements could be best 
implemented to maximize DoD return on investment (ROI). 
The term “bridge” in this context refers to intelligent transla-
tors that link together enclaves of simulations that use the 
same underlying simulation architecture. A “gateway” is also 
an intelligent translator but is designed to link simulation 
enclaves that use dissimilar architectures. 

Early during the LVCAR-I effort, the team performed 
gateway and bridge literature research, compiled the team’s 
gateway and bridge usage and development experience, 
and developed formal gateway and bridge operation 
terminology. At this point, it became clear that the distinc-
tion between “gateway” and “bridge” was moot from a 
development and usage standpoint.  Starting with the initial 
delineation of capabilities, the team compiled a Gateway 
Capabilities Matrix Template, and created two structured 
questionnaires (one for gateway developers, and one for 
gateway users).  A one-day workshop, the “LVCAR Common 
Gateways and Bridges Workshop,” was held in March 2010 to 
present the findings of the questionnaires.  There was wide 
agreement that there are several potential improvements 
that can be made that will lower the technical and cost risks 
generally associated with the use of gateways. 

Based on the above, in the early summer of 2010, the 
team developed three potential strategies for execution, 
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of how it would execute in a multi-architecture event. This 
converged execution would contain 

1.	 Simulations that need not be aware that multiple 
architectures are in use, 

2.	 Parts of the support infrastructure of the legacy infra-
structures, and 

3.	 A common shared library for communication. 

This concept was selected because it requires no changes 
to the simulations (which are the area of greatest DoD 
M&S investment). As a result, changes under this proposed 
solution would impact only a few infrastructure providers 
and require significantly less investment to achieve conver-
gence.  Construction of software to gradually evolve legacy 
infrastructures and achieve convergence would involve 
several years of effort. 

As part of its first-
y e a r  e f f o r t s ,  t h e 
LV C A R - I  te a m  a l s o 
calculated an estimate 
of the investment that 
would be required 
o v e r  a  n u m b e r  o f 
years to achieve the 
envisioned converged 
s t a t e ,  a s  w e l l  a s 
the return that was 
expected to be real-
ized over many years.  
Those estimates are 
shown in  Figure 4 . 

Upon review of the timelines and costs, the government 
decided, because of the magnitude of the investment, and 
the number of years required to achieve a “break-even” 
state, to terminate any continuing effort on architecture 
convergence activities during the summer of 2010.  More 
details on the year-long convergence effort may be found 
in Ref. [9]. 

8. INVESTIGATING THE APPLICATION OF  
ADDITIONAL TECHNOLOGIES TO LVC SIMULATIONS 

In addition to the primary areas of investigation 
discussed above, the LVCAR-I team was asked to look 
toward the future at different technologies that might 
improve LVC simulations.  The first, SOAs, have been in 
use in other communities, so the question is the degree to 
which SOA might apply to LVC simulations.  To address this, 

•	 Development of SML Translators for selected gateways 
•	 JBUS and Gateway Builder (GWB) are likely choices   

•	 �Socialization of the preliminary set of GPBs with gateway 
developer organizations, incorporation of feedback, and 
preparation of a formal specification.   

•	 Development of a gateways tutorial. 

Early work in the second year of effort on gateways is 
documented in Refs. [6] through [8]. 

7. LVC ARCHITECTURE CONVERGENCE  
– PERHAPS A BRIDGE TOO FAR 

The LVCAR Final Report [1] developed a vision for 
achieving significant interoperability improvements in 
LVC simulation environments. The study recommended 
activities proposed to lower the time and cost required 
to integrate mixed 
architecture events 
by  bui ld ing better 
bridges between the 
legacy architectures 
( d i s c u s s e d  i n  t h e 
p r e v i o u s  s e c t i o n ) 
a n d  m a k i n g  t h e 
architectures more 
compatible. As part 
of the LVCAR-I effort, 
the  team explored 
converging the current 
architectures. 

R a t h e r  t h a n ,  f o r 
example, making the current HLA like the current TENA, the 
team’s goal was to make future HLAs more like future TENAs. 
Subject matter experts (SMEs) from each architecture (HLA, 
TENA, DIS, and the Common Training Instrumentation 
Architecture (CTIA), participated together on the LVCAR-CT. 
Each SME provided existing documentation resources 
and identified where in the documents to extract the key 
services and tools. Using this information, the team first 
developed a document that characterized the existing 
architectures. 

The next step was to determine what actions would lead 
to convergence. The vision was that in 2015, new versions of 
CTIA, DIS, HLA, and TENA would emerge that would incorpo-
rate the results of the convergence effort. The LVCAR-I team 
described the envisioned converged architecture in terms 
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Figure 4. ROI Estimates for Architecture Convergence
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•	 �If the modeling, visualization, and management control 
can be segmented within the infrastructure. 

•	 �If translation components, i.e., gateways, can be 
incorporated into the federations, or are definable as 
services themselves, then scalability of the system is 
increased.  

•	 �If a business model can be defined and maintained 
where it is beneficial to share the cost of LVC distributed 
simulations. 

On the other hand, SOA was assessed to be a poor archi-
tectural choice for an LVC distributed simulation if any of the 
following conditions exist. 

•	 �If all parties cannot agree on goals, interfaces, and 
an evolution plan, and the ability to record these 
agreements in governance documents. 

•	 �If the funding and time are not available to permit 
components to be written so that they are usable in a 
more general way, are available as a service, and external 
requests for updates are heeded. 

•	 �If the LVC distributed system being developed does 
not need to be updated frequently to meet its goals, 
such as static training, testing, experimentation, or 
demonstration that is unchanging; then, SOA is too 
heavyweight an infrastructure. 

•	 �If throughput is a significant concern, as SOA 
infrastructures are traditionally written as remote 
services employing request-response-based 
communication protocols, such as web services. 

•	 �Being able to create services out of simulation 
components is difficult, since simulation components 
are not traditionally a request-response entity. However, 
the SOA infrastructure most likely should not be applied 
at the level of the simulation component, but rather at 
the level of the simulation cluster. The exception to this 
is that the SOA infrastructure can be used exclusively to 
initialize, configure, and deploy simulation components, 
and allow the distributed simulation infrastructures, 
i.e., HLA, TENA, and DIS, to process the simulation-to-
simulation-component communication. 

•	 �Current simulation infrastructures are often composed 
in brittle ways.  If components are reconfigured and 
redeployed on-the-fly, the distributed simulation is not 
likely to not operate properly.  Most components would 
have to be updated to handle the challenges of rapid 
deployment. 

•	 �The use of a SOA infrastructure in the DoD M&S 
community is only cost effective if the system gains a 
wide-enough acceptance for the services to be used. 

a study of benefits and barriers of SOA application to LVC 
was undertaken by JHU/APL members of the LVCAR-I team, 
and a pilot application of SOA to LVC was undertaken by 
MITRE.  Looking even farther ahead, members of the JHU/
APL LVCAR-I team undertook a small “LVC Futures” study 
to see how future technologies might be applied to LVC 
simulations in the 2025 timeframe. 

8.1 Service-Oriented Architectures – Benefits and 
Barriers 

The goal of the DoD to reuse M&S assets, such as visu-
alization software, data management applications, and 
interoperability middleware, is similar to the goal of the 
business community to reuse existing business applications 
in the architectural paradigm of SOA.  This common associa-
tion with reusability suggests that the integration of SOA 
and distributed simulation would be a good combination, 
but not all M&S applications lend themselves to SOA-based 
solutions. 

Although SOA infrastructures can and have been applied 
to mid-size LVC distributed simulations in a few efforts, the 
question remains, is SOA a good fit?  To answer this ques-
tion, an examination of the benefits of and barriers to the 
application of SOA to LVC distributed simulations is required.  
The LVCAR-I team enumerated eight benefits of, and seven 
barriers to, applying SOA to LVC distributed simulations. 

In short, SOA was assessed to be an excellent architec-
tural choice for an LVC distributed simulation if the criteria 
below are met. 

•	 �If there exist multiple contributors to a LVC distributed 
simulation that have clearly defined areas of interest, 
each have a willingness to take ownership, and all have 
a stake in the overall success of the resulting simulation 
system.  

•	 �If there is a critical need for the ability to dynamically 
add components, allow updates to keep components 
current, or reconfigure a system in relatively short order. 

•	 �If the simulation components are well-encapsulated 
through the use of an agreed upon common SDEM for 
the LVC distributed simulation. 

•	 �If all simulation components will be operating at similar 
levels of abstraction for the objects and interactions 
within the simulation. 

•	 �If all simulation components will be operating at the 
same echelon of security. 
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SIW.  A DVD of the tutorial has also been produced and 
distributed to the LVCAR-I DoD sponsoring organizations, 
to enable the tutorial’s use in a non-classroom setting. 

8.2 Service-Oriented Architecture Pilot Effort 

The concept of using SOA-based software technologies 
is not new and is being eyed with keen interest by many 
in the simulation industry.  However, no extant program 
of record can afford to put their program at risk on an 
unproven approach, no matter how promising.  The 2008 
DoD study, LVCAR Final Report [1], recommends to “Take 
actions that can reduce or eliminate the barriers to interop-
erability across the architectures.”  As an early step toward 
addressing the LVCAR recommendation, a “SOA Outlook” 
pilot effort was developed to determine if commercial SOA 

In summary, SOA does appear to have a greater upfront 
cost and may provide a greater cost savings over the long-
term through reuse and a potentially cost-effective business 
model, such as software-as-a-service. SOA requires greater 
cooperation among distributed simulation developers 
than traditional development.  In addition, the challenges 
associated with SOA are both political and social, as well as 
technical.  Whether the successes achieved on a few mid-
size distributed simulation tasks can be scaled up to full-size 
simulation exercises still remains to be seen. 

In addition to documenting the benefits and barriers of 
SOA application to LVC simulations in a technical report, the 
LVCAR-I team has produced a tutorial on this topic.  Evolving 
versions of the tutorial were presented at the 2010 Fall SIW, 
the 2010 post-I/ITSEC tutorial session, and the 2011 Spring 

Figure 5. LVC SOA Pilot Architecture 
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Using the vignettes, the team estimated a technology’s 
impact for M&S activities, including skill training, unit 
training, mission planning, environmental analysis, C4I 
structure, and acquisition. These impacts were summarized 
in tables for each technology to create an effects matrix 
with seven possible gradations of impact. 

Technologies and processes were binned into nine 
categories in the broader areas of implementation, and 
socialization and adaptation, as follows. 

Implementation 

•	 Mobile computing and augmented reality 
•	 Ubiquitous surveillance and automated reasoning 
•	 Event-model driven architectures 
•	 Self-healing / self-managing systems 
•	 M&S social graph Socialization and adaptation 
•	 Crowd-sourcing 
•	 �Mash-up software and FIST (Fast, Inexpensive, Simple, 

Tiny) 
•	 Cloud encapsulation 
•	 Everything is a game 

Results of the team’s efforts during 2010 are given in 
Ref. [10].  In the summer of 2011, an implementation plan 
is being prepared for a potential prototype for rapid situ-
ational awareness that builds on the “everything is a game” 
category above. 

9. THE WAY AHEAD 

The LVCAR-I task was approved for continuation through 
fiscal years 2011 and 2012 by the DoD M&S Steering 
Committee. The LVCAR-I team is currently building upon 
the accomplishments in the first two years described in this 
paper to advance LVC processes and products. 

In the standards area, working through SISO in conjunc-
tion with the larger M&S community, the DMAO is expected 
to become an IEEE standard, and the FEAT a SISO standard, 
by the end of the LVCAR-I project. Similarly, the tool to aid 
users in implementing the FEAT is expected to become 
a complete product, under an open-source licensing 
arrangement. 

Lessons learned in the exploration of alternative business 
models for DoD LVC tools, including the use of open source 
software, software-as-a-service, and central licensing, will 

architectures, software, and principles are an appropriate 
solution space for achieving LVC interoperability. 

The pilot was designed around the use of open standards 
wherever possible and attempts to illustrate SOA principles 
like composition and reuse.  A common data abstraction 
layer in the application server provided an abstraction 
of the storage mechanism through the Java Persistence 
Application Programming Interface (JPA) standard and 
allowed for non-system-specific storage of shared data.  
Integration with existing legacy systems used a two-part 
adaptor / plug-in architecture where the adaptor connects 
directly to the existing infrastructure and communicates 
with its plug-in counterpart inside the application server 
infrastructure. (See Figure 5.)  The pilot also included a 
sample of other services that would be required for a 
complete interoperability framework. 

The SOA pilot successfully provided a limited interoper-
ability framework based on the constraints of the use case 
selected and the level of effort involved. Cursory perfor-
mance data was also gathered and reported. 

8.3 Potential Future Technology Application to LVC 
Simulation 

The “LVC Futures” study effort set out in 2010 to inves-
tigate emerging technologies and processes in the 2025 
timeframe and their impact on M&S activities in support 
of future DoD activities.  By first proposing a set of possible 
future operational vignettes (e.g., military, disaster relief ), 
the LVCAR-I team applied near-term technologies that 
could have substantial impact in an M&S context for the 
DoD and other coalition partners within the context of 
these vignettes.  Additionally, the LVC Futures task looked 
towards processes that would impact future socialization of 
and collaboration within M&S.

 To frame the technology investigation, the team gener-
ated five vignettes to capture the scope of future opera-
tional needs.  Each of these vignettes included consider-
ation of: 

•	 �Operations – conventional, cyber, joint, stability/aid, 
irregular, counter-insurgency 

•	 Services – Army, Navy, Air Force, Marine Corps 
•	 Reserves / National Guard 
•	 Time Horizon – weeks, months, years 
•	 Foreign military participation 
•	 Non-governmental organizations / Corporations 
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be documented so that future LVC tool developments can 
take better advantage of these business models.  Common 
data storage format advances in several areas will have 
been made by the end of the LVCAR-I project in the areas 
of 3D formats and battle management languages, which 
will provide a strong baseline for future efforts in this area 
by other projects, such as the Rapid Data Generation (RDG) 
effort. 

Gateway users will have automated tools at their 
disposal to aid in discovering appropriate gateways for 
specific uses. Additionally, some common components 
for SDEM translation will have been developed to aid in 
the application of gateways.  Building on the EMBR portal, 
an LVC asset reuse repository will be available to support 
LVC gateway discovery and reuse, which can serve as a 
model for expanded repository efforts for the broader M&S 
community. 
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ABSTRACT 

The Computational Research and Engineering Acquisition 
Tools and Environments (CREATE) Program was established 
as a new 12-year program in FY2008 by the DoD.  The 
CREATE goal is to enable major improvements in DoD acqui-
sition engineering design and analysis processes by devel-
oping and deploying scalable, multi-disciplinary, physics-
based computational engineering software products for 
the design and analysis of DoD Ships, Air Vehicles and Radio 
Frequency Antennas.  Meshing and Geometry generation 
is being provided by a fourth project, MG.  CREATE is a 
multi-institutional, multi-service, multi-agency and multi-
disciplinary program with participation by the Navy, Air 
Force, Army, Office of the Secretary of Defense, industry and 
academia.  The CREATE products are being developed and 
released on an annual cycle. In 2010, the program released 
five new products:  SENTRI 1.0--RF antenna design;  NESM 
0.1--Ship Shock Analysis;  IHDE 1.0—Ship Hydrodynamic 
Design and Analysis;  Kestrel 1.0—Fixed wing air vehicle 
analysis; and Helios 1.0—Rotorcraft analysis.  Enhanced 
versions of these products will be released every year 
starting in 2011.  In 2011, five additional products will begin 
annual releases:  DaVinci—a tool for the rapid physics-
based design of air vehicles;  RDI— an integrated suite of 
tools to enable rapid physics-based design of naval ships; 
Firebolt—components to provide models for gas turbine 
propulsion systems for Kestrel and Helios; NavyFoam—a 
high fidelity hydrodynamics analysis tool for predicting 
drag and resistance, seakeeping and seaway loads; and 
Capstone—components to enable the generation of geom-
etries and meshes for all of the other products. The CREATE 
products are designed to be modular, maintainable, exten-
sible, and scalable.  To accomplish this, the CREATE team 
has developed a set of software engineering and software 

project management practices and processes that strike 
the appropriate balance between the agility and flexibility, 
and organizational structures and planning that are appro-
priate for developing complex physics-based, scalable and 
sustainable engineering software. 
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INTRODUCTION 

A continuing challenge at every level of the DoD acquisi-
tion community has been to significantly reduce acquisition 
time and attendant acquisition cost.  Many DoD acquisition 
programs are behind schedule, exhibit cost overruns, and 
fail to meet requirements[1]. Every Secretary of Defense in 
last twenty or more years has made acquisition improve-
ment a major priority.  As one step to improve the perfor-
mance of some of these programs, the DoD established the 
Computational Research and Engineering Acquisition Tools 
and Environments (CREATE) Program in 2008.  CREATE is a 
12-year Program to develop and deploy three computa-
tional engineering tool sets for the engineering organiza-
tions (government and industry) who support the DoD 
acquisition programs.  70% of its support comes from the 
Office of the Secretary of Defense and 30% support from 
the relevant service organizations.  CREATE focuses on 
improving the quality of engineering design and analysis 
in three major technical areas:  Air Vehicles, Ships and Radio 
Frequency Antennas. The approach is to use multidisci-
plinary physics-based design tools early in the acquisition 
process to develop higher quality designs that are better 
optimized and more mature and have fewer design flaws 
so that they require less rework that result in delays and 
increased cost.  

A key feature of the DoD acquisition programs is the 
need for extensive design and testing of model and full-
scale prototypes.  These include wind tunnel models and 

a The CREATE Team consists of approximately 75 engineers and scientists from the Office of the Secretary of Defense, Navy, Air Force, and Army and industrial 
support contractors. 

HIGHLIGHTS OF THE CREATE PROGRAM 
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•	 Promote early system integration 
•	 �Enhance ability to respond to rapidly changing 

requirements 
•	 Enhance engineering workforce productivity 
•	 �Enhance the ability of the DoD to develop and deploy 

physics-based computational engineering software 

The enabling technology for “Design Through Analysis” 
is the combination of the exponential growth in compu-
tational power over the last 65 years from one Floating 
Point Operation/Second (FLOPs) to 1015 FLOPs and applica-
tion software that can utilize these systems[5]. Today, 1015 
FLOPs supercomputers are available at only a few institu-
tions worldwide but within five to ten years, this level of 
computer power will be widely available.  Already, one can 
purchase special purpose 1012 to 1013 FLOPs computers for ~ 

$5k and affordable 
general purpose 
supercomputers 
are not far behind.  
T h e  i m p r o v e -
m e n t  i n  s p e e d 
has been so rapid 
t h a t  g e n e r a l l y 
one only has to 
wait ~ seven years 
for the speed of 
the 500th highest 
speed supercom-
puter to match the 
speed of the 1 st 
ranked supercom-
puter.  With such 
computers, design 

engineers will be able to run applications that can provide 
accurate and timely predictions of the performance of 
complete weapons systems by including all the important 
effects that determine system performance.  The CREATE 
program is producing four sets of scalable software tools 
to enable the engineering organizations that support the 
DoD acquisition programs for Air Vehicles, Ships and Radio 
Frequency antennas to improve the design process by 
enalbling those programs to exploit this computer power. 

full scale flight test aircraft.  Products have been developed 
this way since the beginning of the industrial revolution. 
However, repeated design-build-tests of these physical 
prototypes take lots of time and money and is proving to be 
unsustainable for industry and government.  By facilitating 
a “Design Through Analysis” paradigm, CREATE will enable 
engineers to quickly create and analyze “virtual” proto-
types.  This substantially reduces the number of required 
physical prototypes.  In addition, while physical prototypes 
are usually employed only after Milestones B and C, virtual 
prototypes can be utilized early in concept development 
well before Milestone A.  Industry is beginning to make 
extensive use of physics-based computational design and 
analysis to reduce the need for physical prototypes[2]. 
Goodyear Tire was able to reduce their time to market 
from 3 years to less than one year[3]. This greatly improved 
their competitive 
position.  The US 
Nuclear weapons 
p r o g r a m  h a s 
employed virtual 
p r o t o t y p e s  f o r 
the development 
o f  t h e  n u c l e a r 
s to c k p i l e  s i n ce 
the 1950s[4].  In 
the past, nuclear 
weapon tests were 
costly, hazardous, 
unpopular,  and 
hard to diagnose.  
Now, there are no 
nuclear weapons 
t e s t s .   “ D e s i g n 
through analysis” supplemented by the testing of small 
scale components is the only option for maintaining the 
nuclear stockpile. 

While the goal of the CREATE program is to “Enable major 
improvements in DoD acquisition engineering design and 
analysis processes by developing and deploying scalable 
physics-based computational engineering software prod-
ucts,” it has many complementary objectives: 

•	 �Reduce reliance on empirical design by the use of 
physics-based computational design validated by 
experimental testing 

•	 Detect and fix design flaws early in the design 
•	 Increase design option space 

Figure 1.  Three-Service CREATE Program Structure
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Figure 2 CREATE Project and Product Team locations

can take weeks to months, and are a major bottleneck.  A 
fourth project (Meshing and Geometry—MG) has been 
formed to improve the ease, speed, flexibility and quality of 
geometry and mesh generation through development of a 
set of components (Capstone) for the three major projects. 

The projects concentrate on improving the physics- and 
mathematics-based engineering design and analysis capa-
bility including aerodynamics, structural mechanics, propul-
sion, hydrodynamics, control, shock and vibration damage, 
electromagnetics, and geometry and mesh generation and 
analysis.  The CREATE tools are being designed to support 

the entire acquisi-
tion life cycle from 
rapid conceptual 
d e s i g n  t h r o u g h 
detailed design to 
sustainment and 
refurbishment.  

T h e  C R E A T E 
program is being 
executed by a set 
of non-collocated 
g o v e r n m e n t - l e d 
teams of govern-
ment  employees 
a n d  c o n t r a c t o r s 
from the Air Force, 
N a v y  a n d  A r m y 
(Figures 1 and 2).  

While this approach leads to considerable challenges for 
program coordination and management, it has helped the 
program attract the necessary highly-skilled teams with the 
requisite subject-matter expertise that are embedded in 
their customer organizations.  

The CREATE program has developed a set of Software 
Engineering Practices and Processes to ensure the develop-
ment of software products that are  scalable, maintainable, 
extensible, portable and reliable software (Table 1). These 66 
practices are designed to balance agility and flexibility with 
short and long term planning.  Each software product has 
a technical description, and developer and user manuals.  
The CREATE projects are emphasizing Verification and 
Validation plans and tests.  The projects are implementing 
Earned Value Management (EVM) processes to measure 
their progress and improve their estimation and planning 
processes.  Agile development methods such as SCRUM are 

CREATE PROGRAM OVERVIEW 

CREATE is a multi-disciplinary, multi-institutional program.  
It is led by the High Performance Computing Modernization 
Program in the Office of the Director, Defense and 
Engineering. The CREATE Air Vehicle project is developing:  
software tools for high-fidelity, full-vehicle, multi-physics 
detailed design and analysis of both fixed wing aircraft 
(Kestrel) and rotorcraft (Helios);  components for the fixed 
wing and rotorcraft propulsion effects (Firebolt); and a 
tool for rapid, early stage design (DaVinci). The CREATE 
Ship design project is developing: software applications 
t o  a n a l y z e  a n d 
predict the shock 
and damage effects 
and reduce the need 
for tests to assess 
s h i p  s h o c k  a n d 
damage effects due 
to underwater and 
air explosions (Navy 
E n h a n c e d  S i e r r a 
Mechanics--NESM);  
software tools  to 
facilitate use of the 
existing Navy design 
t o o l s  i n c l u d i n g 
easy access to the 
N a v y ’s  p r o d u c t 
model database of 
the present Naval 
Fleet (Integrated Hydro Design Environment--IHDE);  
software to provide high fidelity analysis and prediction 
of the hydrodynamic performance of ships for resistance 
and drag, seaway loads and seakeeping (NavyFoam);  and 
software tools for rapid development, assessment, and 
integration of candidate ship designs to avoid cost versus 
capability mismatches(Rapid Design Integration, RDI).  RDI 
is a partnership of CREATE with the Office of Naval Research 
(ONR) and NAVSEA.  The CREATE Radio Frequency(RF) 
Antenna project is developing the SENTRI tool for both 
detailed and rapid design and analysis for RF antenna 
designs and their integration with land, sea, air and space 
platforms.  A key focus is computational algorithms that 
improve scaling from n3 to n•log n to enable the analysis 
of large, complex antenna arrays on large platforms (n ~ 10  
/λ) where  is platform linear dimension and λ is the radar 
wavelength. Present methods for generating the geom-
etries and meshes that are the starting point for analysis 
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Figure 3  CREATE Systems Engineering Approach and  
Annual Release Strategy

The Integrated Hydro Design Environment provides a 
user friendly interface for the Naval design community 
(naval architects and marine engineers) to utilize many of 
the different hydrodynamic design tools that the Navy has 
developed over the last 40 years[7]. Using IDHE 1.0, users 
can retrieve product models for existing ships in fleet from 
the LEAPS product model database, prepare the input to 

run any of the candidate 
design tools, run the tools 
and analyze the results 
(Figure 4). Without IHDE, 
u s e r s  wo u l d  n e e d  to 
become expert in dozens 
of different analysis codes 
and also learn how to 
utilize LEAPS.  This has 
proved to be a signifi-
cant barrier to the use 
of computational design 
tools by the Navy and 
their contractors.  IHDE 
is already being utilized 
to train naval architec-
ture interns at the Naval 

Surface Warfare Center (NSWC) at Carderock, and by engi-
neers at Carderock and other centers. 

The CREATE Ship Shock product team has the goal of 
assessing and predicting the vulnerability of naval vessels to 
explosions below the water and in the air.  For underwater 
explosions, the major calculation elements are calculation 
of 1) the underwater detonation and the transmission of the 
detonation pressure wave through the water, 2) coupling 
of the pressure wave to the ship hull, 3) transmission of the 
shock through the ship structure, and 4) assessment of the 
shock conditions in the ship compartments and structure 
for equipment damage.  The Dysmas code[8], jointly devel-
oped by the US and Germany, is presently used for this 
analysis.  The code is being modified and portions replaced 
to improve the performance and accuracy.  In particular, 
the structural mechanics package doesn’t scale well, and is 
being replaced by a portion of the Sierra Mechanics Suite 
developed by the Sandia National Laboratory that has very 
good scaling properties. The goal is to develop a predictive 
capability for shock vulnerability quickly enough for use in 
developing ship designs that are less vulnerable to damage 
instead of the present practice of assessing the vulnerability 

being adopted by most of the development teams[6]. Each 
development team has adopted an annual release cycle for 
developing and releasing products (Figure 3).  In a given 
year, each team is completing last year’s release, developing 
this year’s release, and planning next year’s release.  The 
systems engineering approach involves three major steps: 
1) Develop and implement methods for integrating the 
different physics elements 
of  each mult i -phys ics 
applications (e.g. compu-
tational fluid dynamics 
+ structural mechanics + 
control + propulsion + six-
degrees-of-freedom +… 
for aircraft);  2) Develop 
and implement methods 
for to improve the scaling 
for the application soft-
ware to fully exploit the 
available computational 
power; and 3)  Sustain 
t h e  s o f t w a r e  f o r  t h e 
acquisition community.  
The annual release cycle 
ensures that the CREATE projects gets feedback on the 
utility of their products as early as possible.  This allows 
them to improve the usability of the software, to track and 
incorporate evolving requirements from the user commu-
nities, and to take advantage of emerging opportunities to 
improve the quality and capability of the software and to 
exploit unforeseen “market opportunities” as they emerge 
during the life of CREATE while staying on track to meet the 
program’s original goals. 

 
 CREATE PROGRESS IN 2010 

Five CREATE products had beta releases in FY2009.  The 
CREATE Ships project released IDHE 1.0 and NESM 0.1. The 
project also continued the development and assessment of 
a high fidelity hydrodynamics code for accurate prediction 
of hydrodynamic resistance and drag, and requirements for 
seakeeping and seaway loads (NavyFoam).  In partnership 
with Naval Sea Systems Command (NAVSEA) and the Office 
of Naval Research (ONR), the Ships Project established a 
Rapid Design Integration product group (RDI) to quickly 
develop conceptual designs for new ships and assess modi-
fications of the ships in the existing fleet. 
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Figure 4  Integrated Hydro Design Environment (IHDE) Architecture 

The CREATE Radio Frequency Project released SENTRI 1.0 
for beta testing in late CY09.  SENTRI 1.0 delivered an initial 
capability for modeling antennas, periodic structures, and 
microwave circuits and predicting radar cross sections. 
SENTRI 1.0 has the capability to model antenna perfor-
mance for simple antennas (patch, notch, horn, and spirals) 
for radar, communication and GPS antennas, simple phase 
array antennas, and cavity backed antennas.  It can handle 
periodic structures including frequency selective surfaces, 
circuit analog absorbers, meta-materials, and infrared filter 
and absorbers. 

It can also calculate power splitting, and predict the 
effects of materials and the performance of filters and circu-
lators for microwave circuits. Its capability is comparable to 
the existing commercial computational electromagnetic 
packages. 

The focus on SENTRI 1.0 was to integrate a collection of 
solution methods to achieve the required SENTRI func-
tionality. SENTRI 1.0 is based on the use of Finite Element-
Boundary Integral Methods chosen for accuracy, reduced 
volume meshing and adaptability.  This resulted in order n3 
complexity and order n3 scaling.  As noted earlier, n ~ 10 /λ 
where  is platform or antenna linear dimension and λ is the 
radar wavelength.  A large part of the SENTRI 1.0 develop-

ment effort involved rapid assembly of algorithms, pack-
ages and techniques from myriad sources.  This resulted in 
a code that did provide the initially required capability to 
test integration and scaling issues and to get feedback from 
the user community, but was accomplished without the 

Software Engineering Practices 

1.	 Requirements Management and Stakeholder En-
gagement 

2.	 Software Quality Attributes 

3.	 Design and Implementation  

4.	 Software Configuration Management 

5.	 Verification and Validation of CREATE Products 

6.	 Software Release  

7.	 Customer Support 

Table 1 Key Software Engineering Practice,  
Document and Plan Categories

after the ship is built. The partnership with Sandia is proving 
to be a great asset for CREATE.  Sandia is developing an 
excellent set of scalable engineering codes, and the DoD 
can use some of these codes to solve hard problems (both 
physics and software scalability aspects) without spending 
the time and resources to duplicate the capability that 
Sandia has already developed as part of its DOE funded 
mission. In addition, CREATE has adopted a number of good 
software development practices that Sandia introduced into 
our program, such as SCRUM.  

The Ship shock product team has 
stated their requirements in terms of six 
use cases (Table 2).  This has proven to 
be a highly effective way of capturing 
the relevant requirements, translating 
them to requirements of code develop-
ment and planning, and communicating 
the planned product capabilities to 
sponsors and users.  The first release is 
named NESM 0.1 (Navy Enhanced Sierra 
Mechanics) because it provides about 
90% of the capability required for a full 
analysis of Use Case I. NESM 0.1 has been 
benchmarked with the existing shock 
analysis tools, and provides answers as 
good or better than the existing tools.  
The agreement with validation data is also good.  NESM 1.0, 
planned for release in late FY10, provide all of the capability 
required for Use Case I and part of the capability required for 
Use Case II. 
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yaw, or roll motions or combinations of these motions that 
include a pre-flight capability to check out mesh motion 
to ensure that motion is properly set up;  and 3)  Coupled 
fluid dynamics/structural mechanics simulation of a static 
position single mesh aeroelastic wing with second order 
temporal accuracy using a modal structural solver that 

includes a pre-flight capability 
to check out mesh quality 
during a forced elastic varia-
tion that may be encountered 
during a fluid-structure inter-
action simulation[9]. KESTREL 
1.0 incorporates a rewritten 
vers ion of  AVUS (kAVUS) 
for the fluid dynamics.  This 
package was able to compute 
solutions as accurately as 
typical fluid dynamics codes 
in  common use (FLUENT, 
COBALT, FUN3D and USM3D). 
During beta testing, users 
with no prior experience with 
KESTREL demonstrated the 
ability to match flight data 
from F-16 and F-22 windup 
turns and other  complex 
maneuvers (Figure 6). 

The Helios 1.0 release provides the capability for four use 
cases, the ability to calculate:  1) Fuselage aerodynamics; 2)  
Fuselage with actuator disk model for the rotor;  3)  Isolated 

desired level of modularity and quality.  Immediately after 
beta release of SENTRI 1.0, a rewrite was begun to improve 
the modularity and software quality to provide the base 
for developing a highly scalable package that would be 
maintainable, extensible, and portable.  The re-written code 
was released for beta testing in mid-FY2010 as SENTRI 1.5.  
The technical push in the next 
few years will be to improve 
the scaling from n3 to n3/2 to n 
log n by introducing a series 
of fast solver technologies 
(Figure 5).  

The CREATE Air Vehicles 
Project released two prod-
ucts for beta testing in FY09, 
the fixed wing design tool 
KESTREL 1.0, and the rotor-
craft design tool HELIOS 1.0 
.  The initial KESTREL release 
included the ability to model 
three different behaviors inde-
pendently:  1)  Fluid dynamics 
simulation for a single mesh, 
steady or unsteady, inviscid, 
viscous, laminar, or turbu-
lent flow;  2) Coupled fluid 
d y n a m i c s  a n d  d y n a m i c s 
solution of a single mesh in rigid body motion, specified 
by either a user defined motion file or built up from user 
inputs describing sinusoidal or constant rate and hold pitch, 

•	 �UC I => Ship Response To Standoff UNDEX Where 
Structure Remains Predominantly Elastic (minimal 
damage) (FSST) 

•	 �UC II => Ship Response to UNDEX & SURFEX Causing 
Moderate Structural Damage 

•	 �UC III => Ship Response To UNDEX & SURFEX Causing 
Severe Structural Damage (including SURFEX) 

•	 �UC IV => Ship Response To AIREX Causing Moderate 
Structural Damage 

•	 �UC V => Ship Response To AIREX Causing Severe 
Structural Damage 

•	 �UC VI => Ship Response To Unconventional Weapon 
Attacks 

UC—Use Case: UNDEX—Underwater Explosion:  
FSST—Full Ship Shock Test:  SURFEX—Surface 
Explosion:  AIREX—Air Explosion

Table 2  USE CASEs for the 12 year NESM product 
development plan

Present Day: Validated & maintainable software
w/integrated team capable of growing it further.

Desired endpoint: asymptotically
competitive algorithms, scaled
well to next-gen HPC platforms.

Problem Size

Ti
m

e 
to

 S
ol

ut
io

n
P

O(N3)O (N3)/P

ACA, F
MM (F

Y10)

Te
ch

nologiesTim
e, 

in
 F

Y

Heirarchical - A
CA, MI-FMM

Open MP + MPI

MPI

O(N log N)/P

O(N log N)

O(N
1,5 )/PO(N

1,5 )

P

P

Figure 5. Schematic illustration of SENTRI scaling goals and techniques
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for code support that provides an adequate level of user 
support but also provides some filter of user requests and 
input to the developers.  Without these filters the developers 
will spend all their time answering the telephone.  We have 
borrowed some a number of support techniques developed 
by the commercial software industry.  We have provided 
mechanisms for reporting bugs and issues to a web-site.  
An experienced support engineer examines the issue, and 
works with the user to develop a repeatable way to repro-
duce the bug or issue.  The support engineer then passes 
that along to the developers. Simple problems are handled 
by the support engineer.  In addition we are providing 

e x t e n s i v e  u s e r 
manuals and training, 
a n d  a  s e a r c h a b l e 
blog or user forum for 
users to record their 
experiences and share 
them.  Developers and 
users post solutions 
and comments to the 
forum. 

Another issue is the 
need for the govern-
m e n t  t o  c o n t r o l 
distr ibution of  the 
C R E AT E  p r o d u c t s 
and to ensure that 
the government also 
re t a i n s  o w n e r s h i p 
of the software.  The 
C R E AT E  p r o d u c t s 
a r e  b e i n g  d e v e l -
oped to provide the 
U S  g o v e r n m e n t  a 
competitive advan-

tage in military technology with respect to other countries.  
It is therefore imperative that the US retain the right to 
control distribution of the CREATE software.  The US needs 
to own the CREATE tools to ensure that the tools are avail-
able to the government throughout the life-cycle of each 
product, that once the government pays for the develop-
ment of the software, it retains ownership and doesn’t have 
to pay additional funds for software that it paid to develop 
originally.   

rotor in ideal hover and 4)  Isolated rotor in forward flight 
with structural dynamics and trim.  One major advance in 
Helios 1.0 is the ability to accurately calculate vortex shed-
ding from the rotor tips through a combination of five body 
centered meshes for the three rotors, the fuselage and the 
rotor shaft, a fixed Cartesian mesh for the environment 
of the rotorcraft with a high order solver, and an accurate 
mesh interpolation method for connecting the body-
centered meshes with the Cartesian background mesh[11].  
This approach enables an accurate calculation of the vortex 
shedding through five or so rotations, sufficient to follow 
the vortex spiral from the rotors to below the fuselage.  
This ability to provide 
efficient, accurate vortex 
shedding predictions 
is a significant advance 
in the DoD’s ability to 
c a l c u l ate  ro to rc ra f t 
performance (Figure 7).   
It is beginning to enable 
engineers to analyze 
the fuselage loads due 
to the rotors and the 
associated vortices, and 
to optimize the perfor-
mance of rotorcraft and 
improve their fatigue 
life. It is also useful for 
calculating the effects 
of vortex shedding from 
the front of aircraft on 
tail assemblies[12], the 
effects of vortices on 
acoustic noise produc-
tion in aircraft, etc. The 
Helios team is working 
as part of the CREATE 
Program. However, it was started as one of the HCPMP insti-
tutes in 2006 and is still part of that program.  The Helios 
team will formally join the CREATE program in 2012. 

Several issues have arisen during the release process.  
One issue is user support.  The CREATE tools are proving to 
be popular with the design community. There are over 100 
volunteer beta testers. The need to support this large body 
of users while maintaining a focus on code development to 
deliver the 2010 releases has led us to develop an approach 

Figure 6.  F-16C with wing tip AIM 9’s at a Mach number 0.9 
and an altitude of 10,000ft CL, CD, CM comparisons between 

Lockheed performance data and Kestrel CFD solutions[10]
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Finally the meshing and geometry project (MG) will 
deliver a set of modules (CAPSTONE 1.0) that will enable 
the other CREATE products to import, repair and cleanup 
existing geometries, and generate unstructured surface 
and volume meshes that are suitable for use in the 
analysis of air-vehicles, ships and RF antennas with plat-

forms.  The modules will 
include the ability to create 
geometric entities that will 
enable DaVinci to produce 
g e o m e t r i c  m o d e l s  f o r 
conceptual-early design of 
air vehicles. Other modules 
will provide unstructured 
volume meshing technology 
that enables three dimen-
sional analysis of aircraft, 
ships and RF systems.  The 

project will deliver a new preprocessing platform that will 
provide a graphical front end for access to these modules.  

CONCLUSIONS AND SUMMARY 

The CREATE Program has begun to release useful soft-
ware products 25 months after project start, and is set to 
release a full set of ten products each year starting in late 
2010. CREATE has built ten successful product development 
teams, has developed initial requirements and validated 
them. It has developed initial plans for each product, 
and established a set of software engineering practices 
and processes, and a set of management processes.  The 
program has also begun to engage the customer commu-
nity and to provide support for the user community. It has 
also begun to address the issues associated with distribu-
tion and control of the CREATE products. 

Figure 7.  Comparison of the existing state of the art 
for efficient vortex shedding calculations with legacy 

codes such as NSU3D and Helios.[13] 

Table 3  CREATE Releases for FY09-10 and FY10-11

CREATE PLANS FOR 2011 

Ten releases are planned for 2010-11 (Table 3).  Five of 
these are enhancements of products released in FY09-
10, and five are new products.  For Air Vehicles, the new 
releases will be Firebolt 1.0 which will provide components 
to model propulsion systems 
for  KESTREL and Hel ios.  
These will be delivered in 
FY2010-11 and incorporated 
into KESTREL 3.0 and Helios 
3.0.  DaVinci 1.0 will provide 
an initial set of low fidelity 
but fast physics-based design 
tools to develop conceptual 
designs of military aircraft 
f ro m  s c ratc h [ 1 4 ] .  Wh i l e 
these won’t have the physics 
fidelity of Kestrel and Helios, they will provide much better 
physics capability than existing design tools. DaVinci 
2.0 and later releases will provide improved tools with 
better physics, higher accuracy, and automated design 
optimization. 

CREATE Ships project will release NavyFoam 1.0, a new, 
high-fidelity, scalable Reynolds-Averaged, Navier-Stokes 
hydrodynamics code for the calculation of resistance, drag, 
maneuvering, seakeeping and seaway loads for existing 
ships such as the DDG-1000, and for new and modified 
designs. The Ship project will also release the first version 
of its Rapid Design Integration Software, RDI 1.0.  It will 
include algorithms for intelligent ship arrangements (ISA) 
(compartment layout), generation of optimized hull forms, 
and several multi-disciplinary design optimizers based on 
response surface models.   
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ABSTRACT 

Game-based training offers great potential for providing 
low-cost training systems for learning cognitive and proce-
dural skills within the U.S. Navy. We introduce an effort, 
sponsored by the Office of Naval Research, to harness, apply 
and harden this capability by creating validated training 
games for the Navy. Over the period of fourteen months, 
our multi-disciplinary team collaborated to develop and 
validate a flooding control training game to help students 
at the U.S. Navy Recruit Training Command (RTC) learn 
to be better sailors. The Flooding Control Trainer (FCT) 
provides individual training within the simulated interior 

of an Arleigh-Burke class destroyer. The trainer reinforces 
damage control skills that the recruits have been exposed 
to in lectures, but which they have not had a chance to 
practice in context. In developing the trainer, we focused 
on both the specific application domain as well as the 
design methods required to ensure that the trainer was 
based on relevant learning objectives, incorporated a strong 
narrative, used an instructional strategy and a game play 
style that were complementary, and contained embedded 
assessment capabilities. The FCT is based on the open-
source Delta3D engine. To support effective training, we 
augmented the engine with a task-based instructional 
infrastructure and a variety of feedback mechanisms, 
including real-time guidance and feedback as well as after-
action debrief. We conducted several empirical tests of the 
product, including a usability study and a learning valida-
tion study using the target recruit population as subjects. 
The results indicate that the FCT is usable, well-received 
by recruits and produces a significant improvement in 
performance across a range of cognitive and procedural 
skills, including situational awareness, communications, 
navigation and decision-making. We present our approach, 
describe the training game design, discuss the studies 
conducted and their results, and discuss next steps to create 
Navy training games for use beyond RTC. 
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of DARWARS Ambush!, a widely used multi-player game-
based training system. 
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Flooding Control Trainer (FCT) was developed in collabo-
ration with the Naval Service Training Command to serve 
three purposes: (1) supplement classroom instruction at 
the Navy Recruit Training Command (RTC) to produce 
better-trained recruits; (2) reduce the demand on current 
anticipated training resources, and (3) produce a training 
platform that can be used across the Navy technical schools 
and, eventually, in the fleet. 

Over the period of fourteen months, starting in February 
2008, our multi-disciplinary research and development 
team conceived, developed and validated a 3D immersive 
training game for flooding control. The FCT is built using 
the open-source Delta3D game engine (www.delta3d.org, 
Darken et al., 2005, Murphy et al. 2008) and runs on a typical 
modern desktop computer. During our effort, a strong 
emphasis was placed upon drawing together the best 
practices of training game design from several disciplines, 
including instructional system design, narrative design, 
formative and summative assessment, and game design 
and development. In this process, we identified a number 
of lessons learned and made good progress towards iden-
tifying cohesive and consistent design and development 
methods for game-based training systems (Hussain et al., 
in press). 

The FCT provides individual training on flooding control 
skills within the interior of a simulated Arleigh-Burke class 
destroyer. It focuses on learning objectives that directly 
support the RTC curriculum and embeds the training within 
a story that promotes core values, provides a relevant 
context and reinforces the culture of the service. The game 
reinforces decision-making, communication protocol, 
flooding control procedures and situational awareness. It 
provides information resources and feedback designed to 
help students of different levels and backgrounds succeed. 

To ensure the relevance and success of the training 
game, we conducted multiple tests using the target recruit 
population as subjects, and enhanced the system itera-
tively based on the results. In April 2009, we conducted a 
validation study that demonstrated learning transfer from 
the game environment to a real physical environment. 
Significant performance improvements were observed 
across almost all the skills taught in the game. 

We present some details on the design approach used, 
introduce the final game design, discuss the studies 
conducted and their results, and discuss our next steps. 
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 INTRODUCTION 

Immersive training environments based on modern 
computer game engines are increasingly being used 
within the U.S. and other militaries to provide training on 
a range of skills (O’Neil & Perez, 2008; Roman & Brown, 
2008), including team convoy operations (Diller et al., 2004; 
Roberts et al, 2006), route clearance (O’Bea & Beacham, 
2008), operationally relevant language skills (Johnson et 
al., 2007), and small unit tactical operations and mission 
rehearsal (McDonough, J.P. & Dmochowski, N., 2008). To 
date, most game-based military training systems have 
focused on ground or air based operations. However, game-
based technologies have the potential to provide valuable 
training on the ship-based operations of the U.S. Navy. The 
Office of Naval Research is currently funding research to 
identify the learning benefits of game-based trainers for 
naval training, harden the technology and methods for 
developing game-based training for the Navy, and produce 
effective training systems that can be deployed in the near 
term. 

We introduce a training game developed to reinforce the 
skills needed in controlling flooding on board a ship. The 
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Research into optimizing performance in such environ-
ments has been ongoing for several years. Overall, findings 
suggest that, in order to be successful, individuals must 
be able to execute mission essential skills quickly and 
without hesitation. More specifically, the research literature 
suggests: 
1.	 Complex performance must be broken down into req-

uisite components so that individual knowledge and 
skills can be isolated and trained to proficiency before 
introducing the full complexity of the task. (Goldstein, 
1993) 

2.	 Under stress, performance is most resilient when it 
becomes automatic or habitual. This can be accom-
plished most efficiently by allowing trainees to practice 
until skills are over-learned (i.e., practiced beyond the 
point where performance is learned so that it becomes 
habitual and requires little active cognitive processing 
for successful accomplishment). (Kirlik et al., 1998) 

3.	 Training for complex skills requires hands-on practice 
and feedback to be most effective. (Salas & Cannon-
Bowers, 2001) 

4.	 Synthetic learning environments, including simula-
tions and games, are excellent environments in which 
to provide learners with realistic tasks so that they can 
practice essential skills. (Cannon-Bowers et al., 2008) 

5.	 Trainees who are confident in their knowledge and 
skills are more likely to perform without hesitation. 
(Wurtele, 1986) 

Game-Based Training Technology 

The use of games and game-based technology for 
education and training has been increasing over the past 
few years (O’Neil & Perez, 2008; Smith, 2008). Computer 
game-based training systems share a number of potential 
characteristics with effective instructional tools and, there-
fore, have a great potential to affect learning. For example, 
1.	 Games provide interactive experiences in a task-based 

environment with repeated exposure to important cue 
patterns. This is consistent with the development of 
expertise (Glaser, 1989; Chi et al., 1988; Bransford et al., 
1999), anchored instruction (e.g., Bransford et al., 1990; 
CGTV, 1992; 1997; 2000) and active learning (Rothman, 
1999; Chi, 2000; Mayer, 2001; Vogel et al., 2006). 

BACKGROUND 

Navy Recruit Training 

The U.S. Navy’s boot camp, the Recruit Training Command 
(RTC) at Great Lakes, Illinois, currently trains 40,000 recruits per 
year, drawn from diverse socioeconomic, cultural and educa-
tional backgrounds. Recruits undergo eight weeks of training, 
delivered primarily via classroom lectures and drill instruction 
by recruit division commanders. There are some computer 
based training labs and a few hands-on training labs, such as 
fire fighting, using self-contained breathing apparatus and 
line handling. At the end of their training, recruit performance 
is evaluated in an intense ten-hour capstone evaluation event, 
Battle Stations 21 (BS21). BS21 is a physical simulation, in a 
building, of an Arleigh-Burke class destroyer, complete with 
a simulated dock and ship exterior, as well as several internal 
decks. The ship is named the U.S.S. Trayer. During the event, 
recruits complete seventeen different training scenarios, 
ranging from routine (moving stores, standing bridge watch) 
to critical (flooding control, fire fighting) to extreme (dealing 
with injured shipmates during a mass casualty caused by an 
explosion). 

The scale and diversity of the RTC training population 
provide ongoing training challenges. Currently, recruits face 
significant cognitive overload in BS21 due to limited oppor-
tunities to practice the skills they have been taught, spatial 
disorientation from never before having been on board a ship, 
the need to learn significant new material once they are in the 
BS21 exercise, and a high degree of stress due to being evalu-
ated on unfamiliar skills (HPC, 2008). In particular, these issues 
can be seen in damage control situations. Further, the recruit 
population’s diversity is increasing with time and current 
requirements call for an increase to over 46,000 recruits per 
year by 2011 with no increase in funding. As a result of these 
challenges, RTC is exploring the use of advanced training 
technologies, such as game-based training, to augment and 
enhance the training they provide. 

Battle Stations 21 represents a high performance envi-
ronment, characterized by rapidly evolving and changing 
scenarios, severe time pressure, serious consequences for 
error, command and peer pressure, fatigue, and a need for 
complex coordination of action. As such, BS21 requires highly 
complex performance that combines both individual and 
team level skills. 
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Figure 1: Simulated ship interior 

efficient” (Roman & Brown, 2008). However, very few 
studies have been conducted to demonstrate the 
reliable transfer of learning, in a military domain,  
across a range of cognitive and procedural behaviors from 
a game-based training system to a physical environment. 

Using modern learning theory as a basis, we put forth that 
game-based training should be able to create a strong posi-
tive learning effect with minimal instructor involvement. To 
prove this hypothesis, we developed the Flooding Control 
Trainer using proven instructional principles and modern 
game design. We then ran U.S. Navy recruits through a near 
transfer study to validate our hypothesis. The results were 
both compelling and conclusive. 

FLOODING CONTROL TRAINER OVERVIEW 

In order to address the training challenges in the Navy 
and at RTC in particular, we developed a prototype training 
game that teaches the basic skills necessary to control 
flooding on board a ship. Over the course of fourteen 
months, starting in February 2008, we designed, developed 
and validated the Flooding Control Trainer. Details on the 
design and development process, including lessons learned, 
are given in Hussain et al. (in press). 

Gaming Experience 

The FCT is a single-player game that uses a first-person 
perspective. The 3D virtual environment models the inte-
rior of an Arleigh-Burke class destroyer with compartments 

of different types and 
appropriate fixtures and 
equipment (see Figure 
1) .  The passageways 
resemble those of the 
U.S.S. Trayer at BS21. The 
player navigates the ship 
in a first-person perspec-
tive using the mouse 
and keyboard. The player 
interacts with the virtual 
world using the mouse 
to perform typical game 
actions, such as opening 
d o o r s ,  i n s p e c t i n g 
o b j e c t s ,  c o l l e c t i n g 

personal protective equipment, and using damage control 
tools. There are no animated characters in the game, but 

2.	 Games provide a model-based world in which students 
may manipulate variables, view phenomena from mul-
tiple perspectives, observe system behavior over time, 
draw and test hypotheses and compare their mental 
models with representations in the external word. 
These features are consistent with the model-based 
reasoning concepts advocated by learning researchers 
(Gentner, 1983; Raghavan et al., 1997; 1998; Leher & 
Schauble , 2000; Cartier & Stewart, 2000; Zimmerman 
et al., 2003; Stewart et al., 2005). 

3.	 Games provide successive tasks to help players make 
progress towards concrete, specific and timely goals. 
Goal setting in instruction enhances learning (Locke 
et al., 1981; Locke & Latham, 1990; Schunk & Ertmer, 
1999). 

4.	 Well designed training games also provide a variety of 
elements that can enhance motivation and learning, 
such as a sense of accomplishment (Bandura, 1977; 
1986; Gist et al., 1989; 1991); informative feedback 
(Bransford et al., 1999; Salas & Cannon-Bowers, 2000) 
and a sense of challenge or competition (Epstein & 
Harackiewicz, 1992; Reeve & Deci, 1996). 

Hence, properly designed training games can provide 
engaging learning environments that result in high time-
on-task, reproducible learning outcomes and low human 
and system resource requirements. 

However, the empirical evidence supporting the effective-
ness of games for learning has generally been mixed (O’Neil 
et al., 2005). This has been due largely to a poor under-
standing in the field of how to effectively design games to 
support training (Gunter et al., 2006; Hussain & Ferguson, 
2005; Hussain & Feurzeig, 
2008),  and an associ-
ated lack of empirical 
evidence for what effects 
different elements of a 
game -based training 
s y s t e m  h a v e  u p o n 
l e a r n i n g  o u t c o m e s 
( Wilson et  al . ,  2009) . 
Some evidence has been 
presented indicating 
that game-based tech-
nology “is most effective 
as  par t  of  a  blended 
t r a i n i n g  s o l u t i o n ,” 
and that using games 
f o r  m i s s i o n  r e h e a r s a l  p r i o r  t o  u n d e r g o i n g  l i v e 
tra ining “makes l ive  tra ining more ef fec t ive and 
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the student is explicitly given directions that relate to the 
learning objectives for that mission. During a mission, 
the player is given guidance and feedback based on their 
actions. Content support is provided to players through 

access to the “Navypedia” 
help system (see Figure 
3) .  For example,  they 
can go to the Navypedia 
to find out what safety 
equipment they need 
when fighting a flood. 
Critical errors can result 
in penalties or failure. At 
the end of each mission, 
a  debrief ing on their 
performance is given. 

Technology 

The FCT is built using 
Delta3D, an open-source 
game engine, and an 
open-source instruc-
tional logic engine also 
developed as part of the 
project. The instructional 
logic engine is part of a 
platform-independent 
pedagogy middleware 
that interacts in real-time 
with the game engine to 
control the instruction. 
It communicates game 
events  to  a  separate 
process which executes 
explicitly defined instruc-
tional and assessment 
logic and, in turn, directs 
ce r t a i n  p e d a g o gi c a l 
actions within the game, 
such as providing feed-
back. While details of 

the middleware are beyond the scope of this paper, a key 
capability to note is that the instructional logic is authorable 
using a visual logic editor that supports rapid prototyping 
and modification of the instruction. 

the player can interact with virtual characters via dialogs 
over a communications device. Dialogs appear as a pop-up 
window in which the player can respond to a virtual char-
acter by choosing from several alternatives (see Figure 2). 

T h e  g a m e - p l a y  i s 
based on completing a 
sequence of missions. 
There are three missions 
in the game, including a 
tutorial that teaches the 
player how to play the 
game itself. Each mission 
starts with a briefing that 
gives the player the key 
mission goals and puts 
them in the context of 
the underlying narrative. 
Each mission requires 
the player to achieve a 
set of tasks related to 
damage control. Some of 
these tasks are given to 
the player at the begin-
ning of the mission and 
some are given during 
the course of the mission 
based on their actions. 
During a mission, the 
player has relatively free 
rein to interact with the 
virtual world. However 
c e r t a i n  a c t i o n s  m a y 
be prevented until the 
player has completed a 
particular task. Progress 
in the game is achieved 
by completing tasks that 
have been assigned to 
them.  

Learning Experience 

The FCT is designed to be played without assistance from 
a human instructor. It weaves instruction throughout the 
gaming experience, and varies its instruction based on the 
performance of the student. Different missions focus upon 
different learning objectives, and successive missions get 
increasingly complex and difficult. In each mission briefing, 

Figure 2: Dialog mechanism, providing multiple response options 
from which to select 

Figure 3: Navypedia mechanism, providing didactic content  
within the game on request 
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flooding situations, the communication and coordination 
skills required to ensure that appropriate members of 
the ship are appropriately informed at appropriate times, 
following correct personal and ship safety protocols, and 
following the correct repair and follow-up procedures. 

In a flooding situation, it is important to identify the 
source and type of the flooding. For example, the flooding 
may be due to a leaking pipe or a hull breach; the fluid may 
be fresh water, salt water, oil or fuel; and the flooding may 
range from minor to severe. Different types of damage 
require different types of repairs, such as patching a pipe, 
plugging a hole or shoring up the hull. It is also critical to 
maintain the watertight integrity of the ship. Throughout 
the ship are watertight doors. In a flooding situation, it is 
important to keep those doors closed to avoid the risk of 
a flood spreading through the ship. As a result, opening 
certain doors may require permission from DCC. 

In addition to these basic flooding control skills, it is also 
important for a sailor to understand general damage control 
processes, general communication skills and protocols, 
and the relationship between their actions and events 
elsewhere on the ship. To ensure their safety in a real or 
potential damage control situation, sailors must always 
don the appropriate personal protective equipment (PPE). 
PPE can include boots, gloves, helmets, fire fighting gear, 
breathing gear and more depending on the situation. For 
communications in particular, clarity and accuracy is critical. 
To avoid miscommunications, all interactions should include 
the identities of the participants, and all instructions should 
be confirmed by repeating them back verbatim. In addition 
to mitigating interference caused by noise and other activi-
ties, repeating back instructions ensures that no misun-
derstanding has occurred and provides an opportunity for 
correction. 

On a Navy ship, a specific coordinate system is used to 
identify locations. All doors, compartments and passage-
ways, as well as certain equipment, are identified using 
three coordinates that indicate their deck, frame number 
(position forward to aft) and position port to starboard. 

Learning Objectives 

The game reinforces a basic “Assess-Report-Act” approach 
to flooding control. Three high-level categories of learning 
objectives related to cognitive readiness are used as an 
organizing principle. 

TRAINING DOMAIN 

The key training goals of the system are to: 

•	 Develop flooding control skills 
•	 Develop cognitive skills and a sound and robust 

mental model in the areas of situational awareness, 
communication and decision-making 

•	 Establish patterns for adaptive thinking 

Further, a key ability that applies across all shipboard 
activities is an understanding of one’s location on the ship 
and navigating efficiently between different locations. 
Due to the spatial disorientation experienced by students 
in BS21, training shipboard navigation was an additional 
training objective. The FCT targets students that are novices 
who have declarative knowledge about ships and basic 
damage control procedures. The FCT design assumes that 
students have been through formal training to acquire 
the declarative knowledge, but that they have not been 
required to apply this information or to draw on this infor-
mation to solve problems. In other words, the recruits have 
classroom instruction, but very little hands-on experience 
with flooding control and related skills. The expectation is 
that learners may not fully understand the information and 
that they require practice in realistic contexts to build sound 
mental models (HPC, 2008). 

As such, the FCT focuses upon novice-level skills and 
upon reinforcing the types of decisions a novice would 
make in the Navy fleet. On board a ship, key damage control 
decisions are made by personnel in Damage Control Central 
(DCC). DCC receives damage reports from across the ship 
and has the key responsibility to coordinate repair opera-
tions and ensure the safety of the ship as a whole and its 
sailors. In general, DCC will make key decisions regarding 
how to combat a particular casualty, based on a thorough 
understanding of the affected systems and a higher-
level understanding of what is happening on the ship. In 
particular, certain key actions require permission from DCC 
due to the potentially negative consequences to the sailor 
and/or to the ship. It is a role requiring significant expertise, 
and hence decisions specific to DCC are not trained in the 
game. Rather, emphasis is placed upon the student’s inter-
action with the environment, use of repair equipment, and 
communication with superiors and DCC. 

The flooding control skills required of a sailor include the 
actions and processes followed in preparation for a poten-
tially dangerous situation, the ability to detect and identify 
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Terminal Objective Enabling Objective 

Situational Awareness 

Recognize abnormal 
condition 

Use cues to detect 
flooding situation 

Assess flooding situation 
Recognize source and 
type of leak 

Recognize shipboard 
navigation cues 

Recognize and interpret 
compartment identifiers 

Anticipate consequences of 
actions 

Anticipate consequences 
of securing the fire main 
valve 

Communication 

Recognize when situation 
warrants communication 

Report flooding 
conditions in a timely 
manner 

Request permission to 
enter compartment 

Report when repair 
actions are complete 

Report appropriate 
information 

Report relevant 
information to DCC 

Report information 
accurately 

Report information 
accurately to DCC 

Repeat back accurately 
Repeat back DCC 
instructions accurately 

Decision-Making 

Maintain watertight 
integrity 

Enter compartment with 
permission 

Secure compartment 
doors as required 

Follow safety protocols Don appropriate PPE 

Take proper actions to 
combat flooding 

Follow directed orders 

Select correct patch repair 
items 

Position patch properly 
during application 

Use wrench to tighten 
patch 

Use compartment identi-
fiers to navigate ship 

Successfully navigate us-
ing compartment identi-
fiers 

Table 1: Learning Objectives 

•	 Situational Awareness: The ability to recognize cues, 
interpret cues and predict consequences. 

•	 Communication: The ability to know whom to contact, 
when to contact, and how to report. 

•	 Decision-making: The ability to follow appropriate 
protocols, follow orders and take initiative to complete a 
mission. 

Table 1 summarizes the specific terminal and enabling 
objectives of one of the missions in the Flooding Control 
Trainer, organized by cognitive readiness categories. 

TRAINING SYSTEM DESIGN 

Design Overview 

A highly iterative design process was followed (Hussain 
et al., in press) in developing the Flooding Control Trainer, 
during which a variety of different instructional, narra-
tive, assessment and gaming elements were considered. 
The final training system has four key components. The 
first component is a supporting story that evolves as play 
progresses. The second component is an environment with 
high physical fidelity (realistic simulation of DDG ship inte-
rior) and simple interaction methods that were tested for 
usability. The third component is a progression of increas-
ingly challenging game levels, each forming a distinct 
“mission” to be accomplished by the student. Specifically, 
the FCT contains three missions, one of which provides 
a tutorial on how to use the game and two others which 
provide training on navigation and flooding control skills. 
The fourth component is a rich suite of mechanisms and 
associated instructional logic that provide different types 
of guidance and feedback to the student under different 
situations and performance outcomes. 

Narrative 

The game’s backstory begins following graduation 
from RTC as the sailor is posted to an Arleigh-Burke class 
destroyer. The ship’s mission is to provide support in the 
Middle East. The ship has left port and is approaching its 
station near Abu Dhabi. Upon starting the game, an intro-
ductory movie (i.e., cut-scene) relates this backstory. At the 
end of the cut-scene, the student is encouraged to behave 
with Honor, Courage and Commitment, the core values of 
the U.S. Navy. 
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The training is delivered in multiple game levels. To 
reinforce military protocol, each level is given as a mission 
to perform. Each mission begins with a briefing relating 
the objectives of the mission, and ends with a debriefing 
summarizing what happened in the mission. 

Purpose

Embedded 
information 

Enable the student to examine 
objects in the environment and 
receive information about those 
objects and how to use them 
(mouse-over, inspect). 

Advance priming 
Provide students with directions 
and a summary of learning goals 
prior to start of mission (“briefing”) 

Current 
objectives list 

Provide students with explicit 
information about the mission 
objectives they should be pursuing 
and which objectives they have 
achieved. 

In-dialog hints 

Use the natural dialog of the 
game to provide the student 
with suggestions or detailed 
information 

Explicit 
instructions 

Use a pop-up suggestion to explain 
the details of a procedure to the 
student prior to performing a task 
involving that procedure. 

Explicit cues 
Use a pop-up suggestion provide 
short cues or questions to promote 
thinking on part of student 

In-game priming 

Provide students with a just-in-
time reminder to ensure they enter 
the event focused on the correct 
behaviors. 

Visual aid 
Provide students with a minimap to 
assist in spatial orientation 

Didactic 
reference 

Provide students with access to 
written and visual explanations of 
different aspects of ship operations 
and damage control (“Navypedia”) 

Table 2: Instructional Guidance Mechanisms

Feedback
mechanism

Purpose

On screen 
cumulative 
performance bars 

Immediate implicit performance 
feedback. A green merit bar 
increases as tasks are completed. 
A red demerit bar increases 
as errors are made. When the 
demerit bar reaches maximum, a 
failure occurs. 

Natural 
consequences

Demonstrate the consequences 
of an error without ending 
gameplay and implicitly show 
why performing correctly was 
important. 

Non-interrupting 
feedback 

Alert student to a positive or 
negative behavior using the 
natural interactions of the game 
(e.g., dialog with DCC). 

Interrupting 
feedback

Alert student to performance 
above expectations or critical 
errors and interrupt gameplay 
to ensure that students receive 
specific information explaining 
the alert. 

Catastrophic end 
of the level

Teach the student that the 
behavior that caused the 
catastrophic event is not 
acceptable in any way. This is 
reserved for actions that can 
bring immediate/fatal danger to 
self or ship. 

Ranking 

Provide student with a rank (out 
of 5) indicating performance 
against ideal. 

Debrief at the end 
of level 

Explicitly summarize strengths 
and weakness of the student’s 
performance and provide 
appropriate guidance. 

Table 3: Instructional Feedback Mechanisms 
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students to learn on their own by making mistakes and 
using feedback after the fact to ensure they reflect appro-
priately on their performance. It is also important, as a 
game-based trainer, to use instructional interactions with 

the student that seek 
to avoid interrupting 
the flow of the game or 
providing information 
that is out of context 
with the narrative and 
immersive context of the 
game. 

T h e  F C T  u s e s  a 
variety of methods to 
communicate instruc-
tive information to the 
student. In general, our 
approach is to provide 
both non-interruptive 
and interruptive guid-
ance and feedback of 
varying detail depending 
on the nature of  the 
m i s t a k e  m a d e  w h i l e 
k e e p i n g  t h e  p l a y e r 
immersed in the story 
as much as possible (see 
Tables 2 and 3). Some 
s i t u a t i o n s  re q u i r i n g 
new skills may result in 
some unsolicited guid-
ance provided in a small 
pop -up window (see 
Figure 4). Minor errors 
will generally result in 
some feedback in the 
same window. The guid-
ance and feedback can 

take the form of a hint, question or instruction. Conversely, 
when the student makes a critical error, a demerit will inter-
rupt gameplay visually and aurally with a specific message 
about the error and a warning sound (see Figure 5). For both 
hints and demerits, the initial message will be somewhat 
general. If an error is repeated, subsequent messages will be 
more detailed. Errors of omission or delay, as well as errors 
of commission are addressed. 

The first mission (the tutorial) begins in a heightened 
state of readiness as the ship is preparing for an underway 
replenishment (UNREP). During the first and second 
missions, the student helps prepare the ship for UNREP by 
securing compartments, 
verifying the status of 
equipment and moving 
equipment. During the 
under way replenish-
ment, however, a colli-
sion occurs between the 
two ships. A second cut-
scene is used to show the 
collision as it happens, 
with the goal of making 
the story tensions more 
apparent and immer-
sive. As the third mission 
s t a r t s ,  t h e  s h i p  i s  at 
general quarters and 
the sailor is ordered to 
investigate potential 
flooding. As the mission 
d e v e l o p s ,  a  l e a k i n g 
pipe is discovered that 
requires patching. 

T h i s  n a r r a t i v e  a r c 
was  cho sen to  ma ke 
t h e  t r a i n i n g  e x p e r i -
ence highly relevant to 
our target audience, to 
provide motivation by 
stressing the core prin-
ciples of the U.S. Navy, 
and to provide a context 
in which a wide variety 
of casualties could occur. 
In addition to using cut-
scenes to introduce and develop the story, dialogs within a 
mission are also used to advance the story. 

Instructional Design 

The Flooding Control Trainer, generally, applies a guided 
discovery instructional strategy. In such a strategy, it is 
important to balance the desire to give students explicit 
advance information to ensure they are properly prepared 
for the events they encounter with the desire to allow the 

Figure 4: Example of a suggestion being provided in a pop-up 
window (see top left) 

Figure 5: Example of a demerit message being given in a pop-up 
window (see bottom-right) 
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Ranking
Overall reaction to 

game 
The game was 

stimulating 
It was easy to play the 

game 
The  instructions 

were clear 

0 0% 2% 0% 0% 

1 0% 2% 2% 0% 

2 2% 0% 0% 0% 

3 0% 2% 0% 0% 

4 3% 2% 0% 0% 

5 6% 11% 3% 4% 

6 15% 7% 6% 3% 

7 25% 27% 13% 12% 

8 25% 18% 16% 19% 

9 25% 30% 60% 62%
Table 4: Overall Usability Responses  

(0=low rating, 9=high rating) 

Figure 6: Example of a cut-scene showing the catastrophic 
consequences of a critical error 

initial location and getting lost. In the third mission, the 
student has free rein of the ship. 

Finally, the FCT gradually introduces complexity in order 
to minimize cognitive load. In the earlier levels, the student 

has few tasks to perform 
and cannot make any 
critical errors leading to 
failure (though they can 
make too many minor 
errors and thereby fail). 
In the later levels, the 
student has several tasks 
to perform at the same 
t i m e ,  a n d  c a n  m a k e 
s e ve r a l  c a t a s t ro p h i c 
e r r o r s  w i t h o u t  a n y 
advance warning. For 
instance, an important 
requirement in damage 
control  is  requesting 

permission before securing a valve. As part of the story 
development in FCT, the student is aware that there is a 
fire being fought on elsewhere on the ship. If the student 
attempts to repair a leaking fire main by securing the valve, 
a shipmate elsewhere on the ship gets injured when the 
water to his hose is cut-off and the fire he was fighting 
goes out of control. The importance of this consequence 
is emphasized using a short cut-scene shown from the 
perspective of the shipmate fighting the fire (see Figure 6). 

EVALUATION 

Throughout a mission, the student’s actions are assessed 
to determine whether they are demonstrating appropriate 
intent and/or accuracy. The student’s performance against 
every terminal objective is assessed automatically via 
the student’s actions in the game and choices in dialogs. 
Dialog interactions form a 
key method for assessing 
user performance against a 
variety of communication and 
situation awareness learning 
objectives.  These assess-
ments are context-sensitive 
(i.e., the same dialog choice 
may be correct or incorrect 
depending upon prior user 
ac t ions) .  A  s ingle  dia log 
interaction can result in errors 
against different objectives 
(e.g., reporting appropriate 
versus accurate information), 
and different types of feed-
back (e.g., dialog responses versus demerits). 

The FCT uses scaffolding techniques to minimize cogni-
tive load while providing effective practice and training on 
the learning objectives. In the earlier levels, the student is 
provided with a fairly limited number of gameplay options 
and is constrained to follow a highly linear path through the 
mission tasks. In the later levels, the students are allowed 
increased free-play and some mission tasks may be varied 
in order. For example, in the tutorial, the passageways are 
blocked to prevent the student from going too far from the 
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Sixteen of the participants formed the control group, and 
fifteen formed the treatment group. The treatment group 
played the FCT for one hour and then took the test scenario 
two days later. The control group had no extra training and 
took the same test scenario. 

In the test scenario, an individual recruit was given orders 
to report to DCC by a primary facilitator. DCC (played 
by another RTC facilitator) ordered them to dress out 
and report to a specific location to investigate potential 
flooding. The recruit needed to perform the appropriate 
actions, find the compartment and communicate appropri-
ately. At the indicated compartment, the recruit needed to 
safely investigate the compartment for flooding, report the 
situation and, upon receiving orders, patch a leaking pipe 
with a jubilee patch. The recruit needed to perform all their 
tasks with no help from the facilitators. 

The recruits were assessed on a number of behaviors 
related to communications, decision-making, situational 
awareness and navigation within the ship. Performance 
differences between the groups were striking. Decision 
making errors were reduced by 50%, Communication errors 
were reduced by up to 80%. Situational Awareness and 
Navigation skills were improved by 50%. 

Control Treatment 

Entered the flooding compartment 
without appropriate PPE 

67% 28% 

Identified themselves on first 
contact with damage control 

7% 93% 

Repeated back commands from 
DCC 

7% 57% 

Described the leak correctly 16% 36% 

Went to the wrong deck 33% 0% 

Table 5: Performance Differences between Control  
Group and Treatment (Game) Group 

A full description of the validation study and results will 
be presented elsewhere (in preparation). Differences on 
some of the key behaviors are given in Table 5. The treat-
ment group performed significantly better in each case. 

In addition to these specific measures, the behaviors of 
the two groups were visibly quite different in terms of their 
stress level and independence. The individuals in the control 
group generally appeared confused as to what they should 

The effectiveness of the Flooding Control Trainer was 
evaluated in two key studies -a usability study and a valida-
tion study -conducted with students from RTC. Prior to each 
study, a pilot was held. Following each study, the FCT was 
enhanced based on feedback. 

Usability Study 

A usability study was conducted in October 2008 with 
seventy subjects. The subjects were drawn from a population 
of recent graduates from RTC who had not yet deployed to 
their first posting (i.e., they had completed Battle Stations 
21). The vast majority (92%) of respondents described their 
comfort with computers as average or above. Participation 
was voluntary. Each participant had approximately two 
hours available to play the Flooding Control Trainer. 
Performance was observed and rated by several trained 
observers during gameplay. Following gameplay, the 
subjects completed customized versions of two usability 
forms: the Questionnaire for User Interface Satisfaction 
(QUIS) (Chin et al., 1988) and the System Usability Scale 
(Brooke, 1996; Copyright Digital Equipment Corporation, 
1986). Usability results were very positive; most subjects 
rated the game as 7 or higher on a scale of 0 to 9, with 9 
being a strong positive rating (see Table 4). There were no 
differences associated with any background variable. 

For the usability study, the FCT only had two missions -a 
tutorial and a flooding mission requiring a fire main pipe to 
be patched. During the usability study, we noticed that the 
students were having trouble navigating around the ship 
and introduced a condition in which one group of subjects 
was given a short verbal refresher on interpreting compart-
ment identifiers and a reference sheet to use while playing. 
While the treatment group showed no differences in the 
QUIS items, they made significantly fewer navigation errors 
and were less likely to fail (Bowers et al., 2009). In response 
to this result, we identified the need for an additional 
training level focusing on navigation. This became a level 
between the tutorial and flooding missions. 

Validation Study 

In April 2009, a validation study was conducted to test 
the benefits of the Flooding Control Trainer (FCT) on indi-
vidual performance within a flooding control test scenario 
in the Battle Stations 21 environment. Thirty-one recruits 
participated in the study. These recruits had completed RTC 
training but had not yet done the BS21 capstone evaluation. 
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We are currently enhancing the FCT with an additional 
level that includes a complex flooding situation requiring 
a higher degree of prioritization and more complex safety 
protocols. The additional level will provide a strong chal-
lenge for recruits, and will bring the Flooding Control 
Trainer to a level of complexity that begins to address the 
training needs of the Navy’s technical schools. 

We are also currently extending our training system to 
train fire fighting skills. As with flooding control, a suite of 
several missions of increasing complexity are planned. In 
our final year of effort, we plan to create several scenarios 
addressing skills required in combating a mass casualty 
situation. Together, these three domains will provide a solid 
foundation in shipboard damage control that is suitable for 
recruits and for sailors at technical schools. 

Our long-term vision is that games such as the FCT will 
form a regular part of the training that occurs in the school-
houses and in the fleet. Damage control is a critical skill 
set required of all sailors, and one that must be kept fresh 
throughout a sailor’s career. We believe it is an ideal domain 
for demonstrating the utility and effectiveness of game-
based training for the Navy. 

do and made frequent requests for help. The individuals 
in the treatment group were generally confident in their 
actions, made few requests for help and appeared to be 
enjoying the challenge of the test. 

CONCLUSIONS 

By working actively to weave together the instructional, 
narrative, gaming and assessment elements into a cohesive 
whole, we developed a flooding control training game 
for the U.S. Navy that demonstrates significant learning 
benefits and transfer of learned skills. Given the strong 
benefit of the Flooding Control Trainer game for improving 
communication, decision-making, situational awareness 
and navigation skills in individuals, we are confident that 
the game will have a strong effect on team performance 
within the Battle Stations 21 capstone evaluation. We 
predict that trainees who train using the game prior to 
BS21 will demonstrate significant improvements in the 
skills that are practiced directly in the game, higher-order 
skills that can become the focus of the trainee’s attention, 
and overall performance due to higher confidence in 
their ability to cope with the challenge. Further, though 
the game provides practice on skills needed in the BS21 
flooding control scenario, many of the skills reinforced 
in the game are relevant to a number of additional BS21 
scenarios as well. Thus, we predict that the trainees who 
train using the game will show improvements across a 
variety of BS21 scenarios, not just the flooding scenario. 
The FCT is currently in the process of being deployed at 
RTC, and we hope to have additional results on the effec-
tiveness of our system before the end of the year. 

We are currently in the second year of a three year effort 
and have several enhancements to our trainer planned. 
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ABSTRACT

One of the most important simulation assets is the data that 
is collected during executions. Imagine being able to look back, 
analyze and reuse the data of simulations that have been run 
during the last decade. However, data logging has a number 
of challenges, not the least in today’s environment where we 
need to train jointly and combined and mix a number of Live, 
Virtual and Constructive simulators, using different standards.

This paper summarizes some requirements for Live, 
Virtual Constructive (LVC) data logging as well as replay. It 
also describes some early experiences from developing and 
testing a data logger that can perform fully synchronized, 
simultaneous data logging of High Level Architecture (HLA), 
Distributive Interactive Simulation (DIS), Link 16 and other 
data streams. Some details are given on aspects like embed-
ding, chase play, ownership and import/export. Some chal-
lenges and limitations when mixing these different interoper-
ability and data link standards are also covered.
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 1. INTRODUCTION 

Data is one of the most important results or outputs of 
computer-based modeling and simulation. Even though 
computer-based modeling and simulation is a relatively 
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•	 Live simulations may require wireless data connections 
to some of the players. This may result in less reliable 
communication lines, leading to gaps in logged data. 
Additional precautions may need to be considered to 
address this problem.

In many cases there may be no major differences between 
the collection of data from a real life system for LVC simula-
tion purposes and for other purposes.

Still, the ability to combine data from several Live-Virtual-
Constructive sources makes the potential of this data even 
higher. It allows us to understand a bigger picture than 
before, to train in a more realistic and effective way, and to 
better analyze the total impact of new concepts. 

1.2 The role of the data logger in a simulation

A data logger is typically a software application that is 
either built-in into a simulation application or that is stand-
alone. It may connect to one or more applications using a 
network protocol like DIS or interoperability services, like 
HLA. A data logger for HLA or DIS is usually more reusable 
than a built-in proprietary data logger but it may be limited 
to recording the public data provided in the FOM or the DIS 
protocol.

The most common functionality of a data logger includes:
•	 Recording of time stamped data from a data source like 

HLA or DIS into a file or a database.
•	 Playing back all or selected parts of the recorded data 

to a data sink of the same type (HLA or DIS). This may 
be done at the original speed, scaled to lower or higher 
speed, or using a completely different time-advance 
pattern, for example using HLA Time Management and/
or event driven time advance.

•	 Support for human inspection of the data in a user 
interface.

•	 Support for automated inspection and analysis of the 
data through an API.

•	 Making the recorded data available in other formats like 
databases and plain text formats.

•	 Managing the timeline, for example by setting 
bookmarks or moving the playback time to a bookmark 
or a specific time value.

•	 Filtering the data during recording or playback.
•	 Adapting the data during playback, for example DIS 

exercise id, DIS entity id or HLA object instance name.

young discipline, many models have been executed over 
the years, a lot of data has been produced and most of this 
output data is forever lost, in many cases since it was not 
logged.

No matter if a simulation is executed in real-time or using 
logical time, time-stamped simulation data can be logged 
for later use, like analysis or after-action review. This data 
will typically have a closer connection to the original set of 
simulators that produced the data than what a naïve user 
may initially think. It will usually be necessary to understand 
the goal, the assumptions and the limitations of the original 
simulators and scenarios to be able to play it back and use 
in a meaningful way. Nevertheless, the simulation data 
can be highly useful, both for the original purpose and for 
new purposes, such as input to other simulations, testing, 
training, and for new types of analysis. 

1.1 An LVC perspective on data logging

Taking a Live-Virtual-Constructive [1] perspective on data 
logging adds a number of additional aspects to the above, 
for example (see Figure 1):

•	 A challenging mix of simulation standards and protocols 
may need to be supported, usually together with a set 
of corresponding information exchange data models 
(“FOMs”) that may be more or less coherent. More widely 
used types of data to be recorded include HLA [2], often 
with the RPR FOM [3], DIS [4] and voice (both as part of 
the HLA/DIS communication and using other ways of 
communication). Additional types of data may include 
Link 16 [5], Test and Training Enabling Architecture 
(TENA) [6], streaming video, and proprietary protocols, 
for example for Command and Control systems.

•	 In a virtual or constructive model the data values in each 
model may define the ground truth. In a live simulation 
we can only attempt to capture measurements or 
perceived truth. One example of this is positions 
measured using a Global Positioning System (GPS) 
where the inaccuracy may be measured in meters 
and will vary over time. The time stamps for data from 
different live sources may also need to be adjusted when 
data from different sources is merged.

•	 While a constructive or virtual simulation can be re-
run, you may only be given one, or a very limited 
number of opportunities to capture output data from 
a live simulation. One example of this is the firing of a 
prototype missile in a test range.
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Figure 2: TNO Forward Air Controller simulator.

From a high-level point of view, three major states can be 
identified for this kind of simulation.

•	 Preparation. In this state a training scenario is prepared 
and previously recorded data may be used for the 
construction of a new scenario. Common simulator 
functions in this state are: create new scenario, edit 
scenario, delete scenario, load scenario and save 
scenario. Editing a scenario involves many different 
functions which will differ per training application, 
such as entity placement on a 2D map, route planning 

and entity behavior 
configuration. When 
the scenario is started, 
the prepared scenario 
becomes the initial 
situation at the start of the 
scenario execution.
•	 Execution. In this state 
the scenario is executed 
over time. Simulation data 
and other relevant data are 
recorded for after action 
review. It is possible to 
bookmark certain events 
for use in after action 
review. When the execution 

is stopped, the existing situation may become a new 
scenario in the preparation state.

•	 After Action Review. In this state a previously recorded 
exercise can be replayed and visualized in the original 
simulators or in 3D or 2D viewers. It is possible to view 
the list of available bookmarks, to jump to a bookmark 
or to a certain point in time in the recording. It is also 
possible to pause and resume the replay. When the after 
action review is stopped, the existing situation may 
become a new scenario in the preparation state.

2.2 Simulation for analysis

There are many different types of analysis models. Here 
we have chosen to focus on stochastic simulation (Monte 
Carlo [7] simulation). Stochastic simulation typically involves 
thousands or more simulation runs, varying one or more 
parameters. The simulation runs can be long lasting (in 
elapsed time), and are executed in non-real time. In most 
cases these simulations run as-fast-as-possible. Analysis 
involves processing and aggregating large amounts of 
data that has been recorded over the various runs. Ad-hoc 
queries on the recorded data may be needed to zoom in on 

2. USE CASES FOR LVC DATA LOGGING

There are many ways to benefit from data logging in LVC 
simulations. Some of the more common applications are 
described here. The use cases are based on the experiences 
from a number of simulation systems developed within TNO 
as well as practical experiences provided by staff at Pitch.

2.1 Simulation for training

Simulation for training 
is a common application 
where data logging is used. 
One par t icular  c lass  of 
training applications is the 
virtual, man-in-the-loop 
simulations, for example 
for training pilots, drivers, 
forward air controllers or 
straddle carrier operators. 
Figure 2 is an example of 
a virtual simulator for the 
training of  For ward Air 
Controllers.

Data logging in these 
simulations is mainly used to record and playback an exer-
cise in real time, where instructors use VCR type functions 
to control data logging and playback.

The characteristics of these simulations are:

•	 The simulation is typically Virtual.
•	 It is a real time simulation where HLA Time Management 

is not used.
•	 Data logging is used for simulation data (ground truth), 

and sometimes also live voice or video data.
•	 The execution is controlled via start, stop, pause, and 

resume management messages.
•	 Simulation applications may join or leave the simulation 

execution when they want.
•	 Real-time replay of the logged data is used for after 

action review.

Since these simulations have been around for a while, the 
required functionality for recording and replay is generally 
well understood.
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•	 Replay of certain runs may be possible, but results 
may also just be charts such as bar or line charts of 
aggregated data

2.3 Simulation for test and evaluation of live systems

This use case involves connecting real-time (operational, 
live) systems to a simulation for test and evaluation. The 
idea behind this is to test and evaluate a system early in the 
development cycle and certainly before the system arrives in 

the target environment. A 
simulation can provide, for 
example, stimuli or ’ground 
truth input ’ in order to 
v e r i f y  i f  t h e  r e s u l t i n g 
behavior of the system 
is correct. Alternatively a 
data logger may be used to 
replay previously recorded 
data to stimulate a system. 
T h e  r e s u l t i n g  s y s t e m 
behavior may be the trans-
mittal of certain tactical 
(operational) messages, 
which may be fed back in 
the simulation for addi-
tional stimuli. Thus simula-
tion for test and evaluation 
involves simulation data, 
operational data and real-
time execution.

Analysis involves corre-
lating simulation data with 
operational data to verify if 
the right data was gener-
ated at the right moment 
where timing of certain 
messages may be impor-
tant. For example, which 

Link 16 track corresponds to which simulation entity? Are 
the correct tactical messages generated across all phases of 
a missile engagement? An example of this use case is shown 
in Figure 4 where JROADS (Joint Research On Air Defence 
Simulation) is connected with live systems using Link 16.

Analysis may be performed on-line (during simulation 
execution) or off-line (after simulation execution). With 
on-line analysis, both simulation data and operational data 

certain aspects. Analysis is usually performed afterwards 
when all the data can be aggregated and searched.

Two examples where stochastic simulation is applied are 
described in earlier papers [8][9]. In [8] the effect of dynamic 
train management is studied, using small stochastic varia-
tions in the train schedule. Figure 3 shows the study area 
for dynamic train management, where the Dieze Bridge 
forms a bottleneck for trains. In [9] a footprint analysis is 
performed to determine the region that a ship can defend 
against a missile, using 
stochastic variations in 
sensor behavior.

In both examples a large 
amount of data is collected 
dur ing the s imulat ion 
execution and transferred 
to a dedicated analysis 
application. Stochastic 
simulation also requires 
more extensive simulation 
states to control simulation 
execution, such as states 
for simulation initializa-
tion, warm-up, steady state 
execution, iterations and 
shutdown. This is quite 
different from the relatively 
simple simulation states in 
the training case.

W e  c a n  s u m m a r i z e 
the characteristics of a 
stochastic simulation as 
follows:

•	 The simulation is 
typically Constructive. 

•	 It is a non-real time 
simulation where HLA 
Time Management is used.

•	 Data logging is used for simulation data (ground truth) 
as well as simulated operational data, like the Link 16 
BOM (perceived truth).

•	 Execution is controlled via synchronization points and 
save/restore points

•	 All applications need to be present throughout the 
simulation execution.

Figure 3: Study area to analyze dynamic  
train management using Monte Carlo simulation [8].
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Figure 4: JROADS simulation integrated with live systems  
 via a tactical data link.

2.4 Federation development

Logged simulation data is highly useful to minimize 
time, cost and risk during the development of simulation 
software, in particular when adding HLA or DIS interfaces. 
The output data of a simulator can be logged, inspected 
and checked against the expected output. Well-known, 
correct simulation data can be fed into a simulator from 
a data logger to check stability and correct behavior. You 
may even exchange logged data between several simula-

tors before you connect 
them for real. An integra-
tion leader may apply a 
pre-integration method-
ology where all systems 
are required to be tested 
against a well defined set 
of test data before they 
are allowed to join the full 
federation. Data logging 
for simulator development 
is  applicable to al l  the 
above types of simulation. 
It generally shares all of 
the above requirements 
but the requirement to be 
able to exchange data files 
is prominent.

3. REQUIREMENTS AND CHALLENGES  
FOR DATA LOGGERS

The different use cases all lead to a set of requirements 
for recording and replay. Ideally we’re looking for a multi-
purpose recording and replay capability that can fulfill all 
requirements. This section of the paper lists the require-
ments and maps them to the use cases above that are most 
relevant.

3.1 Data streams

Requirement 1: The data logger must support several 
data streams (HLA, DIS, etc, as required by the simulation), 
or be extendable with new data streams.

Most applicable to:  Training, Test and Evaluation

Today’s simulation environments are open and all kinds 
of systems can be connected, generating different types of 

are monitored during the simulation execution. It is possible 
to pause the monitoring in order to look at certain data, 
while at the same time the recording of data continues. The 
monitoring can be resumed and fast forwarded to catch 
up with the ongoing execution, so called chase play, just 
like modern hard-disk video recorders that can record and 
play a film at the same time, while jumping back and forth 
in the film. Bookmarking may be used to jump to certain 
important points that have been marked earlier in the 
recorded data.

With off-line analysis 
the recorded simulation 
d a t a  a n d  o p e r a t i o n a l 
data is reviewed after the 
execution has finished. 
Data may be replayed in 
real time or faster/slower 
than real time (n times 
real time). Important to 
note is that the timing of 
messages that are replayed 
can be important or even 
critical, due to the correla-
tion between simulation 
data and operational data 
over time. Also, data from 
external sources may need 
to be combined with the 
recorded data, such as log files from command and control 
systems. Data from external sources can be provided in 
different formats (e.g., comma-separated value file or xml 
file). An application for off-line analysis is described in [10]. 

Again, we can summarize the characteristics of a simula-
tion for test and evaluation as follows:

•	 The simulation can be regarded as Live.
•	 It is a (hard) real-time simulation where HLA Time 

Management is not used.
•	 Data logging is used for simulation data (ground truth) 

as well as live/simulated operational data, like Link 16 
(perceived truth).

•	 Execution is controlled via start/stop management 
messages, monitoring via pause/resume/jump 
messages.

•	 Depending on the system, all applications in the 
simulation environment need to be present throughout 
the simulation execution.

•	 Real time and non-real time replay of data is used for 
after action review. 
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stream and replay the DIS data stream as an XML formatted 
data stream.

Most applicable to: Test and Evaluation

Requirement 5: The data logger must be able to pause/
resume/fast forward/fast backward a replayed recording 
session.

Most applicable to: All use cases

Requirement 6: The data logger must support the 
filtering of data from a data stream on recording and on 
replay.

Most applicable to: All use cases

Requirement 7:  The data logger must support the 
concurrent recording and replay of a data stream. 

Most applicable to: Test and Evaluation, Federation 
development

Usually replay happens only when recording has finished. 
But in some cases it must be possible to view and analyze 
data streams while they are being recorded. Thus, data 
streams are replayed at the same time as they are recorded 
(concurrently). Also the requirements to pause/resume/fast 
forward/fast backward, to jump to a bookmark or jump to a 

point in time, and replay in 
a different format apply on 
the replayed data streams. 
When a  replayed data 
stream lags behind on the 
recording, it is called ”chase 
play”.

F i g u r e  5  s h o w s  t h e 
principle. 

The data streams that 
come out of the Recording 
and Replay activity should 
not be replayed on the 

same DIS exercise or HLA federation where the data is 
recorded from. Thus the data streams should be replayed 
in a different DIS exercise or HLA federation, or even in a 
different format, for example as XML on a TCP connection.

data. A well known example in the missile and air defense 
domain is Link 16. Another example is voice. Recording 
should not just be limited to simulation data.

3.2 Session management

Session management concerns the management of 
recording sessions:  create a recording session with the 
required (DIS, HLA, etc) simulation connection parameters; 
destroy a previously created recording session; open a 
recording session for replay; close a previously opened 
recording session; start, stop, pause, resume the recording 
or replay within a session; jump to bookmark or jump to 
time within a session.

Requirement 2: The data logger must be able to record 
data streams and store them as a recording session. 
Recorded data streams (DIS, HLA, etc.) must be stored 
together in a recording session.

Most applicable to: All use cases

Requirement 3: The data logger must be able to retrieve 
a recording session and replay all or a subset of the recorded 
data streams.

Most applicable to: All use cases

Data streams in a recording session should also be 
replayed together. The 
precise t iming of  data 
stream messages may be 
important. For example if 
in data stream A messages 
are recorded at time 0, 5, 
10, ..., and in data stream 
B at time 2, 5, 8,  ..., then 
t h e s e  s h o u l d  a l s o  b e 
replayed exactly this way. 
Thus, during replay, data 
streams in a recording 
s e s s i o n  m u s t  r e m a i n 
synchronized in time.

Requirement 4: The data logger must be able to replay a 
data stream in a different format than was recorded.

This requirement implies that the data logger is aware 
of the data being recorded. For example, record a DIS data 

Figure 5: Activity diagram for concurrent recording  
and replay.
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Figure 6: Ownership transfer on mode change: 
(1) from After Action Review to Execution  

or Preparation (top) and 
(2) from Execution or Preparation  
to After Action Review (bottom)

Federation development

Requirement 12: The data logger must be able to record 
data in a (real time or non-real time) HLA time—managed 
simulation.

Most applicable to: Analysis, Federation Development

Time management concerns the use of HLA Time 
Management services when the simulation is time-
managed. With a time-managed simulation a data logger is 
usually a time constrained federate in recording mode and, 
depending on the federation, a time regulating federate in 
replay mode. Recording and Replay needs to support HLA 

Time Management.

Requirement 13: The 
data logger must be able to 
replay a recording session 
at different speeds (real 
time or faster/slower than 
real time).

Most applicable to: Test 
and Evaluation

Restrictions may apply 
for certain data streams 
in certain situations. For 
example, a DIS data stream 
may in some cases only 
be replayed real-t ime, 
otherwise dead-reckoning 
models in applications 
like viewers may not work 
correctly.

3.5 Ownership management

Requirement 14: The data logger must be able to 
transfer ownership of object instances in a certain data 
stream on a mode change (between recording and replay).

Most applicable to: Training

Ownership management concerns a transfer of owner-
ship of HLA object instances when the mode changes 
between recording and replay. In some situations an owner-
ship transfer is required, for example when the state of the 

Requirement 8: The data logger must support the 
grouping of recording sessions and support the addition of 
meta-data to each group.

Most applicable to: Analysis

With Monte Carlo simulations, each run results in a 
recording session. Recording sessions of related runs 
(for example, where only the seed is different) should be 
grouped and have the variation number and other variable 
settings added as meta-data.

3.3 Bookmark management

Requirement 9: The data 
logger must support the 
management of  book-
marks  (create,  delete, 
update bookmark; retrieve 
bookmarks).

Most applicable to: All 
use cases

Requirement 10:  The 
data logger must be able 
to jump to a bookmark or 
jump to a point in time in a 
replayed recording session.

Most applicable to: All 
use cases

W h e n  j u m p i n g  t o  a 
certain point in time (say 
time T), it may be neces-
s a r y  t o  s c a n  t h e  d a t a 
stream backwards in time to build up a complete picture for 
time T. For example, with a DIS data stream the data logger 
may need to scan back up to 13 seconds in order to find all 
entity state updates for time T.

3.4 Time management

Requirement 11: The data logger must be able to record 
data in a real-time simulation (which does not use HLA Time 
Management or similar services).

Most applicable to: Training, Test and Evaluation, 
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concerning all the earlier mentioned requirements.

Most applicable to: Training, Analysis,  Test and 
Evaluation

This is an important requirement and allows recording 
and replay to be integrated with virtually any simulation 
application. Figure 7 shows an example of embedded 
control.

In this example the controlling application performs the 
activity execution management. It controls the application 
(i.e., the data logger) that performs the activity recording 
and replay. The controlling application handles, for example, 
the HLA synchronization points, HLA Save/Restore and 
Execution Management messages (such as start-resume 
and stop-freeze DIS PDUs in a DIS exercise) and, if needed, 
initiates mode changes on the controlled application. The 
controlled application (i.e., the data logger) does not inter-
pret any Execution Management messages (these messages 
are just recorded as any other data) and achieves (by defini-
tion) any HLA synchronization or HLA save/restore in which 
it is involved.

Thus, with embedding, recording and replay is dedicated 
to performing just this activity while it is part of some 
application.

3.8 Scalability

Requirement 18: For initial testing, the data logger 
shall be able to operate 
on a regular computer 
without extensive setup. 
When used with  a  fu l l 
federation, the data logger 
must be able to record/
replay many different data 
streams concurrently and 
support long lasting and 
large recording sessions 
with tens of thousands 
of recorded events per 
second.

Most applicable to: All use cases

Note that there are advanced use cases where several 
data loggers could be used concurrently, for optimum 

object instances provided in replay mode is used as the 
initial state for a new simulation execution. The data logger 
needs to release ownership and the different applications 
that model the object instances must acquire ownership. 
This is summarized in Figure 6.

3.6 Data management

Requirement 15: The data logger must support the 
exchange (import/export) of recorded data with other 
applications.

Most applicable to: Analysis, Test and Evaluation, 
Federation development

For export, there are different options to consider, for 
example: raw export (export the data streams as they were 
recorded), structured export (export the data streams to a 
structured format, e.g., a SQL database where the schema 
matches the HLA FOM).

3.7 Control and embedding

Requirement 16:  The data logger must be able to handle 
execution management messages that are received via a 
data stream.

Most applicable to: Analysis

In some cases execution management messages (such 
as HLA synchronization points, HLA Save/Restore, and 
user defined simulation 
management interactions) 
need to be interpreted 
by  t h e  R e co rd i n g  a n d 
Replay activity. This can, 
for example, be a certain 
HLA interaction that iden-
tifies the end of a Monte 
Carlo simulation run. The 
Recording and Replay 
a c t i v i t y  m u s t  p rov i d e 
hooks to handle these 
execution management 
messages. A default hook could implement some default 
behavior, like achieving an HLA synchronization point.

Requirement 17: The data logger must be embeddable 
in and completely controllable by another application, 

Figure 7: Activity diagram for recording mode
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Figure 8: Channels in Pitch Recorder 

One of the more recent features of this product is a 
plug-in framework that allows the addition of new kinds of 
data streams for recording and replay.

4.2 Scalability Experiences 

Pitch Recorder can record to small local databases for 
modest data flows. For large federations, high end COTS 
databases on dedicated hosts can be used for sustained 
logging of tens of thousands updates per second. Typical 

per for mance for  Pi tch 
Recorder in a lab test is 
more than 25 000 recorded 
HLA updates per second 
o n  a  r e g u l a r  d e s k t o p 
computer. 

An interesting scalability 
experience from a real 
training application is the 
recent Viking 11 exercise 
[12] .  This  exercise was 
described in ITEC 2011 
keynote as the world’s 
premier comprehensive 
exercise, including civilian, 
military and police partici-
pants. The exercise covered 
the planning and execution 
of a UN mandated Chapter 
VII Peace Operation/Crisis 
Response Operation. On 
the civilian side approxi-

mately 35 Non-Governmental Organizations participated. 
It was based on a scenario called Bogaland that contains a 
large number of challenges, for example, piracy, irregular 
forces, refugees, children in armed conflicts and reconstruc-
tion. Approximately 2500 persons from 31 nations were 
involved, participating from 9 different sites. 

Examples of participating systems were JCATS, ICC, 
Sitaware, Exonaut, TYR, ASCOT and VBS2. The information 
exchange was based on an HLA Evolved infrastructure 
using Pitch pRTI Evolved version 4.2.5. Data was logged 
using Pitch Recorder with a separate database host running 
MySQL, saving data to a RAID-5 disk set. More than 160 
hours of exercise were recorded amounting to more than 
210 GB of data. The majority of this data was position 
updates. Note that the data rate varies a lot over time, with 

scalability, or in different locations to conserve bandwidth. 
Merging of the logged data may introduce additional chal-
lenges that are not covered in this paper.

4. PRACTICAL EXPERIENCES

This section summarizes our experiences from extending 
a COTS data logger with an additional LVC protocol.

4.1 About Pitch Recorder

Pitch Recorder, a COTS 
p r o d u c t ,  i s  a  g e n e r a l 
purpose data logger with 
a rich set of features [11] 
targeted at LVC simula-
tions. It provides parallel, 
synchronized recording of 
the following data streams:

•	 HLA data for any FOM 
with support for HLA 
1.3, 1516-2000 and 
1516-2010 RTIs.

•	 DIS version 4, 5 and 6 
plus experimental PDUs

•	 Audio (for example for 
voice recording).

•	 User defined data 
streams, for example 
national C2 protocols

I n  a d d i t i o n  t o  t h e 
concept of a data stream, 
the Pitch Recorder introduces the concept of channels (see 
Figure 8). For an HLA data stream it is possible to configure 
different channels, for example, for land, sea and air entities 
as well as fire, detonation and radio. Pitch Recorder is not 
locked to any particular FOM and has been used for military, 
security, space, and civilian federations.

All data streams can be recorded, played back, filtered, 
inspected and exported to other programs. Complete 
recordings can also be exported to a package that can be 
sent by e-mail or other file transfer methods. Pitch Recorder 
can be used stand-alone or be embedded into a solution 
and externally controlled by another software application.
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found in LVC air and missile defense simulation exercises, 
like JPOW (Joint Project Optic Windmill) [14].

The Link 16 plug-in for Pitch Recorder was successfully 
tested in the JROADS (Joint Research On Air Defence 
Simulation) simulation environment at TNO. JROADS is an 
extensive simulation tool to support air defense research 
and CD&E for the Netherlands armed forces. At JPOW, 
JROADS has been used for joint experimentation, analysis, 
and mission training for many years. 

5. DISCUSSION

While generating requirements from the use cases, a 
number of challenges became obvious as to how these 
requirements should be implemented. This section summa-
rizes some of them.

5.1 What data do we need to collect?

For many purposes, like after action review or analysis, 
there may be a requirement to use many types of data from 
the simulation. Some of them may be exchanged using 

HLA or DIS during the 
execution. Others may 
be internal variables in 
simulators or physical 
s tates  of  hardware. 
The challenge is how 
to  co l l e c t  t h e  l a te r 
t y p e  o f  d at a .  S o m e 
a p p r o a c h e s  a r e  t o 
publish that data using 
HLA or to introduce a 
separate data stream 
for that data into the 
same or  a  d i f ferent 
d a t a  l o g g e r.  U s i n g 
several data loggers 
creates problems when 
re-synchronizing the 

data. Sending additional data using HLA may only be prac-
tical for a limited set of data. Creating a specialized data 
stream for internal data from an application means a fair 
amount of work. The best approach has to be decided from 
case to case.

a typical “idle rate” of 5000 updates per second. Voice data 
was also recorded using a separate Pitch Recorder since 
voice was handled in a separate federation.

One conclusion from this exercise is that it is important to 
fully understand how to configure the database manager (in 
this case MySQL) in order to guarantee that the data base 
sessions do not time out. Another, more obvious conclusion 
is the importance of powerful hardware to avoid overload 
during busy periods of the exercise.

4.3 Experiences from adding Link 16 support

As an engineering feasibility demonstration, a new data 
stream for Link 16 [5] recording and replay was added to 
Pitch Recorder by TNO. Tactical Data Link traffic like Link 
16 is often emulated in simulation environments. Several 
protocols and wrappers are being used to provide the 
exchange of Link 16 messages between federates. The 
Standard Interface for Multiple Platform Link Evaluation 
(SIMPLE) [13] is widely supported and was selected for the 
engineering feasibility demonstration. The Link 16 data 
stream was added relatively easily to the Pitch Recorder, 
given that a Link 16 
software l ibrar y for 
receiving and sending 
Link 16 messages from/
to a SIMPLE network 
was already available. A 
screenshot of the Link 
16 plug-in is shown in 
Figure 9.

The plug-in frame-
work provides a set 
o f  J a v a  i n t e r f a c e 
classes that a plug-in 
must implement, for 
example, for sending 
and receiving data, and 
for providing a prop-
erty window. Once the plug-in is constructed and compiled 
to a jar file, it is just a matter of dropping the jar file in the 
Pitch Recorder plug-in folder.

One of the reasons to choose SIMPLE Link 16 as a first 
candidate plug-in is to create the ability to record, replay 
and analyze DIS/HLA simulation data in combination with 
Link 16 tactical data. This data stream combination is often 

Figure 9: Screenshot of Pitch Recorder Link 16 recording.
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6. CONCLUSIONS

This paper has presented a number of use cases, require-
ments and challenges for data logging in an LVC environ-
ment. Although the different use cases all have their own 
focus areas with respect to logging, it should be possible 
to provide a solution that fulfils all or most requirements. 
Such a solution must be open and extendable, for example, 
by using a plug-in framework such as in Pitch Recorder. An 
initial demonstrator based on the Pitch Recorder plug-in 
framework has been described in this paper and has shown 
that a new data stream such as SIMPLE/Link 16 can be 
added relatively easily to the Pitch Recorder.

One important conclusion is the need to record several 
types of data in parallel to fully capture the exercise in 
particular in LVC and training applications. This may include 
both standardized data streams, like HLA, DIS and voice as 
well as proprietary data.

Future work on data logging and playback, in particular 
work related to debrief, should not only consider the 
requirements listed in paper, but also look at the work 
of the SISO Distributed Debrief Control Protocol (DDCP) 
Study Group [15]. The aim of the DDCP Study Group is to 
evaluate industry and government interest in developing a 
distributed debrief control protocol standard. Some of the 
requirements in this paper are related to this work.

5.2 Data loggers and data awareness

One of the more difficult questions when designing a 
data logger is to what degree a data logger needs to be 
aware of the data it handles. Playing back data is usually 
more challenging than recording data and will sometimes 
require additional functionality in most participating simu-
lators. Typical examples include:

•	 Handling of the life cycle of a simulated entity. This 
is handled differently in different architectures. If the 
playback of a DIS recording is paused and no data is sent 
for an aircraft for a certain time period, then listeners 
may delete that aircraft (unless all systems implement 
the freeze PDU). For HLA, a related problem is that a data 
logger may send out data for an aircraft that has not 
been created or that has attributes that are owned by 
another system.

•	 Handling of data where certain shared algorithms have 
been agreed. One example is dead reckoning where an 
aircraft has a certain speed that participating systems 
use for predicting its future position. When such data is 
played back at scaled time or even paused there is a risk 
that listeners may interpret the data in an unintended 
way.

•	 Handling of data that needs to be adapted. An example 
is the DIS exercise identification in a DIS data stream. The 
DIS exercise identification may be different on playback. 
Another example is time information. Time information 
may be adapted in order to replay data at another 
simulation time than it was recorded.

As can be seen from these examples a data logger may 
need to have deeper insights into both the simulation stan-
dard used and particular federation agreements.

5.3 Exchanging data that has been logged

It is likely that different organizations may want to use 
different data logging software. The same organization 
may even want to use different software over time or for 
different projects. Therefore, it would be of great value if 
different data loggers could exchange data using a stan-
dardized file format. While the internal format of a data 
logger may be optimized for fast search and execution, a 
data interchange format would be optimized for generality.

One strongly related topic is a long-term data archival 
format that ideally would be the same as a standardized 
data interchange format.
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[10] 11E-SIW-010: Generic Reconstruction and Analysis for 
simulations or live exercises. Euro SIW 2011. R. Witberg 
et al.

[11] Pitch Recorder web page, http://www.pitch.se/
products/recorder
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ABSTRACT  

It has been well over a decade since the last time the 
Naval Sea Systems Command (NAVSEA) performed a 
full blown preliminary and contract ship design. During 
that time period there have been many advances in the 
underlying technology used by design tools, and there 
have also been changes to the design process as well. As a 
result, NAVSEA has the responsibility to evaluate tools and 
processes in order to develop the next generation early 
stage ship design environment so that we do not continue 
to design tomorrow’s ships with yesterday’s tools. This 
paper discusses the role product model technology, high 
performance computing, and early stage design tools can 
play in the development of future naval vessels. The subject 
of design tools will be explored from the perspective of how 
they improve the early stage ship design process as well 
as their role in gaining insights and supporting oversight 
during the detailed design and construction phases of a 
ship’s lifecycle. 

KEYWORDS

•	 CAD - Computer-Aided Design 
•	 CREATE – Computational Research and Engineering 

Acquisition Tools and Environments 
•	 HPC – High Performance Computers 
•	 ONR – Office of Naval Research 
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Systems 

•	 ASSET – Advanced Ship and Submarine Evaluation Tool 
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INTRODUCTION 

Change is a permanent fixture within the US Naval 
Shipbuilding industry, to the acquisition process, and 
within the NAVSEA enterprise. It has been several years 
since an early stage design has been led and completed by 
the government (Keane et al. 2009). Major changes have 
occurred in both the sophistication of software products 
available to the marine industry as well as the available 
computing power. Open architectures and the availability 
of standards for the definition of product model data has 
the potential to improve the early stage design process. Of 
course, many issues arise when establishing a design site, 
but this paper only examines issues of product model tech-
nology, software, and early stage design tools. But one thing 
is for sure, the early stage knowledge embedded within the 
NAVSEA enterprise is retiring. The humans that managed, 
performed, and supported early stage ship design are 
all but gone. If the next generation of early stage ship 
designers are not deliberately trained, mentored, and given 
the tools they need to design 21st century ships within the 
next few years, there is a distinct possibility there will be 
none of the current generation left to pass on the trade. 

 A BRIEF HISTORY 

Up through the 1990’s design sites supporting the 
early stage design of surface ships and submarines were 
commonplace within NAVSEA (Ayers et al. 1998). These 
design sites could be found within NAVSEA office spaces, 
contractors’ facilities, and at the Naval Ship R&D Center in 
Carderock, MD. They were staffed by a mixture of NAVSEA 
and Warfare Center employees and resources obtained from 
local Naval Architecture firms. Depending on the acquisi-
tion strategy, some of the design teams would include 
the shipyards that may be bidding on the detailed design 
and construction. During these bygone days, NAVSEA was 
deeply involved in the use and customization of commer-
cial CAD systems, the continuous evaluation of commercial 
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physics-based analysis tools.  This toolset will be able 
explore many ship design alternatives to populate a feasible 
design space.  This design space will be used to perform 
real time cost-benefit trades on ship requirements during 
the requirements definition process.  A system such as this 
could be used to explore the design space to ensure that 
the correct design is selected before signing a contract to 
build a ship. 

Direction on this was given to NAVSEA in February of 
2008 in a memo from Admiral Sullivan, who was then 
COMNAVSEA, which outline types of tools and tool develop-
ments needed. The memo stated that,  

Accomplishing these ambitious goals will be 
a challenge, but is essential for crafting afford-
able, executable ship programs in an increasingly 
complex national security environment. Previous 
Navy design tool investment has resulted in the 
Advanced Ship and Submarine Evaluation Tool 
(ASSET) for total ship synthesis, and the Leading 
Edge Architecture for Prototyping Systems (LEAPS) 
for integrating a wide range of analysis tools in a 
common data environment. Future tool develop-
ment should build upon these foundations, adding 
capability to meet the goals outlined in this memo-
randum. [Ser 05D/047, 4 Feb 2008] 

ASSET is software that has been built and maintained 
by the Navy at NSWC Carderock for over 25 years, and it is 
currently the principal tool used in earliest stages of ship 
design. ASSET is unique in that it combines ship design 
disciplines into one synthesized whole-ship model that 
represents a balanced design.  A major issue is that ASSET 
does not produce the level of design definition required 
for many of the higher-level analyses required in the later 
stages of ship design.  When a design progresses beyond 
concept design, where a more detailed analysis is needed, 
the design integration provided between disciplines by 
ASSET is lost.  Existing analysis tools typically require their 
own custom format of input data.  Up to 90% of the time 
spent on these analyses is spent preparing the input, 
which often means manually recreating design data that 
was already created in another tool.  This data recreation 
accounts for most of the time, cost, and error associated 
with analysis.  

The effort to solve this time-delay and configuration 
control issue between high-end tools is LEAPS. LEAPS is also 

Naval Architecture tools, and where necessary, the develop-
ment of specific design tools. NAVSEA, as well as any major 
enterprise involved in the design of their products struggled 
with the balance between the use of commercially available 
software and the in-house development of software. This 
problem was compounded by the relatively small size of 
the marine sector coupled with trying to define the Navy’s 
core competencies in software development. During the 
acquisition reform of the mid-nineties, many of the respon-
sibilities traditionally assigned to the NAVSEA engineering 
directorate were transferred to the industrial sector. One 
critical result was less Navy engineering and more Navy 
engineering oversight.  The old adage goes “you forget 
what you hear, you remember what you see, and you know 
what you do.”  Because NAVSEA is not doing ship design, it 
is missing an opportunity to pass on corporate engineering 
knowledge to the next generation of ship designers, ship 
design managers, and design integration managers.  The 
time is ripe for NAVSEA to rebuild its early stage design 
competency.  With improvements in information tech-
nology, we are afforded an opportunity to integrate cutting 
edge information technologies with established analysis 
tools and the knowledge of an aging workforce.  

THE CASE FOR TOOL DEVELOPMENT 

Ships are large and complex products and have a long 
development cycle. It  is widely recognized throughout the 
engineering world that decisions made during the concep-
tual design phase have the largest impacts on cost, perfor-
mance, and schedule.  Many of the critical requirements 
levied on a warship require complex analysis to verify that 
they are met (such as hull fatigue life, vulnerability/shock 
performance, signatures, and topside sensing/communica-
tion performance).  These complex analyses require a high 
level of design definition, which is typically not available 
until the detailed design and construction phase.   In the 
current design paradigm, analysis results that verify if a ship 
design meets its requirements come after their opportunity 
to influence the design. Because of the limited amount 
of tool integration, and a manual ship design definition 
process, the Navy enterprise usually driven to select one 
design alternative early in the design process.  Much of the 
rest of the design effort is spent detailing and reworking this 
single alternative to meet the requirements and cost goals.   

The vision for Navy design tools is to move to a auto-
mated high-end toolset that integrates many informa-
tion dense design definition tools with high fidelity 
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Figure 1 The Integrated Hullform Design Environment  
ties together several hydrodynamics tools 

towards raising the importance of ship design tools in the 
overall design and certification process. In December 2009, 
this position was moved to the NAVSEA 05 Chief Technology 
Office as the Tools Program Manager, further elevating the 
importance of tool development to the NAVEA enterprise. 

In addition to the issue of configuration between disci-
plines, many aspects of ship design do not have sufficient 
tools and models in existence, and increasingly rely on 
engineering judgment and large factors of safety. For 
instance, we are often looking at new and innovative ways 
to estimate a ship’s manning requirements or costs at an 
early stage. But developing and improving the individual 

high-end tools them-
selves is not as simple 
a s  i m p l e m e n t i n g  a 
theory into a computer 
algorithm. Tools need 
t o  b e  v e r i f i e d  a n d 
validated; problems 
must be easy to set up 
and run; geometry and 
mesh generation must 
b e  e a s y  a n d  q u i c k ; 
tools  must  be bui lt 
to run effectively and 
efficiently on highly 
complex  mass ive ly 
parallel  computers; 
and, results must be 
timely.  Many of the 

tools we use are highly specialized, and not used beyond 
the narrow realm of Naval ship design. The results of these 
complex analyses must be visualized and packaged in a 
way that they are easy to understand by both the design 
engineers and program managers such that they can be the 
basis of a smart, timely decision making process. 

A CREATE effort of note is the development of the 
Integrated Hydrodynamics Design Environment (IHDE). For 
ship hydrodynamics a large set of specialized commercial, 
government, and even university built research tools and 
models is used for all aspects of ship hydrodynamics such 
as resistance, seakeeping, stability, and fluid-structure inter-
actions. Most of these tools are highly specialized and only 
experts can run them. The IHDE, now in its second year of 
development, seeks to provide a unified easy-to-use system 
that gives a ship designer the ability to interface more 
directly with these tools. It also has the ability to create 

developed and maintained by the Navy at NSWC Carderock, 
and has been a 15-year effort. At its base LEAPS is a digital 
representation of the ship designed to be expansible to 
include all information necessary to perform any relevant 
analysis and store the results of those analyses for use by 
other analyses.  It is the hub, while detailed discipline-
specific tools represent the spokes in a ship design cycle.  
Careful though and planning is required to bring a LEAPS 
based design and analysis for a new ship to fruition.  What 
design and analysis activities are performed at each phase 
of the design should be planned carefully to ensure that the 
information is created before it is required.  The way that 
design tools interact is directly related to the way we design 
ships,  and the way 
people think about 
design. The process 
that forms the founda-
tion of ASSET reflects 
the roles and respon-
sibilities of NAVSEA at 
the time ASSET was 
created.  Efforts are 
currently underway to 
map the entire ship 
design process so that 
gaps in the ship design 
toolset can be identi-
f ied.   This  map wil l 
also allow NAVSEA to 
engineer and stream-
line the ship design 
process.  This effort is tied to the NAVSEA Tools Roadmap 
development and semi-annual workshops sponsored by 
NAVSEA, ONR, and the CREATE program, but this is a subject 
for another paper. 

CREATE is a DoD program that is focused on tackling 
many of these challenges. The program is run out of the 
DoD High Performance Computers Modernization Office 
(HPCMO). CREATE-SHIPS (a portion of the overall CREATE 
program) is budgeted to spend several million dollars from 
HPCMO over the next few years, and focuses on leveraging 
the modern increases in computational power to develop 
the high-end toolset and enable this process of rapidly 
designing and analyzing large number if ship designs. 
CREATE-SHIPS is a partnership between NAVSEA, ONR, 
HPCMO, and PEO SHIPS. Another positive step at NAVSEA 
was the establishment of the Technical Warrant Holder 
position for Ship Design Tools in October of 2008 as a step 
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competitive in the world market. Whirlpool, Proctor and 
Gamble, Boeing, Ping Golf, and Pratt and Whitney, to name 
a few, have also adopted this new paradigm with similar 
success. 

In addition, Systems Engineering tools and methodolo-
gies such as Set-Based Design along with techniques for 
Design of Experiments and Multi-Disciplinary Optimization 
can help integrate seemingly disparate types of analysis. 
Stochastic analysis, now available to us through automa-
tion and high-speed computing, will not only allow us to 
better capture uncertainty into the design process, but it 
allows several single aspects of a ship design to be explored 
comprehensively on their own before comparing them to 
ensure convergence and feasibility of the ship design as a 
whole. In addition to linking ship structures, hydrodynamics, 
and susceptibility models for instance, the front end can 
link to force models and the back end can link with cost 
and affordability models to provide a full picture to deci-
sion makers so that timely decisions can be made with 
confidence. 

AN INTRODUCTION TO EARLY STAGE SHIP DESIGN 

Decisions made early on in the ship design process have 
large impacts on ship functionality that isn’t quantified until 
the design is mature. Often these impacts are only vaguely 
understood at the outset of the design cycle, and by the 
time that the impacts are fully understood it is too late to 
make significant changes. An example of this could be the 
vulnerability of the ship. In order to asses a ship’s vulner-
ability, a detailed layout of compartments and distributed 
systems is needed. However, early on in the ship design, 
when sizing decisions are made, detailed layouts are not 
available.  A ship designer has little more than rules-of-
thumb on which to base these crucial decisions. With High 
Performance Computing (HPC) as an enabler, the vision is 
to explore all downstream implications of decisions made 
during the initial concept development and apply that 
knowledge as early on in the design process as possible. In 
the vulnerability example used above, for instance, an auto-
mated tool (such as ISA mentioned earlier) could rapidly 
produce a full range of feasible ship arrangements from a 
basic shell of a ship. Then a vulnerability assessment could 
be performed on each of these many design variations and 
the resultant range of achievable levels of vulnerability can 
be fed back to the designer—with all of the high-speed 
computation happening behind the scenes. Thus, the 
designer is instantly aware of the vulnerability implications 
of the sizing and arrangement of the ship. 

input files from ship design data available in the LEAPS 
representation of the ship automatically, and to store the 
results of the analysis back into LEAPS. 

Another software development worthy of discussion 
here is Intelligent Ship Arrangements (ISA), which is a tool 
in its infant stages developed as a research project at the 
University of Michigan and not yet transitioned to Navy 
use. As mentioned earlier, many cases an analysis cannot 
be performed due to a lack of the design definition needed. 
A major hurdle is that ship arrangements—the way that 
compartments and machinery are laid out relative to 
one another—is an intensive manual process and often 
considered more art than science because of the unlimited 
number of viable solutions. This tool looks at the arrange-
ments within a ship’s hull as an industrial engineering 
problem, a hybrid of efficiently packing a box and laying out 
circuitry on a microchip, and arranges the ship according to 
constraints and rules set by the users ahead of time. When 
used in a systematic and stochastic way, and when inte-
grated using LEAPS, having this type of design information 
early in the design process can feed into analyses such as 
manning, vulnerability, producibility, and a number of other 
“ilities” in time to influence major ship design decisions. 

Ultimately, our goal is to shrink the time required to 
generate a sufficient amount of information to make 
informed design decisions early in the ship design process 
before the requirements are set and cost of the ship is 
locked in. By considering an integrated computational ship 
model as a “virtual prototype,” several design iterations 
are possible in a far shorter amount of time than a single 
design-build-test cycle of a traditional prototype. 

One commercial example illustrates what we can now 
achieve with this paradigm. In the early 1990s, Goodyear 
Tire faced intense international competition. Its rivals had 
more engineering design resources, testing capacity, and 
lower production costs—Goodyear was rapidly falling 
behind. To respond and develop a competitive advantage, 
it replaced the traditional engineering process (design, 
build, test, and repeat) that had served it well for more than 
100 years with physics-based computational engineering 
tools to design, mesh, and analyze new products. Engineers 
built and tested just the final, optimized designs, thereby 
reducing Goodyear’s time to market from three years to 
less than a year. The company started producing several 
new designs a year instead of one or two every few years. 
Goodyear is now the largest US tire manufacturer and is 
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Figure 4 - Ship Common Information Model 

rigorous and automated manner. Applications of MDO 
techniques to ship synthesis are ready to be tested and 
implemented and are moving forward.  Due to the highly 
coupled, multivariate nature of the ship design problem, 
MDO will be challenging, but holds great promise as an 
integrating agent. 

THE NAVY BUSINESS MODEL 

It is important at this point in the discussion to recognize 
the business environment in which the Navy designs ships. 
Although the details of ship procurement seem to change 
weekly, the basic initial design process remains generally 
the same. In the initial phase a large design space of many 
options is explored to a low level of fidelity, and with each 
successive phase of the design, guidance is given to the 
designer by a decision maker and the fidelity of the design 
is increased along with a decrease in the range of options 

available. This process is 
depicted graphically in 
Figure 2. As the design 
space starts to become 
d e f i n e d,  h i g h e r  o rd e r 
models can be substituted 
into the Ship Synthesis 
process. HPC tools, such 
as the ones being devel-
oped under the CREATE 
Hydro and Shock projects, 
can become appropriate 
higher order models when 
the design space becomes 
sufficiently defined, and 
as these tools  become 
faster and more accessible, 
they can be used in earlier 
phases of the design.

HPC tools for other disciplines, beyond just hydrody-
namics and shock, need development as well, and an 
analysis of which disciplines hold promising theories that 
are applicable to solution by HPC (i.e., large amounts of 
numerical calculations) should be done, and investments 
should be made in those areas. An example of this is the 
Intelligent Ship Arrangement technique under develop-
ment at the University of Michigan, which was mentioned 
earlier in the paper.  

DESIGN SPIRAL VERSUS SET-BASED DESIGN 

Naval Ship Design involves complex interactions between 
many disciplines, and reconciling the needs of one system 
against others becomes a delicate balancing act. The 
convergence of various discipline-specific ship models 
into a single coherent design is a process that NAVSEA has 
termed “Ship Synthesis,” and is currently chiefly performed 
using the Navy’s in-house tool ASSET. ASSET is made up 
of discipline specific modules (i.e., hull geometry, gross 
arrangement, hull structural design, resistance and propul-
sion, power plant sizing, weight estimation, and area/
volume sufficiency analysis).  ASSET performs synthesis 
between these modules using a design spiral approach. 
This means that disciplines are analyzed one at a time 
before moving to the next one, and multiple iterations are 
performed through the spiral process in order to converge 
into a single solution. Each loop is a serial process that 
must be done in order, 
and control of each design 
variable must be carefully 
managed.  The modules in 
ASSET are highly coupled 
s o  t h a t  t h e  d y n a m i c 
process of synthesis is 
stable and converges on a 
solution. 

In a Set-Based Design 
approach, which has been 
identified as a preferred 
approach for the develop-
ment of future U.S. Naval 
design efforts, discipline-
specific designs are done 
in parallel across a broad 
design space. This process 
is designed to improve the 
flexibility of the design by delaying key decisions until the 
design space is fully understood, but the parallel nature of 
the approach also makes it an ideal fit for HPC application. 
Currently, set-based design, as practiced in the Navy’s Ship-
to-Shore Connector program, relies on engineering interac-
tion and judgment for creating the set information from 
each discipline and integrating the results from multiple 
disciplines in order to find a set of possible solutions. But 
techniques known as Multi-Disciplinary Optimization (MDO) 
offer the infrastructure for integrating the set based design 
theory into Navy ship design tools in a mathematically 
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the design is explored in more detail using HPC tools, and a 
Behavior Model is developed from the results. This Behavior 
model can then be incorporated back into a Ship Synthesis 
in the next design phase. A similar approach to this was 
taken during the ONR HSSL effort, where seakeeping and 
resistance Behavior Models were developed based on para-
metric hullform changes, and these Behavior Models were 
used as part of Ship Synthesis. Using HPC, this effort was 
able to build these Behavior Models in two to three days 
rather than the 5,000 plus hours of computing time that it 
would have taken otherwise.  

 Several mathematical models exist for developing 
Behavior Models, including 
polynomial splines, neural 
networks,  and Kriging, 
and some are more appro-
p r i ate  t h a n  o t h e r s  fo r 
certain applications. These 
methods need to be char-
acterized and developed 
into software that works 
within the Nav y ’s  ship 
design infrastructure and 
can be used in a parallel 
computing environment. 

LEADING EDGE 
ARCHITECTURE  

FOR PROTOTYPING FOR 
SYSTEMS 

LEAPS is a Navy developed environment for storing 
information about ship designs. It functions as a database 
that is capable of storing multiple ship concepts, including 
detailed geometry information, numerical design informa-
tion, system attribution, and behavior objects. A further 
discussion of LEAPS as a product model is discussed later 
in this paper. 

Currently, CREATE Ships has funded the University of 
Michigan to update the database structure of LEAPS to 
enable queries to be made in parallel, enabling the use of 
LEAPS in a highly parallel computing job such as running 
many designs through multiple scenarios in a seakeeping 
analysis.  

The DOD CREATE program, along with NAVSEA, is 
also currently developing the capability within LEAPS 

ASSET EVOLUTION 

The vision for future ASSET is to expand its ship defini-
tion and analysis capability.  Ship definition capability 
will be greatly enhanced through the use of a 3D NURBS 
based geometry definition/manipulation, arrangements, 
and component placement capability.  This capabiltiy will 
come through the conversion of the ASSET data model into 
a LEAPS data model.  This will allow the rapid turnaround 
between this design tool and higher fidelity physics models 
that require complicated mesh-able geometry and detailed 
ship design information.  Arrangement details such as 
topside design and distributed system routing/architecture 
will make it possible to 
assess topside effective-
ness and vulnerabil i ty 
during concept design.  
Pre-defined components 
will be stored in a LEAPS 
database and used in the 
ASSET model.  ASSET will 
be run in a batch mode 
to  create  hundreds or 
t h o u s a n d s  o f  fe a s i b l e 
design variants that will 
be analyzed to determine 
their effectiveness. 

USING BEHAVIOR 
MODELS 

In order to use higher order models within a Ship 
Synthesis process and get results in a timely manner, the 
results of many runs of the higher order models must 
be abstracted into a “Behavior Model.” These are some-
times also referred to as “Surrogate Models,” or “Response 
Surfaces.” The idea behind a Behavior Model is that from 
many discrete points in a design space, a continuous func-
tion can be closely fit, and that function can be queried 
instantaneously rather than re-running the computation-
ally intensive higher order model. In this way, the Ship 
Synthesis process using full physics models can be done in 
real time. The design space can be explored or an optimiza-
tion performed in a reasonable timeframe by a single user. 
Done in this manner, several higher order models in several 
disciplines can be run in a highly parallel way over a broad 
range of design space prior to the Ship Synthesis process. 
Figure 2 illustrates the process of defining a feasible design 
space in an initial phase of the design. Later an aspect of 

Figure 2 - As the fidelity of the design increases,  
the design space under consideration gets smaller.
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PRELIMINARY/CONTRACT DESIGN 

In the preliminary design phase, ship designers will 
continue to explore sets of potential design alternatives, 
but now to a higher level of fidelity and a less broad range. 
Design integration of a set based preliminary design will 
be challenging. Design space visualization is required to 
understand the whole ship impact of design decisions. As 
mentioned above, ASSET will be further integrated with 
LEAPS, so that higher fidelity preliminary design information 
can replace the lower fidelity concept design information 
initially generated by the program. The program will also 
allow multiple users to work in parallel on different parts 
of the ship to speed the design definition process. In this 
phase of the design, the synthesis process will be much 
more focused on individual aspects of the design, which 
will be worked in great detail, whereas larger scale changes 
will be less common. 

The Graphical User Interface (GUI) for ASSET will need 
to be much improved. ASSET of the future will feature 

a  G U I  t h a t  g u i d e s  t h e 
user through the design 
process. The new GUI will 
a l low the user  to have 
point-and-click subdivision 
definition and interactive 
arrangement capability 
that will allow the user to 
see and manipulate the 
design in three dimensions. 
This  GUI wil l  al low the 
user to place machinery 
components, place topside 
equipment, and define 
distributed system runs 
using a three dimensional 
r e p r e s e n t a t i o n  o f  t h e 
ship.  The ability to place 
topside equipment on the 
three dimensional product 
model of the ship will allow 
ASSET to perform topside 
design. ASSET will  also 
be able to interface with 

physics based topside analysis tools using a LEAPS interface.  
A topside design utility will feature a complete library of 
existing topside sensors, where pertinent design informa-
tion has been pre-populated.  The user will be able to define 

to parametrically distort a parent hullform so that a 
large design space can be created and run through HPC 
analysis tools such as those accessible from the Integrated 
Hydrodynamics Design Environment. This hullform manipu-
lation toolkit is also an enabler for doing set-based design 
of the hullform in parallel with other aspects of the ship. 

PLANNED TOOL IMPROVEMENTS  
FOR THE CONCEPT DESIGN PHASE 

In the concept design phase, the ship design organization 
should explore large sets of potential design alternatives 
using design space exploration and visualization methods.  
To use this method, an automated toolset is needed that 
can rapidly populate a design space with performance, cost, 
and risk data. There are several areas of improvement that 
have been identified to fill in a complete toolset for concept 
design. As we continue to identify and prioritize these, 
actions should be taken to improve those areas.  

During this phase the level of detail may be relatively low, 
but the design is extremely 
dynamic. The process is 
dominated by synthesis 
tools and low level anal-
ysis. The emphasis during 
this phase is to identify 
solutions that are feasible. 
The majority of the design 
effort is performed using 
A S S E T  a n d  a  h o s t  o f 
analysis tools that wil l 
quickly at a low level of 
detail identify windows 
of feasibility considering 
many variables including: 
cost, weight, arrangeable 
space, powering, and many 
others (Doerry 2009). The 
plan is to improve ASSET, 
build/integrate additional 
design and analysis tools, 
a n d  p rov i d e  a  t i g hte r 
integration with LEAPS 
(NAVSEA 05D 2008).  

There are several products that are planned. These 
include Force Architecture Assessment and Operational 
Effectiveness Analysis. Plans are to integrate all of the design 
information into the LEAPS schema. 

Figure 3.  Higher order models used in successive  
design phases in the Ship Synthesis process can be  

Behavior Models created from HPC results. 
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that a limited portion of the arrangement function will be 
performed in an automated manner using the Intelligent Ship 
Arrangements (ISA) tool.  

This evolving functional arrangement continues to be 
closely coupled to the hullform, many times requiring 
analyses typically associated with the concept phase.  
During this phase the level of detail is increasing, and more 
importantly the ship design is maturing. This enables more 
types of analysis to be performed in order to validate that 
the design meets the requirements. These types of analysis 
include; stability, vulnerability, survivability, shock, and a 
more in-depth evaluation of structural strength and fatigue 
performance, and hydrodynamic performance.  

COTS VS. ORGANIC 

This question has been haunting NAVSEA forever. During 
the mid 1980’s it became especially contentious in an era 
nostalgically referred to as “the CAD wars.” One faction was 
adamant that the only way NAVSEA could obtain design 
tools, including drafting tools was to have them developed 
in-house. The other faction was equally as adamant that the 
CAD industry could provide all tools necessary to support 
early stage ship design. We have since learned that a combina-
tion of COTS and organic design tools are necessary; although, 
we are not always properly performing this trade-off. We 
have also learned that most of the time COTS tools require 
some amount of customization to be useful for Navy design 
applications. The reality is that even the organic tools require a 
formal set of processes to ensure that they are used correctly. 
If a COTS package has the capability required, can reasonably 
be integrated into the design process, and proves to be the 
most cost effective solution, it should be used. NAVSEA has 
limited resources to develop and maintain in-house software, 
and it should be used to develop core Navy capabilities that 
commercial industry has no incentive to develop on its own.  

INTEGRATING DESIGN TOOLS 

The Navy’s plan is to implement LEAPS as the method for 
integrating the design information, and in many cases, inter-
acting design tools. There are two options to using LEAPS as 
the design tools integrator. Option one is to modify design 
tools to directly use the LEAPS repository as their native 
database format. Option two is to create a translator that 
will extract that information required for performing the 

the necessary distributed system runs that will allow the 
ASSET model to be used to populate the data necessary for 
vulnerability analysis.  This will enable vulnerability analysis 
earlier in the design process.  The ASSET GUI will allow 
the user to do general arrangements of the ship design, 
enabling the functional allocation of space to be made in 
the ship design process.  This capability will allow the user 
to consider modularity during the design, and quantify how 
the placement of modules affects the general arrangement.   
Automated internal and topside arrangement capability 
is currently under development in the Intelligent Ship 
Arrangement tool.   

A mission system component catalog will be developed.  
This data will be captured in a LEAPS database of group 400 
(sensors and communications equipment) and group 700 
(weapons) systems that are found in existing ships, or being 
considered for future ships.  The pedigree of the informa-
tion will be stored in the LEAPS database along with each 
component to indicate if the system attributes are “as built” 
or were captured at some “non-final” stage.  This database 
will be accessible and used as a primary payload database 
for ASSET.  The component catalog will contain the compo-
nent attributes necessary to determine the ship impact 
and perform the necessary analysis.  The information will 
contain weight, area/volume, power, cooling, component 
specific location restrictions, and the specifics required for 
analysis (such as electromagnetic emissions).  This data will 
be mined from certified data sources, and will, therefore, 
become the authoritative data set that can be referenced 
and used for future design studies.  A process will be put 
into place to guide a user through the proper population of 
a mission system into ASSET.  A mission system configura-
tion utility will be added to ASSET to guide the user through 
a selection and placement process.  

Functional Arrangement 

During the preliminary design a greater emphasis is placed 
on optimizing the general arrangement by considering the 
location of equipment, outfitting, and routing lanes. The first 
iteration of the preliminary design LEAPS model is a product 
of the ASSET synthesis developed during the concept phase. 
The current process is heavily dependent upon commercial 
CAD tools where the geometry manipulation capabilities 
of the CAD system can be used to detail the arrangement. 
This process is heavily dependent on the existence of a reli-
able and efficient data exchange capability. It is envisioned 
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Surely maintaining LEAPS as a standard for ship design data 
must be recognized as a Navy core capability.  

One of the major technical hurdles will be the method 
for providing this information to prospective bidders. 
From the perspective of the Navy, the easiest path would 
be to provide access to the LEAPS repository on a Navy 
controlled Integrated Product Data Environment. Another 
option worthy of exploration is to provide that informa-
tion in a standards based neutral format. At this time the 
leading candidate for a neutral approach makes use of the 
Standard for the Exchange of Product Model Data (STEP). 
Although this may be the major milestone that would 
require digital data to be provided by the Navy, it is not the 
only time. The exchange of digital data is something that 
will be performed in a near continuous fashion to support 
collaboration during a lifecycle phase.   

OBTAINING INFORMATION FROM “THE OUTSIDE” 

Data exchange is required in both directions, especially 
to support a collaborative effort. During the Preliminary 
and Contract Design phases, there is a high probability that 
information will be required which has been developed 
outside of the NAVSEA design tools environment. Not only 
may it be useful to obtain data that may have been devel-
oped and created by shipbuilders, using their production 
oriented tools, but from a myriad of other sources as well. 
These data sources may include equipment suppliers, 
weapons system integrators, and as we migrate to an “open 
architecture,” the pool of qualified suppliers will expand 
significantly. In recognition of this environment, NAVSEA 
and the commercial shipbuilders through the National 
Shipbuilding Research Program are working to identify the 
minimum set of information that needed to define a ship 
and ships systems. This Ship Common Information Model 
(NSRP 2008) is a multidisciplinary view of product model 
data and transcends life cycle phases as shown in figure 4. 
It is envisioned that this view will be developed in collabo-
ration by NAVSEA 04, NAVSEA 05, the shipbuilders, and 
suppliers of design tools and Product Data Management 
tools. The owner of a specific piece of the Ship Common 
Information Model may have their own requirements but 
the content will be balanced since the stakeholders span 
the entire ship lifecycle. 

The data obtained from the outside concentrates on 
the as-designed arrangement. Typically, NAVSEA would 
like to obtain the geometry and associated non graphical 
data in suitable detail and format to enable independent 

analysis and upon completion of the analysis will write the 
results back to the LEAPS repository. The first option is best 
for new tool development, while the second option may be 
more palatable for existing tools. 

LEAPS AS A SOFTWARE ENVIRONMENT  

LEAPS is a very powerful software environment that 
includes a CAD and math engine, and several useful toolkits. 
Both the LEAPS software and all of the supporting docu-
mentation is now approved for unlimited distribution, and is 
available to software developers for free if they want to use 
and even distribute it with their software. In return, the Navy 
hopes to have available many more software tools with the 
innate ability to extract and save ship data to LEAPS files. 
This year, we will be making LEAPS even more accessible 
by creating a web-based community of developers, where 
questions and examples can be exchanged, and LEAPS 
software and documentation downloaded. In addition, we 
continue to expand the user community of LEAPS through 
navy sponsored software development, where use of LEAPS 
is made contractual. 

PROVIDING INFORMATION TO “THE OUTSIDE” 

Digital product models have the ability to provide much 
more information about a ship than paper drawings. 
Information on design intent, engineering analyses, and 
inter-relation of systems can all be presented together, but 
as a technology the Navy is still learning to use it effectively. 
The issue, as we have learned, is that digital data formats 
come and go, and the lifetime of a CAD system is often 
shorter than the lifetime of a class of ship. Whereas, storing 
paper drawings amounts to a fairly trivial task, storing digital 
data has issues with computer systems, operating systems, 
and software systems that are all constantly changing and 
evolving. LEAPS provides the opportunity for the Navy to 
be stewards of their own digital data. Rather than relying 
on the constantly changing tide of the commercial sector, 
by defining and maintaining the LEAPS standard, the Navy 
can ensure that its own digital data stands the test of time. 
The optimal solution is a neutral file format that is not only 
product model agnostic, but transcends all phases of the 
ships lifecycle. The reality is that a compelling case can be 
made for archiving the native data along with one or more 
neutral representations. The key lies in having a thorough 
understanding of the context in which each format has the 
advantage and the pedigree of the information while main-
taining strict configuration control.  (Rakow, et. al. 2009) 
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The Navy does not do detailed design of ships, but during 
detailed design the Navy has a continued responsibility to 
be a smart customer by a continuous process of accepting 
data for review and performance analysis.  As the design 
matures, NAVSEA does not need manufacturing data, but 
does need geometry structure, arrangements, and parts 
catalog data for systems and payloads.  The component 
catalog data that is captured in LEAPS for new class specific 
systems will then be available for future preliminary designs, 
and can be easily accessed to assess commonality of future 
designs with those of the past.   

THIS IS ONLY THE BEGINNING 

This paper discussed the emerging tools, modeling, and 
product data integration environment being developed to 
support early stage naval ship design. It is true that Naval 
ship design was performed well before any of the advanced 
computational capabilities we seek today were available, 
but with NAVSEA at less than a quarter of the size it was 
in the eighties, the rising cost of ships, and the increasing 
complexity of technology, we cannot afford to not have 
the most powerful tools available. Unfortunately, this is 
balanced by the current budget for tool development also 
standing at about a quarter of what it was in the eighties 
(not adjusted for inflation). So the challenge grows tougher 
as we continue to develop tomorrow’s ships with yester-
day’s tools. 

analysis to validate that the design meets the requirements. 
This means, in addition to the as-designed arrangement, 
NAVSEA will look to the shipbuilder to provide design 
data such as the (a) molded forms suitable for defining a 
general arrangement, (b) scantling level of detail of struc-
ture to support structural (and other types of ) analysis, (c) 
functional distributed systems model (i.e., path, compo-
nents, and connections), (d) compartmentation, including 
accesses, opening, and tightness, and (e) some fundamental 
equipment properties (i.e., weights, centers, electrical 
loads). The availability of this data is a key element in 
enabling NAVSEA technical warrant holders and engineers 
to operate within the NAVSEA 05 tools environment, in 
accordance with VADM Sullivan’s vision as stated in the 2008 
memo (ref: Ser 05D/047 dtd 4 Feb 2008). It will also provide 
accurate data of value to the NAVSEA 04 community as they 
prepare to provide support for ships after they are delivered 
to the fleet. 

DETAILED DESIGN 

As a ship design progresses, the responsibility of “detailed 
design” is handed off to industry, and the types of models 
used for the design, primarily CAD and manufacturing 
models, are fundamentally different than the physics-based 
ship performance models used within the Navy. At the time 
the detailed design contract is awarded, the physics–based 
analysis to ascertain whether the ship meets its require-
ments should be complete, and the ship design configura-
tion should be fixed.  A crucial challenge will be the ability 
to translate the shipyard’s detailed design data back into a 
digital format appropriate for meshing and analyzing the 
performance of the designs. The lifetime of a ship class from 
the time the lead ship is conceived to the time the final 
ship is retired far exceeds the lifetime of any commercial 
ship design or CAD tool, and yet computer-based analysis 
is needed throughout the ships’ life for refits, upgrades, or 
damage incidents. It is crucial as well that the Navy become 
stewards of the digital ship design data for their assets. 
These are two more reasons why the Navy must continue to 
not only build and maintain the LEAPS system, but enforce 
its use. 
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