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FOREWORD

The U.S. Environmental Protection Agency is charged by Congress with protecting the Nation’s
land, air, and water resources. Under a mandate of national environmental laws, the Agency strives
to formulate and implement actions leading to a compatible balance between human activities and the
ability of natural systems teupportand nurturdife. To meetthese mandates, EPA’s research
program is providinglata andechnicalsupport forsolving environmental problenteday and
building a science knowledge base necessary to manage our ecological resources wisely, understand
how pollutants affect our health, and prevent or reduce environmental risks in the future.

The National Risk Management Research Laboratory is the Agency’s center for investigation of
technological and management approaches for reducing risks from threats to human health and the
environment. The focus of the Laboratory’s research program is on methods for the prevention and
control of pollution to air, land, water, and subsurfaceuress; protection of water quality in public
water systems; remediation of contaminated sites and ground water; and prevention and control of
indoor air pollution. The goal of this research effort is to catalyze development and implementation
of innovative, cost-effective environmental technologies; devesgntific and engineering
information needed by EPA to support regulatory and policgidas; and provide technical support
and information transfer to ensure effective implementation of environmental regulations and
strategies.

The use of computer-based models for ground-water model predictions continues to proliferate,
and has become an integral part of most site investigation, management and remedial decision-making
activities. The reliability of these assessments and decisions noeshbestrated through evaluation
of the correctness of the conceptual model,avelability and quality of modedata,and the
adequateness of the predictieels, or computer-basadodels. Thigeport presentssues and
approaches related to the testing of computer codes utilized in predicting ground-water responses.
It is the intent of this report to provide the ground-water modeling community with a useful tool for
the evaluation of computer codes during both the development and acceptance stages of model
application. Theeportalso includeshree MathCAD worksheets containiagalytical solutions
discussed in the testing procedures.

Clinton W. Hall
Subsurface Protection and Remediation Division
National Risk Management Research Laboratory



ABSTRACT

Effective use of ground-wateimulationcodes asnanagement decisidools requires the
establishment of their functionality, performance characteristics, and applicability to the problem at
hand. This is accomplishédroughapplication of a systematic code-testprgtocoland code
selection strategyThis reportdescribes a code testipgotocol,containingtwo mainelements:
functionality analysisand performance evaluation. Functionaditalysis isthe description and
measurement of the capabilities of a simulatiotle. Performance evaluation concerns the appraisal
of a code’s operational characteristiegy(,computational accuracy aefficiency, sensitivity for
problem design and modparameters, and reproducibility). Furthermore, tajgort discusses
applicability assessmenmte., providing information on a code’s capabilities in simulating complex,
real-world ground-water problems.

The protocol for testing and evaluation of a code’s functionality and performance consists of a
series of steps and procedures. First, the code is analyzed with respect to its simulation functions and
operational characteristics. This is followed by the design or selection of relevant test problems, the
so-called test strategy. The set of test problems is chosen such that all code functions and features
are addressed. Results of the testing are documented in tables and matrices, which provide a quick
overview ofthe completeness of the testing, in various typas@imative graphs, and with a set
of statistical measures indicativetbe test resultsThe actual testingpaytake theform of: (1)
benchmarking using known, independently derived solutions; (2) intracomparison using different code
functions inciting the same system responses; (3) intercomparison with comparable simulation codes;
or (4) comparison with field or laboratory experiments. The results of the various tests are analyzed
to identify performance strengths and weaknesses of code and testing proceduriasal Jtep
consists of documentirthe results imeportform, archivingthe baselinedtcode andestfiles, and
communicatinghe results to thdifferent audiences in an appropriate format. The results of code
testing areanalyzed using standardized statistical and graphical techniqugseardtedising
informative tables, tabular matrices, and graphs.

The protocol is demonstrated and evaluated using the three-dimensional finite difference flow and
solute transport simulation code, FTWORK.
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EXECUTIVE SUMMARY

INTRODUCTION

Reliability of ground-watermodel predictiongypically depends on the correctness of the
conceptual model, the availability and quality of model data, and the adequateness of the predictive
tools. In ground-water modeling, the predictive tools consist of one or more computer codes for data
analysis, system simulation, and presentation of restilts reportfocuses on the testing of the
computer codes used in predicting ground-water responses. The importance of this aspect of ground-
water nodeling is illustrated byhe efforts currently undevay withinthe American Society for
Testing and Materials (ASTM) to codify the systematic description and the testing of the capabilities
of ground-watemodelingcodes, andvithin the American Society o€ivil Engineers (ASCE) to
provide guidance on this issue.

The development of a ground-water modeling code typically consists of: 1) definition of design
criteria and determination of applicalsieftware standards and practices; 2) the development of
algorithms and program structure; 3) computer programming; 4) preparation of documentation; 5)
code testing; and 6) independent review of scientific principles, mathematical framework, software
and documentation. PropQuality Assuranc€QA) requires thatvhenthe development of a
ground-water modeling code is initiated, procedures are formulated to ensure that the final product
conforms with the design objectives and specifications, and that it correctly performs the incorporated
functions. These procedures cover the formulation and evaluation of the code's theoretical
foundation and coddesign criteriathe application of coding standards and practices, and the
establishment of the code's credentials through review, systematic testing of its functional design, and
evaluation of its performance characteristics. The two major approaches to achieve acceptance of
a ground-water modeling code are: 1) the evaluation or (peer) review process covering all phases of
the codedevelopment; and 2) quantitative comparison with independently obtiatedor the
reference ground-water system.

CODE TESTING

A systematic approach to code testognbines elements efror-detection, evaluation of the
operational characteristics tife code, andssessment of iguitability to solvecertain types of
management problems, with dedicatedt problems, relevantest data setsand informative

Xii



performance measures. The results of code testing are expressed in termectifesge.qg.,in
comparison with a benchmarkgliability (e.g, reproducibility of results, convergence and stability
of solution algorithms, and absence of terminal failueggiencyof coded algorithms (in terms of
numericalaccuracy versus code execution time, and memorynasd storage requirements), and
resources requiretbr model setup and analysie.q, input preparation time, effort needed to make
output ready for graphic analysis).

The code-testing protocol described in this report is applied in a step-wise fashion. First, the code
is analyzed withiespect to itsimulation functions and operational characteristics. Potential code
performance issuegeidentified, based oanalysis of simulatedrocesses, mathematical solution
methods, computdimitations and execution environment. This is followed by the formulation of
a test strategy, consisting of design or selection of relevant test problems. The set of test problems
is chosen such that all code functions and features of concern are addressed. Results of the testing
are documented in tables and matrices providing an overview of the completeness of the testing, in
various types of informativgraphs, and with set ofstatistical measures. The actual testing may
take the form of benchmarking using known, independently derived solutions, intra-comparison using
different codefunctions incitingthe same system responses, inter-comparison with comparable
simulation codes, or comparison with field or laboratory experiments. It is important that each test
is documented with respect test objectives, modesetup for both the tested code and the
benchmark, if applicable (structure, discretization, parameters), and results for each test (for both the
tested code and the benchmark).

Functionalitypf a ground-water modeling code is defined as the set of functions and features the
code offers the user in terms wiodel framework geometry, simulatpdocesses, boundary
conditions, and analytical and operational capabilities. The code's functionality needs to be defined
in sufficient detailfor potential users to assess the coddlity, as well as to enablhe code
developer todesign a meaningful code testistrategy. Functionality analysisinvolves the
identification and description tiie code’s functions, and the subsequent qualitative evaluation of
eachcode function or group of functions for conceptual correctness and error-free operation. The
information generated by functionality analysis is organized into a summary structure, or matrix, that
brings together the description of cddactionality, code-evaluatiostatus, and appropriate test
problems. Thigsunctionality matrixis formulated by combining a complete description of the code
functions and features withe objectives of the test cases. The functionality matrix illustrates the
extent of the performed functionality analysis.

Xiil



CODE TESTING AND EVALUATION PROTOCOL

step 1

step 2

step 3

step 4

step 5

step 6

step 7

step 8

analyze the code documentation with respect to simulation functions, operational features,
mathematical framework, and software implementation;

identify code performance issues based on understanding of simulated processes, mathen
methods, computer limitations, and software environment;

develop testing strategy that addresses relevant code functionality and performance issues
including selection and/or design of test problems and determination of appropriate evaluaf

measures;

execute test problems and analyze results using selected graphic and statistical evaluation
techniques;

collect code performance issues and code test problems in overview tables and display
matrices reflecting correctness, accuracy, efficiency, and field applicability;

identify performance strengths and weaknesses of code and testing procedure;

document each test setup and results in report form and as electronic files (text, data, resu
graphics); and

communicate resultg (g, executive summary, overview report. etc.).

atical

on

w

Performance evaluatiois aimed at quantitatively characterizing the operational characteristics
of the code in terms of:

» computational accuracy and efficiency;

o operational reliability;

» sensitivity for problem design and model parameters; and

» level of effort and resources required for model setup and simulation analysis.

Results of the performance evaluation are expressed bottedhlists and in tabuldorm.
Reporting on performance evaluation should provide potential users information on the performance
as a function of problem complexity and setup, selection of simulation control parameters, and spatial
and temporal discretization. The functionality matrix and performance tadgesherwith the
supporing test results and comments, should provide the information needed to select a code for a
site-specific application and to evaluate the appropriateness of a code used at a particular site.
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TESTING STRATEGY

Comprehensiveesting of a codeinctionality and performance is accomplishieugh a
variety of test methods. Determining the importance of the tested functions and the ratio of tested
versus non-tested functions provides an indication of the completeness of the testing. Based on the
analysis of functionality and performance issues, a code testing strategy is developed. An effective
code testing strategy consists of:

» formulation of test objectives (as related to code functionality and performance issues), and
of test priorities;

» selection and/or design of test problems and determination of type and extent of testing for
selected code functions;

» determination of level of effort to be spent on sensitivity analysis for each test problem;

» selection of the qualitative and quantitative measures to be used in the evaluation of the
code’s performance; and

+ determination of thdevel of detail to be included ithe test reporand the format of
reporting.

In developing the code testing strategy, code applicability issues should be considered in terms of the
types of ground-water management problems the code is particularly suitable to handle. Specifically,
attention is given in the design of test problems to representative hydrogeology, engineering designs,
and management scenarios.

The test proceduracludesthreelevels oftesting. At Level I, a code is tested for correctness
of coded algorithms, code logic and programming errors by: 1) conducting step-by-step numerical
walk-throughs of the complete code or through selected parts of the cqaefo?iningsimple,
conceptual or intuitivéestsaimed at specific code functions; and 3) comparing with independent,
accurate benchmarks.§, analytical solutions). If the benchmark computations themselves have been
made using a computer code, this computer code should in turn be subjected to rigorous testing by
comparing computed results with independently derived and published data.

At Levelll, a code is testetb: 1) evaluate functions not addressed at Level I; and 2) evaluate
potentially problematic combinations of functions. At this level, dedéng is performed by
intracomparisonife. comparison between runs with tsemecodeusing different functions to

XV



represent a particular feature), and intercomparisen ¢omparison between differenbdes
simulating the same problem). Typically, synthetic data sets are used representing hypothetical, often
simplified ground-water systems.

At Level lll, a code (and its underlying theoretical framework) is tested to determine how well
a model's theoretical foundation and computer implementation describe actual system behavior, and
to demonstrate a code&dpplicability torepresentativdield problems. At this leveltesting is
performed by simulating a field daboratory experiment and comparitite calculated and
independently observed cause-and-effect responses. Because medseseaf model input, system
parameters and system respongessamples ofthe real system, thegherentlyincorporate
measurement errors, are subject to uncertainty, and may suffer from interpretive bias. Therefore, this
type of testing will always retain an element of incompleteness and subjectivity.

The test strategy requires that first Level | testing is conducted (often during code development),
and, if successfullgompleted, this is followed by Levelt8sting. The codenay gain further
credibility and user confidence by subjecting iL&vel 3testing (.e., field orlaboratory testing).
Although, ideally, code testing should be performed for the full range of parameters and stresses the
code is designed to simulate, in practice this is often not feasible due to budget and time constraints.
Therefore, prospective code users need to assess whether the documented tests adequately address
the conditions expected in the target application(s). If previous testing has not been sufficient in this
respect, additional code testing may be necessary.

EVALUATION MEASURES

Evaluation of code testing results should be based on: 1) inspaiction of thegraphical
representation of variables computed with the numerical model and its benchmark; and 2) quantitative
measures of the goodness-of-fit. Such quantitative measuessloationor performance criteria
characterize the differences between the results derived with the simulation code and the benchmark,
or between the results obtained with two comparable simulation codes.

Graphical measures are especially significant to obtain a first, qualitative impression of test results,
and to evaluate test results that do not lend themselves to statistical analysis. For example, graphical
representation of solution convergence characteristepg indtate numerical oscillations and
instabilities in the ietion process. Practical considerations may prevent the use of all data-pairs in
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the generation of graphical measures. The conclusions from visual inspection of graphic
representations of testing results are described qualitatively (and subjectively).

Usefulquantitative evaluation measures for code testinylegn Error(ME), defined as the
mean difference (i.e., deviation) between the dependent variable calculated by the numerical model
and the benchmark value of the dependent variabMe@h Absolute Erro(MAE), defined as the
average of the absolute values of the deviatiorBp8itive Mean Erro(PME) and\egative Mean
Error (NME), defined agshe ME for the positive deviations and negative deviatrespectively;
4) Mean Error Ratio(MER), a composite measuredicating systematic overpredicting or
underpredicting by the code; B)aximum Positive Erro(MPR) andMaximum Negative Error
(MNE), defined aghe maximumpositive and negative deviation, respectively, indicating potential
inconsistencies or sensitive model behavior; afRb®} Mean Squared ErrdRMSE), defined as
the square root of the average of the squared differences between the dependent variable calculated
by the numerical model and its benchmark equivalent.

Various computedariablesmay bethe focus of graphic or statistical comparisoduding
hydraulic headgin space and time), head gradients, glotater balance, internal and boundary
fluxes, velocities (direction and magnitude), flow path lines, capture zones, travel times, and location
of free surfaces and seepage surfaces, concentrationsflurass andboreakthrough curves at
observation points and sinks (wells, streams).

DISCUSSION

The functionality analysis and performance evaluation protocol presented in this report provides
a comprehensivflamework for systematic and in-depth evaluation of a varietyafnd-water
simulation codes.While allowing flexibility in implementation, it secures, if propedypplied,
addressing albotential coding problems. It should beted that the protocol does neplace
scientific reviewnor the use of sourgrogramming principles. Most effectivetie code testing
under the protocol should be performed as part of the code development process. Additional testing
in accordance with the protocol may be perforomeder direction of regulatory agencies, or by end-
users. If properly documented, code testing in accordance witirdtaeol supporteffective
independent review and assessment for applicatidability. As suchthe protocol contributes
significantly to improved quality assurance in code development and use in ground-water modeling.
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1. INTRODUCTION

1.1. BACKGROUND

Ground-water modeling has become an important methodology in support of the planning and
decision-making processes involved in ground-water management. Ground-water models provide
an analytical framework for obtaining an understanding of the mechanisms and controls of ground-
water systems and the processes that influence their quality, especially those caused by human
intervention in such systems. For managers of water resources, models may provide essential
supportfor planning and screening of alternative policies, regulations, and engineering designs
affecting ground-water. This is particularly evident with respect to ground-water resources
development, ground-water protection, and aquifer restoration.

Assessment of the validity of modeling-based projections is difficult and often controversial
(e.g.,van der Heijde and Park, 1986; Tsang, 1987; Tsang, 1991; Konikow and Bredehoeft, 1992;
Bredehoeft and Konikow, 1993). The four major components contributing to the success or failure
of a modeling exercise are:

« the avalilability of field informationi.e., quality and completeness of data);

« the correctness of the conceptual site model and the level of detail in the model
schematization;

« the type and quality of the analytical toa@sy( geostatistical and hydrogeological
software), and

+ the competence of the team of experts involved in the preparation of the modeling-based
advice.

As computer codes are essential building blocks of modeling-supported management, it is crucial
that before such codes are used as planning and decision-making tools, their credentials are
established and their suitability determined through systematic evaluation of their correctness,
performance, sensitivity to input uncertainty, and applicability to typical field problems. Such a
systematic approach, in this report referred tmds testing and evaluation protocsthould consist
of evaluation or review of the underlying physical concepts and mathematical model formulations,

1
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a rather qualitative process, and extensive code evaluation and testing, a more quantitative process.
Without subjecting ground-water simulation code to systematic testing and evaluation, results
obtained with the code may suffer from low levels of confidence (van der Heijde and Elnawawy,
1992).

Code testing (or model testing if the underlying principles are explicitly evaluated) is
significantly more than determining that “the code worke’, the modeler’s aim to minimize errors
that cause the model not to work), or that “the code does not wertkthi user’s aim to minimize
accepting an incorrect model) (Burns, 1983). It might prove very difficult to come up with objective
criteria to make such judgment, specifically as ground-water modeling codes are always based on
approximative and simplified concepts. Therefore, acceptance of a modeling code depends not only
on a series of successful tests, but also on a history of successful applications to a variety of site
conditions and management problems, especially if one or more of such successful applications
reflect the conditions present at the project site.

1.2. CODE TESTING ISSUES

To date, most ground-water model evaluations have been limited to rather qualitative peer review
of model theory, while code testing has been restricted to partial and ad-hoc testing (van der Heijde
and Elnawawy, 1992). Often, published test results do not provide insight in the completeness of
the testing procedure, are difficult to reproduce, and only partially analyzed. In most cases,
objectives of test problems are absent, poorly formulated, or when present, not evaluated.
Furthermore, specification of code functions and operational characteristics, needed by a user to
make educated decisions regarding code selection and implementation, is often incomplete,
inaccurate, or dispersed throughout theudoentation. In many cases, determining if a simulation
code includes a particular, desired function can require significant effort on the side of a reviewer
or potential user.

Inconsistent and incomplete code testing by code developers can be attributed to the lack of a
standard code testing and evaluation protocol. In the absence of such a framework they may find it
difficult to determine when a code (and its underlying mathematical model) has been adequately
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tested. Consequently, there are wide variations in the level of code testing performed, as well as in
the documentation of test results.

Taking a systematic, well-defined and controlled approach to the development of ground-water
simulation codes is an essential part of Quality Assurance (QA). Van der Heijde and Elnawawy
(1992) describe the QA in code development and application in detail. An important element of such
QA is code testing and performance evaluation.

1.3. CODE TESTING AND EVALUATION PROTOCOL

When the development of a ground-water modeling code is initiated, procedures are formulated
to ensure that the final product conforms with the design objectives and specifications, and that it
correctly performs the incorporated functions. These procedures cover the formulation and
evaluation of the code's theoretical foundation and code design criteria, the application of coding
standards and practices, and the establishment of the code's credentials through review and testing
of its functional design and evaluation of its performance characteristics. To evaluate ground-water
modeling software in a systematic and consistent manner, the International Ground Water Modeling
Center (IGWMC) has formulated a quality assurance framework for code development that includes
scientific and technical reviews, a three-level code testing strategy, and code baseline documentation
(van der Heijde and Elnawawy, 1992).

In this report, the code testing part of the quality assurance framework has been expanded with
a systematic functionality analysis and performance evaluation protocol. The protocol provides a
framework of procedures and test problems to quantitatively and qualitatively characterize various
types of ground-water simulation codes. It includes strategies for design of test problems and
evaluating test results. The application of the protocol is illustrated using the block-centered finite
difference model for simulation of three-dimensional ground-water flow and solute transport in
saturated media, FTWORK (Fawest al,1990).

It should be noted that quality assurance in the development of ground-water modeling codes
cannot guarantee acceptable quality of the code or a ground-water modeling study in which the code
has been used. However, adequate quality assurance can provide safeguards against the use in a

3
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modeling study of faulty codes or incorrect theoretical considerations and assumptions.
Furthermore, there is no way to guarantee that modeling-based advice is entirely correct, nor that the
ground-water model used in the preparation of the advice (or any scientific model or theory, for that
matter) can ever be proven to be entirely correct. Rather, a model can only be invalidated by
disagreement of its predictions with independently derived observations of the studied system
because of incorrect application of the selected code, themelacan inappropriate code, the use

of an inadequately tested code, or invalidity of or errors in the underlying theoretical framework.

Although the protocol has been developed using a numerical simulation code for site-specific
saturated zone flow and transport, it has been designed to be applicable to codes for simulation of
other systems. Such codes would include those for flow and transport in the vadose zone, and other
type codes, such as those representing analytical solutions, or have been designed for programmatic
assessments.

Complete adherence to this protocol may not always be feasible. If this protocol is not integrally
followed, the elements of non-compliance should be clearly identified and the reasons for the partial
compliance should be given. For example, partial compliance might result from lack of benchmark
solutions, or is, by design, focused on only those code functions relevant to the user.

1.4. REPORT ORGANIZATION

The report begins with a review of existing code testing literature to evaluate past code testing
programs, determine key elements of a comprehensive code testing protocol, formulate efficient
gualitative test assessment methods, and compile effective test problems. This is followed by the
formulation of a comprehensive code testing protocol and discussion of testing strategies. Methods
for the development of code-evaluation problem sets are presented followed by a discussion of
various graphical and statistical tools for evaluation of code testing results. This protocol is then
applied to the category of codes designed to simulate three-dimensional flow and solute transport
in the saturated zone of the subsurface. Finally, an example of the protocol’s use is presented
featuring the FTWORK code, followed by a discussion of the protocol’s utility.

1.5. TERMINOLOGY
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The terminology used in ground-water modeling often leads to confusion and heated discussions.
For example, the term "ground-water model" may refer to the generalized computer code designed
for application to many different sites, or to the use of such code at a particular site as an
“operational model.” Therefore, a glossary of terms is provided at the end of the report. Where
possible, the description of these terms follows the definitions agreed upon in Subcommittee D18.21
of the American Society for Testing and Materials (ASTM).

There are two terms in describing ground-water model evaluation procedures that have recently
become rather controversial: “verification” and “validation.” Konikow and Bredehoeft (1992)
suggest that a ground-water model "cannot be proven or validated, only tested and invalidated."”
They argue that ground-water models are only conceptual approximations of real world systems and
due to the random nature of many parameters and uncertainty in their measurement simulation codes
render non-unique solutions. They conclude that "the terms verification and validation are
misleading and their use in ground-water science should be abandoned in favor of more meaningful
model-assessment descriptors.” This statement makes sense in the context of a site-specific ground-
water model application, but does not agree with common software engineering practices (Adrion
et al, 1986). Van der Heijde and Elnawawy (1992) note that in software testing literature the terms
program or code “verification” and “validation” are well-defined and widely used. In converting the
use of these software engineering terms to ground-water modeling, they suggest that most types of
ground-water modeling codes cannot be truly verified or validated in a quantitative sense, rather that
such codes can only be analyzed for deviation from some reference or benchmark and characterized
with respect to other performance issues. In this report, the latter approach to code testing is referred
to as functionality analysis and performance evaluation of the software.

The use of various code development and testing terms is directly related to the code
development process as illustrated in Figure 1-1. The object for model research in ground water is
a subset of the hydrologic system, called the reference system. It contains selected subsurface and
sometimes surface elements of the global hydrologic system. The selection of a particular reference
system is influenced by regulatory and management priorities, and by the nature of the hydrologic
system. The conceptual model of the selected reference system forms the basis for quantifying the
causal relationships among various components of this system, and between this system and its
environment. These relationships are defined mathematically, resulting in a mathematical model.
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If the solution of the mathematical equations is complex or when many repetitious calculations are
required, this solution is implemented on a computer system, resulting in a computer code. The
conceptual formulations, mathematical descriptions, and computer coding constitute the (generic)
mode. Attributing the parameters and stresses in the generic neadeh(ameterization) resulting

from characterization of the reference system, provides an operational model of the reference system.

global
management hydrologic <. > system
problem system characterization

“ | N

reference system

representative subset of L
hydrologic system o
e.g., ground-water system ‘

A

applicability
assessment

\/

generic model

conceptual < B
model < ‘
v examination ‘
mathematical |« validation
model < o w
Ly # ver|f|-cat|or1 |
(functionality & |

computer code | < Performance)

parameterization< - - - -

operational model

A

Figure 1-1. Code development and testing concepts.

1.5.1. The Term “Validation”

Historically, validation studies in ground-water modeling are based on the use of well-monitored
laboratory experiments and field studies. Sometimes such studies include post-audits. This

6



Ground-Water Simulation Code Testing Introduction

approach is used to increase the confidence in the ability of simulation codes to represent the real
world problems for which they have been designed, as well as the credibility of code-based
predictions. Such studies require large amounts of data and can be very expensive. Furthermore,
the measured field data, used as input parameters or system response benchmarks, are only small
samples of the modeled domain and are subject to measurement error, which reduces the value of
this “validation” approach in code testing. Because of the inherent problems to “code validation,”
this process is considered rather subjective (National Research Council, 1990).

During the HYDROCOIN ode testing project (see Section 2) the meaning of the term “model
validation” has been extensively discussed. In the context of that project, validation is performed
by comparing modeling results with experimental results (HYDROCOIN, 1987). A framework for
model validation was formulated, aimed at showing that a model correctly predicts physical
phenomena. In the context of the performance assessment of radioactive waste repositories, this
involves calibration, comparisdretween calculations and experimental data, and convincing the
scientific community, decision makers and the general public. The framework includes the
following elements:

« description of the physical system and model calibration;

« prediction of a performance measure that is independent of the data used for model
calibration;

« comparison with the results of alternative models;

« analysis of the discrepancies between different models and between the models and the
experimental data; and

e  presentation of the results to the scientific community, decision makers and the general
public.

The U.S. Nuclear Regulatory Commission considers validation in the context of code
application as a process that is concerned with providing assurance that the model reflects reality
(Daviset al, 1991). If a model is considered “not invalid,” it does not constitute “validity.” It only
provides a means for the modeler to demonstrate that the medetdde application) is not
incorrect. This helps in building confidence in the model’s predictions, especially as pernfegtion (
determining if a model is “valid”) is not possible.
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In this report,code validationin ground-water modeling is defined as the process of
determining how well a ground-water modeling code's theoretical foundation and computer
implementation describe actual system behavior in terms of the degree of correlation between
calculated and independently observed cause-and-effect responses of the reference ground-water
system for which the code has been developed. Code validation, as defined above, is by nature a
subjective and open-ended process; the result of the code validation process is a level of confidence
in the code’s ability to simulate the reference system, or the determination of the code’s inability to
simulate such a system. As there is no practical way to determine that a ground-water code correctly
simulates all variants of the reference system, the code can never be considered “validated.”

1.5.2. The Term “Verification”

In ground-water modeling, the term “verification” has been used in two different ways: 1)
evaluating the correctness of a computer program; and 2) evaluating the correctness of a calibrated
model of a regional or site-specific ground-water system (Anderson and Woesnner, 1992; National
Research Council, 1990). ASTM (1984) lists the purposes of model verification as: 1) establishing
the correctness and accuracy of the computational algorithms used to solve the governing equations;
and 2) ensuring that the computer code is fully operational and that there are no problems in
obtaining a solution. Due to the practical limitations of code validation in ground-water modeling,
most of the documented code testing has been limited to what is defined in this report as “code
verification,” not to be confused with the terms “model verification” or “application verification”
(ASTM, 1993).

In this report,code verificationin ground-water modeling is defined as the process of

demonstrating the consistency, completeness, correctness and accuracymd-avgter modeling

code with respect to its design criteria by evaluating the functionality and operational characteristics
of the code and testing embedded algorithms and internal data transfers through execution of
problems for which independent benchmarks are available. A code can be considered “verified”
when all its functions and operational characteristics have been tested and have met specific
performance criteria, established at the beginning of the verification procedure. Considering a code
verified does not imply that a ground-water model application constructed with the code is verified.
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1.5.3. Closure

Although verification and validation are two commonly used terms describing components
of code evaluation in ground-water modeling, in this report they are only referred to for cross-
referencing purposes. Three new terms, directly related to specific objectives of code evaluation
processes, are defined and discusdadctionality analysis performance evaluatignand
applicability assessment
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2. GROUND-WATER CODE TESTING PRACTICES

2.1. HISTORIC DEVELOPMENT

2.1.1. Test Approaches

Since the late 1960s, when ground-water modeling became a focus of research and field
application, code developers and users have been concerned with the utility and performance of
ground-water modeling codes. The major approach to address these concerns has provée to be
testing. Codes representing an analytical model were typically tested by comparison with published
results of the analytical solution involved, or by comparison with manual calculations. Initially,
testing of codes based on a numerical solution to the governing equations took place in three forms:

1) benchmarking using independently derived solutions to the simulation test problem, often
in the form of analytical solutiong.g, Pinder and Bredehoeft, 1968; Witherspaairal,
1968; Prickett and Lonnquist, 1971; Cooley, 1972; \aral, 1984) (see Fig. 2-1);

2) simulation of and comparison with well-characterized laboratory experiments or analogs
(e.g, Prickett and Lonnquist, 1971; Sa Da Costa and Wilson, 1979; Aral and Tang, 1988)
(see Fig. 2-2); and

3) field demonstration (sometimes called “field comparison”) and example applicagen (
Pinder and Bredehoeft, 1968; Frind and Pinder, 1973; Konikow and Bredehoeft, 1978;
Voss, 1984; Waret al, 1984).

When more complex numerical modeling codes became available, which could not be fully
tested using these three approaches, attention focused on two additional test methods:

4) simulation of well-characterized and monitored field experiments (also called “field
validation”) (e.g, Frind and Hokkanen, 1987; Molsenhal, 1992; Hills et al., 1994); and
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5) code-intercomparison using hypothetical problems with synthetic data sets (e.g., Burnett and
Frind, 1987; Park and Liggett, 1991).

Many of the test problems developed in the 1970s and early 1980s have become “classical”
problems, used by other researchers to demonstrate the correctness of their modeling codes. Segol
(1994) describes many of such test problems, as well as sample applications of these problems in the
testing of computer codes (and their underlying mathematical models). It should be noted that
analytical models in turn have been compared with laboratory experiments and field studies to
demonstrate their correctness and to understand their limitaignslpopes and Harleman, 1967;
Chandler and McWhorter, 1975; Simmons and McKeon, 1984).

Early numerical modeling efforts focused on two-and three-dimensional saturated zone flow
systems. There is a relative abundance of analytical solutions available for saturated flow problems,
specifically with respect to well and drain hydrauliegy( Bear, 1979; DeWiest, 1966; Edelman,

1972; Huisman, 1972; Marino and Luthin, 1982). A recent compilation of analytical drain solutions
has been prepared by Beljin and Murdoch (1994). Many of these analytical solutions pertain to one-
dimensional or radial-symmetric flow problems with different flow conditions, including steady-state
and transient flow, single and multiple aquifers, confined, leaky-confined, and unconfined aquifers,
anisotropy, partial penetration of production and observation wells and drains, and time-varying
boundary conditions or aquifer stresses. Appropriate use of the principle of superposition enhances
the utility of these solutions. As a result, the variety of saturated situations described by the available
analytical solutions supports their widespread use for testing two- and three-dimensional numerical
flow models. Although analytical solutions are, in general, highly simplified representations of real-
world conditions, they are very valuable in code testing as they provide an independent check on the
correctness and accuracy of numerical models, and insight in the sensitivity of the results to key
parameters (Burns, 1983).

The five-point approach to code evaluation has also been used for more complex problems, such
as flow in the unsaturated zone, solute and heat transport in the saturated and unsaturated zone, flow
and transport processes in fractured rock, and salt-water intrusion problems. Where available,
analytical models are preferred benchmarks for codes designed to simulate such problems (e.g.,
Wardet al, 1984; Essaid, 1990). However, the use of analytical solutions in testing is severely
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restricted by limitations resulting from the assumptions made in deriving the solutions to the
governing equations, as well by the lesser extent of their availability. For example, the application
of analytical solutions in the testing of numerical solute transport codes has been limited by the
rather generally used assumption of uniform ground-water flow in these solatmpnBédar, 1979;

Beljin, 1992; Cleary and Ungs, 1978; Fried, 1975; Javatde] 1984; van Genuchten and Alves,
1982; Walton, 1984). There are relatively few analytical transport solutions dealing with nonuniform
flow conditions €.g, Chen, 1985; Hoopes and Harleman, 1967; Lenau, 1973). Still, initial testing
of transport codes is often performed by comparing with one or more analytical solutions to explore
a code’s ability to simulate transport conditions known for the challenge they provide to numerical
techniques.

Due to the lack of analytical solutions for testing of complex simulation codes, testing of these
codes has focused on: 1) intercomparison of computational results derived by codes designed to
handle similar types of problenesd, Beljin, 1988; INTRACOIN 1984, 1986; HYDROCOIN, 1988,

1990; Lobo Ferreira, 1988); 2) field comparisemny( Wardet al, 1984); and 3) example application
to either real field problems (e.g., Faesal.,1993) or hypothetical situations.§, idealized field
problems; Kaluarachchi and Parker, 1989).

The mathematical descriptions of the physical processes represented in the models has frequently
been compared with or directly derived from well-controlled laboratory experiments as part of a
research project leading to model formulation (Wargtlkal, 1971; Haverkamgt al, 1977).

Typically, these mathematical formulations are subject to peer review before being accepted as the
base for an operational computer code. Comparison with these experimental results allows the
researcher to discriminate between alternative mathematical formulations, to determine the level of
mechanistic detail needed in a reasonably accurate model representation, and to analyze model
sensitivity for physical parameters and numerical formulations (Burns, 1983). An important
advantage of laboratory experiments for code testing is that they are performed in a well-controlled
environment that minimizes uncertainty in initial and boundary conditions (Baal 1991).
However, the fact that the experiments are performed on samples that exhibit relatively little
geometric variability often proves to be both an advantage (assessment of processes is not confused
by other effects) and limitation in code testing (codes are not tested for natural heterogeneity). This
type of testing does not allow evaluation of numerical techniques and coding with respect to
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geometric features present in the real world.

Some users prefer to rely on comparison with field experiments for establishing code credibility.
These experiments may be specifically designed for research pumgsésackay et al.1986),
or consist of a well-characterized existing system. Examples of the second approach are found,
among others, in the efforts of Huyaketral.(1984a) and Frind and Hokkanen (1987) to simulate
the movement of a well-monitored chloride plume in an aquifer subjected to highly-detailed
investigations. Being able to simulate accurately phenomena observed in the field provides a
convincing argument for the correctness of the code. However, poor results may not be indicative
of code problems. Field experiments are often subject to significant uncertainty in parameter
distribution, and initial and boundary conditions (Datial, 1991). Furthermore, comparison with
field experiments is subject to possible conceptual misunderstanding of field conditions. Also,
published, well-controlled and monitored field experiments cover only a limited subset of the variety
of conditions typically encountered in the field.

Hypothetical problems are often used to test certain computational features which are not
represented in simple, analytical models (van der Heijde and Elnawawy, 1992). Such features may
include irregular boundaries, time varying stresses (sources/sinks), heterogeneity and anisotropy in
aquifer properties, and grid orientation and geometry. The synthetic or hypothetical system used for
such a test is defined by synthetic system parameters, initial and boundary conditions and system
stresses. As no independently observed system responses are available, testing takes place either by
evaluating individual code behavior with respect to numerical consistency and stability, or by
comparing the simulations made with the various codes, so-called “code-intercomparison.” An
example of code intercomparison using synthetic data sets is given by Kinzelbach (1987a). He
compared four two-dimensional solute transport codes based on different numerical solution
techniques to a number of test cases using equal discretization of the space afftetii@st cases
were selected on basis of expected numerical problems with one or more of the numerical solution
techniques.
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2.1.2. Test Evaluation Technigues

Almost all code-evaluation studies, performed both by code developers and users, have utilized
rather qualitative evaluation techniques that do not include a systematic approach to test problem
design, test strategy, or evaluation procedures and measures (Beljin; 1988). It is often not clear from
the code documentation if the performed tests stress or (inadvertently) hide unexpected problems or
faulty code. In general, test objectives and evaluation criteria are absent. Presentation of test results
is often limited to a graph showing a small number of control points in the space domain, often
arranged along principle coordinate axes and using non-optimal graphing scales. In some cases, test
problems are not presented as such but described as “example problems” (e.g., Contractor, 1981,
Voss, 1984). This situation is very confusing to the users of code testing results.

2.1.3. Test Strategies

An important criterion, sometimes used to evaluate code testing efforts, is whether or not the
tests address the major aspects, conditions and processes relevant for the intended use of the model
(Daviset al, 1991). To address the inadequateness and inconsistency of many code testing efforts,
van der Heijde and Elnawawy (1992) recommended a systematic analysis of the code testing process
and the development of a code testing and evaluation protocol.

In the mid 1980s the International Ground Water Modeling Center (IGWMC) developed a code
testing strategy for ground-water models. Early versions of this strategy have been presented in van
der Heijdeet al (1985), and applied by Huyakoet al (1984a) and Beljin (1988) to two-
dimensional flow and solute transport codes. The objective of the IGWMC test strategy was to
provide a framework for evaluation of a code using analytical solutions, hypothetical test problems,
and field experiments. Special attention was given to the formulation of test objectives. However,
as is the case with most test programs for ground-water modeling codes, the early version of the
IGWMC code testing strategy did not address the completeness and effectiveness of the testing
performed. To address this concern, van der Hefjdé (1993) presented an expanded version of
the IGWMC testing strategy. In this new version, three different code testing objectives are
recognized: 1) functionality analysis; 2) performance evaluation; and 3) applicability assessment.
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2.2. CODE TESTING ISSUES

Code testing in case of analytical models is a rather straightforward process. In general, code
testing issues for this type of codes focus on the correct coding of the closed form solution and the
input and output handling, and in case of a series approximation, also on the accuracy of the included
terms and the domain for which the series has been defined. Code testing in case of numerical
models is more complicated. Numerical modeling is based on finding approximate solutions for the
governing equations. These approximations generally require discretization of the modeled space
and time domains. The numerical solutions are given in the form of tables of numbers representing
values of the dependent variable in the discretized domains.

2.2.1. Discretization Issues

The accuracy of the numerical solution is influenced by the resolution of spatial discretization
(i.e., grid size), the time discretizatione(, time-stepping), and the geometry of the discretized
spatial elements or cells. If stability and convergence issues have been addressed, accurate numerical
solutions can be generated using high resolution numerical grids, and small time steps. This
approach is based on the principle that the smaller the discretization is in space and time, the better
the approximate numerical solution will represent the real (unknown) solution of the governing
partial differential equation (Huyakorn and Pinder, 1983).

Using simplified test problems provides modelers the opportunity to design and adjust the spatial
and temporal discretization to optimally match a target analytical solution, if available. However,
for test problems for which no analytical solution exist, the design of optimal discretization may
require performing a sensitivity analysis of discretization resolution, refining grid and time-stepping
till the simulation results are independent of cell sizes and time steps (€uwgltal987). The
importance of discretization considerations in code testing is illustrated by €& @hté1987) for
various test problems (see Fig. 2-3 and Fig. 2-4).
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2.2.2. Numerical Algorithm and Computer Accuracy Problems

There are various possible sources of error in a computer code implementation of a numerical
solution method. These errors are related to the approximation method, the solution algorithm, or
the computer platform for which the code is compiled. For example, numerical problems are well-
known in solving the advective-dispersive solute transport equation (Huyakorn and Pinder, 1983).
They may also occur when modeling non-linear flow problems. The following section discusses
some of these problems to highlight code performance test issues and to provide background
information for the development of an effective code testing strategy.

Round-off erroris the difference between the “true” representation and the machine
representation of the dependent variable (Jain, 1984). The true representation refers to the complete
mathematical description in the approximate formula. Roundoff errors in computer-based
calculations occurs when using floating-point (real) numbers to represent parameters and variables
(Presset al, 1992).

Truncation errotis the difference between the true representation and the exact value of the
variable (Jain, 1984). Truncation errors are considered algorithm errors and occur frequently
because often the distribution of the unknown variable is represented by a truncated polynomial
expansion. This error can be controlled by increasing the number of polynomial elements used to
represent the distribution of the variable. However, such an approach often results in a significant
increase in the complexity of the numerical solution.

The_ inherited erras a cumulative error promulgated through a sequence of computational steps.
These errors not only influence the accuracy of the computations, but might also be the cause of
stability orconvergence problems. A method is stathllee effect of any singléxed round-off
error is bounded, independent of the number of (discretization) mesh points (Jain, 1984). This
means that both the truncation error is controlled and that the inherited error is not growing
unchecked.
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Figure 2-3. Comparison of the analytical and CFEST numerical solution of the radial Avdonin
problem for heat transport for various time discretizations (from Gaiatg 1987).
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Figure 2-4. Comparison of the analytical and CFEST numerical solution of the linear Avdonin
heat transport problem for various spatial discretizations (from @tipla 1987).
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A numerical solution is said to convenfi¢ghe differences between the analytical solution and
the numerical solution decrease when the spatial and temporal discretization is refined (Jain, 1984).
This assumes that a closed-form (analytical) solution to the governing partial differential equation
exists, and the numerical solution approximates the analytical solution for the specific boundary
conditions. If an analytical solution is not available, a numerical solution is considered converging
if the differences between successive iterations decrease in a continuous manner.

Stability problems specifically occur in solving transient problems due to cumulative effects of
the round-off error. An example of an unstable numerical solution is given in Figure 2-5. Stability
analysis of the employed time-stepping scheme may provide an analytical representation of the
stability constraint or stability condition. However, in many complex problems a simple criterion
is not available (Huyakorn and Pinder, 1983). A typical ground-water situation, prone to stability
problems, is the computation of a free surface using an explicit solution scheme which often leads
to uncontrolled oscillations unless the time step is very small; another example is the simulation of
fluid flow in dry soils (Huyakorn and Pinder, 1983). Furthermore, potential numerical instability
can be encountered in the simulation of regions characterized by large contrasts in hydraulic
conductivity in conjunction with high recharge rates (HYDROCOIN, 1988).

157
| <«—— numerical solution

2 104

-=

=

- .

s +— exactsolution

5

)

§ 05

o

[*]

o

00 | | Y ®
00 ) 10 ) 15 20
independent variable

Figure 2-5. Numerical solution of the advective-dispersive
solute transport equation exhibiting instability (after
Peaceman, 1977).
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Convergence is directly related to stability of the solution scheme (Jain, 1984). Often, the issue
for ground-water modeling is not convergence versus non-convergence, but the rate of convergence,
as this entity determines the computational time required to solve a particular problem (see Fig. 2-6).
Some modeled systems are particular convergence-sensitive to parameter and discretization choices,
such as the computation of a free surface in a water-table aquifer, leakage in an aquifer-aquitard
system, the position of the interface between salt and fresh water in a coastal aquifer, and flow under
highly nonlinear unsaturated conditions (Huyakorn and Pinder, 1983). For example, the
HYDROCOIN code intercomparison study concluded (HYDROCOIN, 1988) that for some
combinations of numerical method, matrix solver and discretization, large permeability contrasts in
vadose zone flow modeling can result in a discontinuous moisture content distribution in the model
domain, causing instability and non-convergence.
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Figure 2-6a. Various types of converging solutions: a) high convergence
rate; b) moderate convergence rate; c) oscillatory convergence.

It should be noted that in the case of oscillatory non-convergence behavior the iteration cutoff
criterion can still be met (see Fig. 2-6b, both curve a and curve b). However, if the criterion is too
strict, convergence might not be reached due to roundoff errors (see Fig. 2-6a, curve b and cutoff
value 2), at least not within the specified maximum number of iterations. During code testing the

22



Ground-Water Simulation Code Testing Ground-Water Code Testing Practices

iteration behavior should be analyzed for optimal accuracy. Figure 2-6a shows that curve ‘a’ reaches
iteration criterion 3 very rapidly. However, this curve still steeply descends. It is better to choose
a cutoff value in the less steep segment of the iteration curve, for example value 2. This might force
the code tester to rerun the test problem a few times if the initial cutoff value is too high. Also, quite
often the first few iterations result in an increase of iteration error, or in rapid variations between
positive and negative errors as is illustrated in Fig. 6a, curve.&z’ Andersen, 1993, p.13-9 &13-

10).

iteration error

iteration
cut-off
values

value 3

10 15
number of iterations

Figure 2-6b. Two types of non-converging solutions:
a) uncontrolled oscillations; b) limited oscillations.

Another problem is that although a stable solution might be achieved by using a specific solution
method, that solution might be less accurate. An example is the use of a “consistent” mass matrix
versus a “lumped” mass matrix in solving the flow equations in a system of saturated and
unsaturated soils (Huyakorn and Pinder, 1983). Although theoretical evaluation of convergence and
stability is often possible (Jain, 1984; Milne, 1970), such an analysis might be complex and
impractical. Trial runs for a range of parameter combinations provide an effective alternative
method of testing for such numerical problems.
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As mentioned before, transport simulation models are prone to some specific algorithm
problems: numerical dispersion and oscillations, specifically in advection-dominated problems
where the transport equation is hyperbolic. Numerical dispersion is an artificial front-smearing
effect of the computational scheme which resembles and may be indistinguishable from the effect
of the actual physical dispersion mechanism (Huyakorn and Pinder 1983). Spatial oscillations
(overshoot and undershoagcur often near a concentration front, especially under advection-
dominated transport conditions. Overshoot occurs when upstream of the moving front erroneous
high values of concentrations are computed, while undershoot describes the analog phenomenon
downstream of the front, sometimes resulting in negative concentrations. These oscillations are
typically controlled by the Peclet number (Pe¢/D with V=velocity,As=characteristic length,
and D=dispersion coefficient) and the Courant number (Cs#X$, whereAt is the time step size).

Because of the difficulties encountered in the numerical solution of the advection-dominated
transport equation, it is important to use the mass balance as a check on the acceptability of the
numerical solution. The mass balance for both the flow and transport solution of the transport
problem should be evaluated for each test sitiwnl run. As mass balance errors are a function of
discretization and the iteration cut-off value, among others, each numerical simulation code should
include the option to calculate such global mass balances.

As many solute transport problems in ground water are convection dominated, numerical
methods specifically developed for hyperbolic partial differential equations are popular, such as the
method of characteristics and the random walk method (Kinzelbach, 1987b). To use these particle
tracking methods, specific application requirements need to be satisfied. For example, it is important
to limit the dstance traveled by individual particles to a fraction of the cell spacing to fulfill the
Courant criterion. The random walk method is based on the theorem that, in the limit of large
particle numbers and assuming that the dispersivities are space independent, the random walk analog
represents the advective and dispersive components of the transport equation (Kinzelbach, 1987b).
A relatively large number of particles are needed in this method to obtain reasonable results.
Furthermore, many simulation codes based on random walk method assume a gradually changing
flow field. If this is not appropriate, for example at stagnation points, the dispersion derivatives in
the convection term of the transport equation should be included. If in layered aquifers the particles
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are transported close to or across layers, other techniques need to be incorporated such as boundary
reflection, or buffering (Kinzelbach, 1987b). Another issue with particle tracking methods is the
manner in which particles are considered captured by a pumping well. Often this is done by defining

a circular capture zone around the well with a user-specified or hard-wired radius. The combination

of capture radius and maximum time-step travel distance has a major influence on the accuracy of
the breakthrough curve.

Underlying particle tracking methods is the notion that if the time-varying flow field is known,
unique pathlines exist between (almost) any two points in the model domain (except for pathlines
starting in a singularity). In practice, exact determination of pathlines is only possible in a limited
number of simplified situations. Therefore, pathlines determination requires numerical integration
of the velocity-based pathline equations with respect to time, so-called forwards pathline tracking
(Kinzelbach, 1987b). Inversion of the pathline equations results in backwards pathline tracking.
Travel times can be determined by integration along the pathline. Particle tracking methods use this
approximate approach to simulate advective transport or the advective part of advective-dispersive
transport.

The numerical integration of the pathline equation provides a source for inaccuracies in
modeling. The velocity at the particle location is obtained through interpolation. Various methods
exist, among others, dependent on the use of the finite element or finite difference method in
determining the head distributioag, Konikow and Bredehoeft, 1978; Prickett etE81, Shafer,

1987; Pollock, 19897heng, 1989; Franz and Guiguer, 1990; Goode, 1990). As particle tracking

is widely used in the study of ground-water protection and contamination problems, testing the coded
integration and interpolation algorithms is an essential part of code development quality assurance.
In general, testing of particle tracking simulation codes requires finer grids than the grids required
by codes which calculate hydraulic heads, velocities or contaminant concentrations directly from the
governing equations (HYDROCOIN, 1988). The HYDROCOIN study (1988) concluded that vector
guantities(fluxes, velocity field and trajectory pathlines) show larger discrepancies than scalar
guantities (pressures, heads) when compared to reference solutions when calculated by integrating
velocities with post-head-simulation algorithms (Nicholsbal, 1987)(see Figure 2-7a and 2-7b).
Testing pathline algorithms in numerical simulation code is often performed by comparing the
results with analytical expressions for the stream functog, KHYDROCOIN level 3, testase 7).
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Figure 2-7a. HYDROCOIN, level 1, case 1: relative hydraulic head computed by
various simulation codes (from HYDROCOIN, 1986).
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2.3. CODE TEST CASES
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Two of the most elaborate ground-water simulation code testing projects were conducted in the
1980s (INTRACOIN, 1984; HYDROCOIN, 1988,1990). The tesblgros, designed during these
studies, can be divided in three groups: 1) physical processes-oriented tests; 2) field characteristics-
oriented tests; and 3) code feature(s)-oriented tegtsefficiency and accuracy of piate tracking
algorithms). In the INTRACOIN study (1984), participating code-testing teams were asked to
provide five computed items to facilitate accuracy and performatecedmparison: 1) constituent
concentrations at the end of the migration path with respect toiteanéieakthrough curves); 2)
the maximum constituent concentration and the time at which this maximum concentration is
reached; 3) determination of the value of half of the maximum constituent concentration and the time
at which this value is reached; 4) the total CPU time required when executed on a standard computer;
and 5) the time required for one-single precision floating point multiplication to be completed when
executed on a standard reference computer. It should be noted that there were no requirements with
respect to spatial or temporal distribution of results nor calculation of quantitative measures for
intercomparison. In other comparison studies, spatial distribution of computed variables,
breakthrough curves, and mass balances were the focus of the intercompagiskimzelbach,
1987b; Beljin, 1988). Lobo Ferreira (1988) specifically included problem set up, CPU time, and
computer resource use.

In a follow-up project to INTRACOIN, various simulation codes were tested for a variety of
geological conditions (HYDROCOIN, 1988). Dependent on the test problem, intercomparison
variables included: 1) hydraulic heads and pressures; 2) salt concentrations; 3) temperatures; 4) flow
velocities; 5) flow pathlines; 6) travel times; 7) flow rates (fluxes); and 8) location of the water-table.
Furthermore, mass balance errors and flux distributions were computed and compared. It was
concluded that to be able to perform code intercomparison, test problems should be well-defined and
bounded, and provided level of detail of the problem description should restrattilibeof the
different code testing teams to provide their own interpretation for model setup. Input
parameterization, discretization of space and time, and implementation of boundary conditions
should be consistengpecifically in testing against field data sets and complex hypothetical test
problems.

Another issue is that often the analytical solution of a test problem requires assumptions with
respect to the modeled processes, geometry of the model domain, and boundary conditions which
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cannot be exactly met in the numerical solution. In some cases, this issue can be addressed by
careful selection of the boundary of the model domain and the spatial and temporal discretization
for the numerical solution. An example is the requirement of an infinite aquifer extent in the Theis
solution (Theis, 1935). This requirement is replaced in the numerical simulation by a boundary at
a large distance from the well and ensuring that the time domain does not allow significant
drawdown at the boundarg.f, Guptaet al, 1987). In other cases, differences between the
analytical and numerical solution result which cannot be removed completely. An example is the
inability of some codes to accept zero values for transverse dispersion when simulating one-
dimensional solute transport test cases.

As mentioned earlier, the International Ground Water Modeling Center IGWMC) has developed
a three-level simulation code testing approach (van der Hetijdg 1985; van der Heijde and
Elnawawy, 1992). At Level 1, the code is tested by comparing simulation results against an
analytical solution. At Level 2, synthetic data sets are used as the basis for code intercomparison.
These data sets are developed using hypothetical problems for which no independent benchmark
exists. At Level 3, the code is used to simulate well-characterized and monitored laboratory or field
experiments. One of the first applications of the IGWMC code testing approach was performed by
Huyakornet al. (1984b). They implemented the IGWMC procedure in testing the two-dimensional
finite-element flow and transport code, SEFTRAN (Huyaketral, 1984b). Six Level 1 test
problems were used to evaluate the transport simulation capabilities of this finite-element code. A
realistic range of flow and transport parameters was chosen to analyze the numerical behavior of the
code under various potential application conditions. The six Level 1 problems ranged in complexity
from simple one-dimensional transport in a uniform flow field to transport in a nonuniform two-
dimensional flow field created by a recharging-discharging well pair. Each of the problems was
defined by detailed problem statements which included input specifications, spatial and temporal
discretization procedures, and simulation results. The problem statement included test objectives,
a discussion of field situations for which the simplified analytical solutions may be applicable, and
the analytical solution.

The Huyakornet al. (1984a) study also presented two Level 2 test problems, based on
hypothetical field situations. They were characterized by irregular geometry, complex boundary
conditions and heterogeneous, anisotropic aquifer conditions. The first Level 2 test problem
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involved a cross-sectional analysis of contaminant transport in an unconfined aquifer with steady-
state flow and sharply contrasting physical properties, located underneath a landfill (see Figure 2-8
and table 2-1). Evaluation of the results, in the absence of a second simulation code for
intercomparison, was limited to a qualitative discussion of the appropriateness of the head and
concentration distributions. The second case involved areal analysis of contaminant transport
released from a constant-head disposal pit into a confined aquifer subject to pumping (see Figure 2-9
and table 2-2). In each case, realistic physical conditions anidgdraatues of aquifer parameters

were used in order to develop a meaningful interpretation of the behavior of the hypothetical system.
This, in turn, provided the basis for qualitatively assessing the behavior of the simulation code.

Huyakornet al.(1984a) also performed a partial Level 3 benchmark test by using the field data
set that describes the movement of a chloride plume at a landfill located at the Canadian Forces Base
Borden in Ontario, Canada. At the time of the code testing study by Huyaladrthis site had
been studied extensively and detailed information regarding hydrogeological characteristics and
plume movement had been published. Furthermore, various modeling studies had been performed
previously and their results were available for intercomparison. As this field problem is three-
dimensional in nature, Huyakoet al. (1984a) used the two-dimensional SEFTRAN code in both
the profile mode and the areal (planar) mode. Due to differences in saturated thickness, effective
transmissivity in the horizontal simulations was divided in a number of zones. The report is not clear
regarding the results of the flow and transport simulations. Qualitative statements, such as
“Predicted chloride concentrations are generally in good agreement with observed concentrations
presented in Figure...., although downgradient concentrations are slightly high.” are not supported
by tables or comparative line graphs. This test problem is often referred to as the “Waterloo field
verification problem.” Due to the three-dimensional nature of the hydrogeology and the plume
movement, it is not well-suited for testing models in a two-dimensional profile simulation mode.
However, it provides an excellent test case for three-dimensional saturated flow and transport codes.
It should be noted that the chloride plume movement at the Borden landfill has been the prototype
for the two- and three-dimensional versions of the “Waterloo Test Problem,”a synthetic test data set
with the same geometry and comparable boundary conditions as encountered at the Borden site. This
test is often used to evaluate a code’s capability to simulate solute transport from a source on the top
boundary through an aquifer with various types of discontinuities and parameter distributions (Segol,
1994).
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Figure 2-8. Schematic depiction of Level 2, case 1 (after Huyakorn et al., 1984a)

The IGWMC evaluation approach was also applied by Beljin (1988) using three simulation
codes: SEFTRAN (Huyakoset al, 1984b), USGS-2D-MOC (Konikow and Bredehoeft, 1978) and
RANDOM WALK (Prickettet al, 1981). The numerical accuracies of the variouwidthgns were
measured by comparing the simulation results to the results of five analytical solute transport
solutions (Level 1 benchmark solutions). Code sensitivities to various parameters and to time and
space discretization schemes were also evaluated. Fhe sk Level 1 test problems formulated
by Huyakornet al. (1984a) were used. The agreement between the simulated and benchmark
analytical solutions were assessed qualitatively and quantitatively. The report described the results
using five qualitative categories: "poor," "reasonable," "acceptable,” "good,” and "very good."
Quantitatively, the results were expressed by the root-mean-squared error between the values of
contaminant concentration calculated by the code and by the analytical model.

30



Ground-Water Simulation Code Testing Ground-Water Code Testing Practices

Table 2-1. Values of physical parameters for Level 2, case 1
(from Huyakorret al, 1984a)

Parameter Value

Aquifer properties

Hydraulic conductivity, K 10 ft/d
Hydraulic conductivity, i§ 5 ft/d
Hydraulic conductivity, i 2 ft/id
Porosity 0,25
Longitudinal dispersivity 200 ft
Transverse dispersivity 50 ft

Clay lens properties

Hydraulic conductivity 0.002 ft/d
Porosity 0.45
Longitudinal dispersivity 100 ft
Transverse dispersivity 20 ft
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Figure 2-9. Schematic depiction of Level 2, case 2 (after Huyakorn et al., 1994a)
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Table 2-2. Values of physical parameters for Level 2, case 2
(from Huyakorret al, 1984a)

Parameter Value

Aquifer zone 1 properties

Transmissivity, J 100t /d
Transmissivity, J 50 fn /d
Storage coefficient 0.02
Porosity 0,25
Aquifer thickness 8m
Longitudinal dispersivity 50 m
Transverse dispersivity 15m

Aquifer zone 2 properties

Transmissivity, I 200 m /d
Transmissivity, JJ 100  /d
Storage coefficient 0.01
Porosity 0,20
Aquifer thickness 78.75m
Longitudinal dispersivity 75 m
Transverse dispersivity 30m

Aquifer zone 3 properties

Transmissivity, J 400 fn /d
Transmissivity, J 250 f /d
Storage coefficient 0.04
Porosity 0,20
Aquifer thickness 40 m
Longitudinal dispersivity 40 m
Transverse dispersivity 10m

Another perspective to code testing can be found in following the verification history of the U.S.
Geological Survey Modular Three-Dimensional Finite Difference Ground-Water Flow Model
(MODFLOW). MODFLOW was first published in 1984 documenting the FORTRAN 66
implementation (McDonald and Harbaugh, 1984), and is based on the theoretical framework of
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earlier, well-established and verified finite difference flow models (Trescott, 1975; Trescott and
Larson, 1976; Trescod#t al, 1976). In 1988, a new version of the MODFLOW was published
(McDonald and Harbaugh, 1988), documenting the FORTRAN 77 implementation of the code.
Although many test problems have been used during the development of the MODFLOW code, none
of these problems were discussed in the published documentation, which only provides a single
sample application (McDonald and Harbaugh, 1988, Appendix D). Despite the lack in formal
verification, MODFLOW has become a widely-used and accepted simulation code, to the extent that
verification of other codes often includes intercomparison with MODFLOW results. In part, this
might be the result of the acceptance bygtloeind-water community of the simulation codes from
which MODFLOW originated. Also, the many successful applications to practical problems have
contributed to its credibility. See for example the many applications cited by Anderson and
Woessner (1992) and the USGS Regional Aquifer System Analysis studies (Weeks and Sun, 1987).

MODFLOW is a finite difference code for steady-state and transient simulation of two-
dimensional, quasi-three-dimensional, and fully three-dimensional saturated, constant density flow
problems in combinations of confined and unconfined aquifer-aquitard systems above an
impermeable base (McDonald and Harbaugh, 1988). The simulated flow processes are described
by the governing partial differential equation which includes anisotropy, but does not include cross-
terms for hydraulic conductivity. Porous media heterogeneity is introduced during the formulation
of the finite difference equations, as are the various source and sink terms, and flow and head
boundary conditions. Additional capabilities are handled by specifically designed solution
algorithms, such as time varying stresses using stress periods, preparation of conductance terms,
mass balance calculations, and dewatering/rewetting of cells. Other features are simulated by careful
manipulation of boundary conditions and code functierg (vater table position and seepage face
position; Anderson and Woessner, 1992).

The MODFLOW program consists of a main program (MAIN) and a large number of

subroutines, called modules. These modules are grouped into “packages.” The “standard”
MODFLOW program (McDonald and Harbaugh, 1988) includes 10 packages (see Table 2-3).
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Table 2-3. List of MODFLOW packages (from McDonald and Harbaugh, 1988).

Package Package name Description
abbreviation

BAS Basic Handles those tasks that are part of the model ag a
whole. Among those tasks are specification of
boundaries, determination of time-step length,
establishment of initial conditions, and printing of
results.

BCF Block-Centered Flow Calculates terms of finite difference equations which
represents flow within porous medium; specifically
flow from cell to cell and flow into storage

WEL Well Adds terms representing flow to wells to the finite
difference equations

RCH Recharge Adds terms representing areally distributed recharge
to the finite difference equations

RIV River Adds terms representing flow to rivers to the finitg
difference equations

DRN Drain Adds terms representing flow to drains to the finite
difference equations

EVT Evapotranspiration Adds terms representing evapotranspiration to the
finite difference equations

GHB General-Head Boundary Adds terms representing general-head boundafies to
the finite difference equations

SIP Strongly Implicit Procedure Iteratively solves the system of finite difference
equations using the Strongly Implicit procedure

SOR Slice-Successive Overrelaxatior Iteratively solves the system of finite differencg
equations using the Slice-Successive Overrelaxafion
technique

Testing of the many features of a code with the complexity of MODFLOW requires a carefully
designed testing strategy. Andersen (1993) presented a comprehensive set of problems designed for
self-study in ground-water modeling using the MODFLOW code. In addition to its educational
objective, the author intended the problems to serve in the verification of the code. To this purpose,
where possible, MODFLOW results were compared to analytical solutions (benchmarking), results
of other models (intercomparison), or to itself using alternative input functions to represent the same
problem feature (intracomparison). The set of twenty instructional and verification problems has
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been used to verify the operation of other coaeg, (Larson and Esling, 1993; Dendrou and
Dendrou, 1994), as well as therrect installation and compilation of the MODFLOW code on
computer platforms different from the platform where these test problems were developed.
Andersen (1993) presents two tables summarizing the performed tests. In the first table an overview
is given of the test problems and the type of verification that the tests represent (see Table 2-4). The
second table shows which MODFLOW packages have been used in each tests (see Table 2-5). From
this latter overview it appears that each program packagedsat least twice in the series of tests.

The manual by Andersen (1993) does not provide an overview of the code functions which have
been used in the testing. However, review of the problem descriptions shows that most code features
have been addressed (see Table 2-4). Furthermore, the results of the verification exercises are highly
dependent on grid design, time-stepping, representation of boundary conditions, choice of numerical
parameters, and selection of appropriate code options. A table, comparable with table 2-5, listing
features versus test problem would be highly useful for verification analysis purposes.

2.4. DISCUSSION

In 1992, van der Heijde and ElInawawy (1992) identified the need to complement the three-level
code testing approach with a systematic procedure for the design and use of test problems allowing
code testers and reviewers to judge the completeness of the performed testing in terms of: 1) code
"reliability” (e.g, stability and reproducibility of solution algorithms); 2) the efficiency of coded
algorithms and input/output data transfergy( code performance in terms of numerical accuracy
versus time of computation, memory use and storage requirements); 3) the amount of required
preparation resources.g, data preparation and output data reduction and analysis time); and 4) the
sensitivity of the simulation code to grid design, simulation processes, boundary conditions, and to
a wide variety of input parameter values. Such a testing procedure should alleviate the problem that
in most code testing exercises conducted in the past, only a very limited number of code functions
and operational conditions have actually been addressed. It should contain elements of earlier
studies which were judged to be useful as well as new components addressing code-evaluation
deficiencies. Issues which should be addressed in the protocol include:
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Table 2-4. MODFLOW test problems and type of testing (after Andersen, 1993).

Problem
No.

Description

Analytical
or semi-

analytical

solution

Inter-
comparison
with another
numerical

model

Alternate
boundary
condition o
model
configuration

Transient radial flow to a well (Theis, 1935)

Transient radial flow to a well with horizontal
anisotropy (Papadopulos, 1965)

Transient radial flow to a well with confined-
unconfined condition conversion (Moench and
Prickett, 1972)

Steady-state flow in a square, single layer, model
domain with fixed-head and no-flow boundaries a
a pumping well; calculation of head

nd

Steady-state flow in a square, single layer, model
domain with fixed-head and no-flow boundaries a
a pumping well; calculation of mass balance

nd

Steady-state flow in a square, single layer, model
domain with fixed-head and no-flow boundaries w
uniform recharge; similarity solutions in model
calibration for transmissivity and recharge

Steady-state flow in a square, single layer, model
domain with fixed-head and no-flow boundaries;

with or without uniform recharge and/or a pumping
well

Steady-state flow in a square, single layer, model
domain with fixed-head and no-flow boundaries a
a pumping well; grid and time stepping
considerations (Rushton and Tomlinson, 1977)

nd

FE met

nod

Steady-state flow in a square, single layer, model
domain with an internal stream (leaky boundary
nodes) and no-flow lateral boundaries; stresses
include uniform recharge and a pumping well;
calibration and prediction exercise

10

Transient, one-dimensional horizontal flow resulting

from variations in areal recharge; model domain
bounded by a constant head and a no-flow bound

Ary;

transient calibration of recharge
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11

Transient flow in a one-dimensional vertical mode
of two aquifers separated by an aquitard;
representation of aquitards implicitly as a leakage
term or implicitly as a separate model layer.

12

Transient flow in a aquifer-aquitard system with a
fully-penetrating well in the aquifer (Hantush, 196(

~

X
FE method

13

Steady state flow in a three-layer, heterogeneous
single aquifer system with square model domain,
partially recharge in top layer, fixed head at one
boundary and no-flow at other boundaries; solutio
technique (SIP/SSOR) and convergence

14

Steady state flow in a single-layer, unconfined

aquifer with square model domain, pumping from
well, internal head-dependent flux nodes and no-
flow at all boundaries; internal third-type boundary

represented using river package, as a general-head

boundary, as a drain, as a line of ET nodes, and 4
two-layer system

D

Sa

X
(5 differg
implem
tations of
type

PNt

bNn-
Brd
D.C.

15

Steady-state, one-dimensional flow system result
from two fixed-head boundaries, intersected by a
drain

ng

16

Steady state flow in a homogeneous aquifer with
sloping base and rectangular model domain; unifg
areal recharge and spatially varying ET; fixed hea
at one boundary and no-flow at other boundaries

rm
1d

FD method

17

Transient radial flow to partially penetrating and
multi-layer screened wells in a stratified aquifer
represented by a multi-layer model

18

Steady-state cross-sectional simulation of steep
gradients in stratified, uniformly recharged,
unconfined aquifer with highly variable thickness,

ead

layer pinchout, and sloping beddings; model domain

is laterally bounded by a no flow boundary and a
specified head boundary.

19

Transient flow in a real world, single aquifer syste
(Musquodoboit Harbor Aquifer, Nova Scotia)
subject to various planned pumping regimes

m

X
FE and HD
methodgls

20

Transient flow in a real world, single aquifer syste
(Lipari Landfill, New Jersey) subject to various

m

hydrologic control options in remedial design

X
FD metth

1) This problem can be approximated using the Thiem (1906) solution and image theory to represent the boundaries.
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Table 2-5. MODFLOW test problems and packages used in tests (after Andersen, 1993).

Problem BAS BCF WEL RCH RIV DRN EVT GHB SIP SOR

No.

1 X X X X

2 X X X X

3 X X X X

4 X X X X X

5 X X X X

6 X X X X X

7 X X X X X

8 X X X X X

9 X X X X X X

10 X X X X
11 X X X

12 X X X X

13 X X X X X
14 X X X X X X X X

15 X X X X

16 X X X X X X

17 X X X X

18 X X X X X
19 X X X X X

20 X X X X X

« address complex problem descriptions and modeling issgedhéterogeneity, anisotropy,
irregular boundary conditions);

« incorporate successful, previously defined test cases;

« use test cases which are not subject to ambiguous or unstable boundary conditions and/or
ambiguous numerical implementations;

« use test cases that are clearly designed to meet specific objectives;
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» develop standard, unbiased, accuracy and evaluation measures;

« avoid the use of secondary quantitieg(,trajectory pathlines that may be calculated by a
post-processor) in simulation code-evaluation;

« Dbe able to address problems encountered in previous studies, specifically as related to spatial
and temporal discretization issues; and

« establish and incorporate test cases that represent realistic scenarios, rather than hypothetical
cases that have no bearing on real-world conditions.

The development of a standardized, unbiased, systematic code-testing and evaluation program
that incorporates these measures and approaches should significantly increase the QA of results
generated by simulation codes. The availability of standard code-evaluation results should help
remove ambiguity regarding their performance and operation and increase their acceptance by project
managers and regulators.

Extensive code testing is typically based on one or more of six test approaches: 1) benchmarking;
2) comparison with controlled laboratory experiments or analogs; 3) comparison with controlled
field experiments; 4) code intercomparison; 5) code intracomparison; and 6) field comparison or
field demonstration. A comprehensive test strategy should include these approaches.

Almost all previous code-evaluation studies have utilized rather qualitative evaluation techniques
that lack a systematic approach to formulation of a test strategy, test problem design, and evaluation
procedures and measures. Test objectives and evaluation crigerjze(formance targets) are
often absent. As this situation is very confusing to users of test results, the new protocol should
address this problem.

The potential problems in solving the flow and transport equations numerically make it necessary
to allow for a flexible, code-type specific test strategy that needs to address such issues as stability,
accuracy, convergence, and roundoff errors. Evaluation techniques should be both quantitatively and
gualitatively in nature, and should include an assessment of the dependent variable in space and time
as well as indirectly derived entities such as the global mass balance for flow and transport, flux
distributions, pathlines, and travel times.
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3. CODE TESTING AND EVALUATION PROTOCOL

3.1. OVERVIEW

A systematic approach to code testognbines elements efror-detection, evaluation of the
operational characteristics tife code, andssessment of iguitability to solvecertain types of
management problems, with well-desigriedt problems, carefullyselectedtest data sets, and
informative performance measures. Such a systematic approach is representathbtidhality
analysis, performance evaluation and applicability assessment pratodeveloped by the
International Ground Water Modeling Center (\@ar Heijde et al., 1993). In thisprotocol,
systematic development of test objectives is combined with a comprehensive code testing strategy.
Test results are expressed in terms of correcteggsii comparison with a benchmark), reliability
(e.qg, reproducibility of results, convergence astdbility of solution algorithms, and absence of
terminal failures)efficiency ofcodedalgorithms (interms of achievedumerical accuracy versus
memory requirements and code execution time), and resources required for modelggeityput
preparation time). The protocol consists of a number of sequential steps (see Fig. 3-1): 1) analyze
the code’dunctionality; 2) identifypotential problem areas; 3) developagle testing strategy; 4)
execute tests amghalyze results; Yrepare overview tables of results;i@@ntify performance
problems; 7) document findings; and 8) communicate results. In the following sections, each of these
steps will be discussed in detail.

The main issue in reviewing previous code testing studies appears to be the lack in systematically
addressing code features and providing insight in the completeness and effectiveness of the performed
testing. Another major issuetise inconsistency and incompleteness of code documentation in
describingthe code’s functions and features. The new code tgsigcol addresses these
deficiencies by defining three code testing components, systematically addressing these components
in a test strategyand reporting théestresults usingest matrices and tables. The three main
components of thiprotocol are: 1)functionality analysis; 2performance evaluation; and 3)
applicability assessment. Functionalignalysis is arather qualitative process in coadt to
performance evaluation, which isgaantitative processWhile evaluatingthe functionality and
performance of a code, its usefulness in addressing field problems is assessed in a qualitative manner.
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Functionality analysisvolves the identification and description of the functions of a simulation
code in terms of model framework geometry, simulgiemtesses, boundary conditions, and
analytical capabilities (see Table 3-1 for an example of codédnsitand the subsequent evaluation
of eachcodefunction orgroup offunctions for conceptual and computational correctness and
consistency. The informatiogenerated byunctionality analysis i®rganized into ssummary
structure, or matrix, that brings together the description of code functionality, code-evaluation status,
and appropriate tegiroblems. Thidunctionality matrixis formulated combining a complete
description of the code functions and features with the objectives of carefully selected test problems
(see Table 3-2). The functionality matrix provides a quick way to illustrate or check the extent of the
performed functionality analysis.

CODE TESTING AND EVALUATION PROTOCOL

step 1 analyze the code documentation with respect to simulation functions, operational
features, mathematical framework, and software implementation;

step 2 identify potential code performance issues based on understanding of simulated
processes, mathematical methods, computer limitations, and software environment;;

step 3 develop testing strategy and test problems which addresses relevant code performance
issues as they are viewed by stakeholdegs (esearchers, code developers, code
users, fund managers, regulatory decision makers, project decision makers);

step 4 execute test problems and analyze results using standard graphic and statistical
techniques;

step 5 collect code performance issues and code test problems in overview tables and mdtrix
displays reflecting correctness, accuracy, efficiency, and field applicability;

step 6 identify performance strengths and weaknesses of code and testing procedure;

step 7 document each test setup and results in report form and as electronic files (text, d4ta,
results, graphics); and

step 8 communicate result® (g, executive summary, overview report. etc.).

Figure 3.1. Code testing and evaluation protocol
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Table 3-1. Functions and features of a typical three-dimensional saturated
porous medium finite-difference flow and transport model.

General Model Capabilities

uncoupled Darcian ground-water flow and non-
conservative single-component solute transport
in saturated porous medium

distributed parameter discretization

Spatial Orientation

1-D horizontal

1-D vertical

2-D horizontal

2-D vertical

quasi 3-D (layered)
fully 3-D

Grid Design

1-D, 2-D, or 3-D block-centered finite
difference grid with constant or variable cell
size

Time Discretization

steady state flow

transient flow

transient transport

variable time step size

multiple tranport time steps per flow time step
multiple flow time steps per stress period
variable stress periods

Matrix Solvers

SOR
ADI
PCG

Aquifer Conditions
*  confined

e leaky-confined
unconfined

Aquifer Systems

single aquifer
single aquifer/aquitard
multiple aquifers/aquitards

Variable Aquifer Conditions in Space

variable layer thickness
confined and unconfined conditions in same
aquifer
aquitard pinch out
aquifer pinch out

Changing Aquifer Conditions in Time

desaturation of cells at water table
resaturation of cells at water table
confined/unconfined conversion

Parameter Representations

hydraulorzlucivity: heterogeneous (variable

in space), anisotropic

storage coefficient: heterogeneous

longitudinal dispersivity: heterogeneous
transverse dispersivity: heterogeneous
sorption coefficient: homogeneous (single value
for total model area)
decay coefficient: homogeneous

Fluid Conditions

density constant in time and space
viscosity constant in time and space
continued.....

43



Ground-Water Simulation Code Testing

Code Testing and Evaluation Protocol

Table 3-1 - continued.

Boundary Conditions for Flow

» fixed head

»  prescribed time-varying head

o zero flow

» fixed boundary flux

»  prescribed time-varying boundary flux

» areal recharge - variable in space and time

» induced rechargigom or discharge to stream;
stream may not be directly connected to ground
water

e drains

* evapotranspiration dependent on distance
surface to water table

» free surface, seepage surface

Solute Transport Processes
*  advection
*  hydrodynamic dispersion
*  molecular diffusion
* linear equilibrium sorption
» first-order radioactive decay
» first-order chemical/microbial decay

Boundary Conditions for Solute Transport
«  fixed concentration
»  prescribed time-varying concentration
*  zero solute flux
»  specified constant or time-varying solute flux
e areal recharge of given (constatiner
varying) concentration
e induced infiltration of given (constant or time-
varying) concentration
»  concentration dependent solute flux

Sources/sinks
¢ injectiongpiuctionwell with constant or time-
varying flow rate
» injection well with constant or time-varying
concentration
e injection well with constant or time-varying
solute flux
e production well with aquifer concentration-
dependent solute outflux
* springs with head-depentlent rate and
aquifer concentration-dependent solute flux

Performance evaluatiors aimed at characterizing the operational characteristics of the code in

terms of: 1) computational accuracy; IRpitations with respect tonumerical convergence and
stability; 3) sensitivityfor grid orientation and resolution, and for time discretization; 4) sensitivity

for model parameters; 5) efficiency of coded algorithms (including bandwidth, rate of convergence,
memory usagealisk1/O intensity,etc.); and 6) resources required fiaodelsetup andgimulation

analysis. Tests are analyzed using various quantitative, often statistical evaluation techniques, as well
as qualitatively using ranking and graphical techniques. Results of the performance evaluation are
reported in checklists and in tabular form (seest@mple Table8-3a and 3-3b). Reporting on
performance evaluation should provide potential users information on the performance as a function
of problem complexity and setup, selection of simulation control parameters, and spatial and temporal
discretization.
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Table 3-2. Generic model functionality matrix; checked cells indicate that objective of test
problem corresponds with a code function.

functions
test problem function 1 function 2 function 3 function 4 function(5
objective
test 1 X X
test 2 X
test 3 X
test 4 X X
test 5 X
test 6

Applicability assessmeifiicuses on determinirfgr which types of management problems the
code is particularly suitable. In addressing this component of the protocol when the test strategy is
formulated, attention is given to representative hydrogeology, engineering designs, and management
strategies. Results of this assessment are primarily expressed qualitativappliéability matrix
is used to document the extent of the applicability assessioeiarable to the functionality matrix.
Reporting on applicabilityassessment includes information baw the tesproblems were
implemented in terms of model setup and parameter allocation, providing users insight in the optimal
use of the code for the particular type of applications.

The code testing protocol is implemented using a threededel testing strategyncorporating
six types of tesproblems: 1) conceptual or intuitiiests; 2)analytical solutions and hand
calculations; 3) hypotheticaést problems with code intercomparison and intracomparison; 4)
laboratory experiments; $igld experiments; and 6ield applications. Reporting of test activities
and results takes three forms: 1) documentation of individual tests; 2) analysis of completeness of
test strategy and implications of test results; and 3) communication of test results to stakeholders.
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Table 3-3a. Example performance evaluation table -- part 1

test number off  number of time ste convergenge CPU yse RAM
case nodes time steps (days) (number of  (sec) allocation
iterations) (Kbytes)
1 500 1 10 5 11 550
2 500 1 10 50 (maximum 205 550
3 500 1 10 11 34 550
4 500 1 10 22 55 550
5a 500 1 10 7 21 550
5b 5000 1 10 9 309 3880
5c 500 10 1 21 80 550
Table 3-3b. Example performance evaluation table -- part 2
test sensitivity to |  sensitivity to grid  sensitivity to tin{e stalfflity reprodu-
case grid sizé orientati®n discretization cibility®
1 A .01 A satisfactory 0
2 .02 .007 2 unsatisfactory 15
3 .03 .02 A satisfactory 0
4 .001 .008 3 satisfactory 0
5a 3 .04 3 satisfactory 0
5b .25 .05 .25 satisfactory 0
5c .21 .045 A satisfactory 0

a) Sensitivity to grid size is determined by comparing the sum of absolute values of the differences in computed nodal
values with the sum of computed nodal values divided by 2, employing two grid designs differing a factor 10 in
number of active nodes.

b) Sensitivity to grid orientation is determined by comparing the sum of absolute values of the differences in computed
nodal values with the sum of computed values divided by 2, using two identical grid designs rotated 45 with
respect to each other.

c) Sensitivity to time discretization is determined by comparing the sum of absolute values of the differences in
computed nodal values with the sum of computed values divided by 2, using for a constant period two time
discretizations differing a factor 10.

d) Stability is rated "unsatisfactory" if in one or more runs stability problems are encountered; otherwise stability is
rated "satisfactory."

e) Reproducibility is given in terms of a standard deviation for 10 runs using the same input data set.
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3.2. PROTOCOL AUDIENCE

One of the problems with earlier code testing approaches was that they implicitly adopted a single
often knowledgeable code testing audience. This target audience was assumed to understand typical
functionality or performance problems related to specific types of codes. Communication of the test
results to other than the target audience often led to misinterpretation of the test results, for instance,
due to different interpretation of qualitative result descriptors. For the development of the protocol
presented in thiseport, six audienceqor stakeholders) ar@lentified: 1) researchers and peer
reviewers focussed on the theoretical framework underlying the simulation code; 2) code developers
and their programmers focused on the coding of algorithms, data structures and user interfaces; 3)
code users focussed on addressing real world problems; 4) independent code testers providing expert
advice on the functionality, correctness and efficiency of the code; 5) program managers, clients and
other fund managers; and 6) regulatory decision makers. The needs and concerns of these
stakeholders often vary substantially.

The primaryinterest ofresearchersis to improvethe understanding of thysicalworld
gualitatively byformulating governing principles armbncepts and quantitatively lofescribing
mathematical relationships. Simulationdes are often a tool in tiseientific process to better
understand complex natural phenomena. In general, code developn@rthieprimarygoal of
such researchFor this audience, model testing equates with establishing in the eyes of their peers
that process descriptions, formulation of boundary conditions, and mathematical equations and
solution methods are correct.

Code developerare primarily interested in determining and demonstratingt their code
operates according to its intendasajectives and yields accurate results. Code testing involves such
issues as correct and efficient implementation of algorithms and code structures, numerical precision,
and correct input and output handling, and efficient code operation.

Code usersre, in general, interested in obtaining information concerning the code’s functionality

and applicability to the problem at hand, ease-of-use, efficietiog nse of resources, and sensitivity
for parameter uncertainty. The relatlvenefits ofone simulationcode versus another are often
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determined by objective evaluation of what the code can do and how fast it can do it.

Project Managers/Fund Providease primarily interested in knowing if a code is applicable and
suitablefor the specificproject, the use of a particular code is the most cost-effective approach to
solve the problem, and the results obtained with the code accéptablelved regulatory agencies.

Finally, regulatory decision makeese focused on the credibility and accuracy of the simulation
results. This credibility is based on the use of an adequate and reliableecathe (ool), a well-
conceptualized site, good data, and well-executed problem analysis.

The proposed functionality analysis, performance evaluation and applicability assessment protocol
aims to provide key information elements for regulators, fund providers and managers and code users,
and instruction for systematic testing and documentation for model researchers and code developers.

3.3. SOME PROTOCOL DESIGN ISSUES

The protocol igneant to be used in testing a wide range of subsurface fluid flow and transport
codes. These simulation codes employ a variety of mathematical process descriptions and solution
techniques and various operational features to accommodate the complexity of real world problems
and the management strategies and engineering approaches in addressing these problems. Therefore,
the protocol is designed to handle:

* alarge variety of process descriptions, boundary conditions and system stresses;

» awide range of code applicatiomrsy, situations, parameter ranges);

» different spatiali(e., grid discretization / nodal distributions) and temporal discretization
schemes;

» different mathematical solution techniques; and

» different computer languages, hardware platforms and software environments.

The code testing evaluation criteria consist of a series of statistical and graphical measures which
describe the test results in either absolute or relative terms. The measures included in the protocol
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were selected based on the following considerations:
+ well-defined, meaningful, and objective;
* easy to use, either manual or by using standard computer software;
¢ Quantitative descriptor of accuracy and performance; and
» qualitative illustrator differences between code results and the benchmark solution.

3.4. THE TEST METHOD

3.4.1.Functionality Analysis

Ground-water simulation codes typically include a variety of simulation functions and operational
features. Furthermore, such codes are characterized by their mathematical framework and computer
implementation issues. Thus, before systematic testing can take place, these code characteristics need
to be identified, defininghe code’sunctionality Functionality description defines, in qualitative
terms, the available functions of the simulation code. It should be noted that using the functionality
description element of the protocol in a consistent, comprehensive manner while developing a code’s
documentation will provide necessary, easy-accessible information for code selection.

Based on the resultinfyinctionality description a functionality test strategys developed
consisting of : 1) designing or selecting test problems, targetedtladl identified characteristics;
2) test runninghe code for meamgful andchallengingparameter selections; 3) standardized
gualitative and quantitativanalysis ofthe testesults; and 4) documenting the results in a
comprehensive and informative manner. The execution of such a test strategy farail@ahality
testing Functionality testing is a part of the protocol’s test strategy discussed later in this chapter;
in the test strategfunctionality testing is combined with performance testing applicability
assessment aspects. In the protocol,cthrabinedprocedures ofunctionality description and
functionality testing is defined &snctionality analysis

The objectives of functionality analysis are:
+ to identify and describe functions and features of a simulation code;
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* to testand evaluate the code for conceptual mmaericalcorrectness, anefficient and
error-free operation; and

» to document code description and test results in a consistent, intercomparable, comprehensive
and informative manner.

The functionality analysigrocedure is illustrated in Figure 3-2 and Table 3-4. They show the
order in which the various steps are taken.

Table 3-4. Functionality Analysis as a four-step procedure.

Step 1.  Analysis and description of the code’s functionality;
Step 2:  Determination of test issues and design of functionality aspects of test strategy;
Step 3:  Execution of test problems, producing standardized test evaluation data; and

Step 4:  Evaluation of produceestinformation using established graphical and statistical
measures, and production of functionality matrix.

3.4.1.1. Functionality Description

Functionality description is the qualitative analysis of the capabilities of a simulation code. The
available functions argrouped andystematically described usingsat of standard descriptors.
These descriptors have been developegaat of anearlier ground-watermodel information
management project (van ddeijde,1994) and are presented in tabular formppendix A. If
necessary, the list of descriptors may be adapted or expanded to cover features resulting from new
research or software development progress. Based on these tables of descriptors, a checklist has been
developed to present a quick overview of functions and features of the code (see Appendix B).

The standard format is designed to be applicable to any ground-water simulation model code. It
includes a brief overview description of the simulation codecpde authors, contact address,
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Functiondity Analysis

Functionality Description:
Identification and Qualitative Description
of Individual Code Functions

v

Functionality Testing:
Comparison with Benchmarks
and Intercomparison

Level 1A
conceptual benchmarks

\

Level 1B
analytical benchmarks

v

Level 2
synthetic test problems

\

Results:

Correctness
(conceptual, mathematical, physicapresentational)

Figure 3-2. Overview of functionality analysis procedure

required computer platformstc.). This is followed by a sectitimat isdivided into functionality
categories corresponding to sets of specific code functions. This approach facilitates the selection,
by potential users, of the most suitable code for a given application, based on review of the standard
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code description. It also defindsr code developers, testers and reviewerssithalation code
functions that must be documented and tested.

3.4.1.2. Identification of Potential Performance Issues

The coddunctionality description formthe basisfor theidentification of issues and concerns
related to code correctness and performance. The issues can be grouped in five broad categories: 1)
conceptual problems in theoretical framework; 2) mathematical (non-coding) issues related to
formulation of equations, solution techniques, etc.; 3) implementation of algorithms in code logic and
code structures; 4) I/O handling g, file interaction, keyboard/screen interaction); and 5) internal
datahandling €.g, argumentandling insubroutines, common blocks, equivalenois,. Issues
listed in categories 1 and 2 are dependent on the type of simulation code being tested. For example,
numerical dispersioand oscillations ithe simulation of shargoncentration frontenayoccur in
solute transport models. Non-convergence or exorbitant computation times may occur in unsaturated
zone flow models or multi-phase flow modéise to strongnon-linear behavior or poorly-chosen
initial conditions.

Based on thanalysis ofpotential correctness and performance problenestastrategy is
formulated which matches test issues with test problems in a comprehensive manner. Test problems
are chosen to addrespecific functions ofhe code or t@mphasize specific performance issues.
Typically, testproblemsare based on trevailability of adequate benchmarks, representative
hypothetical situations, or independently observed physical systems (see section on test strategy later
in this chapter). A detailed discussiortloé elements othe test strategy jgrovided later in this
chapter.

3.4.1.3.Functionality Tables and Matrices
Full evaluation of a ground-water simulation code requires taking a systematic approach to the
designand reporting ofestissues and performeests. An adequate testing strategy addresses all

functions and features of the code and related performance issues by formulating test objectives for
each test and describing how the talsimeet thes@bjectives. Performance issues addressed in the
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functionality testing, test objectives for each test, and the benchmark solution (if available) should be
included in functionality tables. Appendix C lists example functionality tables for three-dimensional
saturated flow and solute transport codes.

To simplify the functionality analysiprocedure, théwo components of functionalitgnalysis,
functionality description and functionality testing, are combinediumetionality matrix(see Figure
3-4). The left column of the functionality matrix represents the functionality description by listing the
code functionsvhich are to be tested. Thep row ofthe functionality matrixrepresents the
functionality testing bylisting benchmarisolutions whichare used to address the cdalections.
These two elementefine a two-dimensional matrikat is used to provide quick overview of
tested functions. The matrix can also be used to determine the availability of benchmark solutions.

Each cell within the center of the matrix actually represents a series of specific questions and/or
issues which must be evaluated before a simulation code is fully functionality tested. These questions
and issues arsummarized in a series of functionality tabpgssented imMppendix C. The
functionality tables can be considered as a third dimension extension of the functionality matrix. This
concept is illustrated in Figure 3-4; an example application of the functionality matrix is presented
in section 4 of thigeport. The functionality matrix is shown #se basis ofthe chart with the
corresponding background information overlainiobn The resulting three-dimensiorigure
integrates the functionality issues, test objectives, and benchmark solutions into a single illustrative
figure. For practical reasons, the use offtimetionality matrix is limited tdhe two-dimensional
primary level shown in Figure 3-4. Each cell of the matrix is marked off when the function has been
evaluated in accordance with thetocoland the associatessues have been addressed. The
completed functionality matrix provides a kindsoimmaryreport structureshowing in a glance
deficiencies in the testing of a particular code.

3.4.2. Performance Evaluation

Performance evaluation is designed to characterize code behavior in terms of numerical accuracy,
efficiency, sensitivityandreliability. This is accomplished by measuring the results of comparative
testing and analyzingperational code characteristics during the executiotesifproblems.
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Specifically, code responses are monitored forrealistic range of parameters and model
configurations. The maimodeling variables influencing codeerformance are: 1) spatial
discretization and grid orientation; 2) time-stepping scheme; and 3) solution technique and related
numerical parameters. Figur8-4 shows theelationship betweerthe main components of

Fig. 3-3.
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performance evaluation. The results of performance evaluation are expressedusdtirinfer
code selection, modeling resource allocation, and overall modeling project management. Table 3-5.
shows the major steps in Performance Evaluation.

Performance Evaluation
Identification of Issues

Efficiency Analysis Sensitivity Analysis Reliability Analysis
N
Accuracy Effort
\ / Sensitivity Sensitivity Stability Reproducibility
Efficiency =Accuracy / Effort Index Coefficient
Physical
Paraneters

Y

Conducting Performance Evaluation Tests

Spatial Temporal Solution Techniqu Grid Orientation
Discretization Discretization and Parameters

Results:

Identification of Performance Characteristics:

Potential fl
Code Users — s, S —>» Regulators

Cost of implementation
Advantages / Disadvantages

Figure 3-4. Overview of the performance evaluation procedure.

3.4.2.1. Performance Evaluation Elements

The main elements of performance evaluation are code accuracy, code efficiency in terms of code
use resources required to achieve a specific accuracy, code sensitivity to input variations, and code
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reliability in terms of solution stability and reproducibility of results (van der Heijde and Elnawawy,
1992). Each of these elements is discussed in detail in the following section.

Table 3-5. Performance Evaluation as a four-step procedure.

Step 1. Definition of the performance issues for the specific code;
Step 2:  Selection of appropriate test problems;
Step 3:  Producing performance evaluation measures while running the test problems; and

Step 4:  Evaluation of resultssing established graphical and statistical measures, and
preparation of performance evaluation report.

3.4.2.2. Code Accuracy

One of the main objectives of the performance evaluation procedure is the determination of the
accuracy which may be obtained with a simulation code. Code accuracy is a quantitative measure
for the correctness of the calculations made with the computer code. It is measured by comparing
the result of a code based computation with an independently derived value for the calculated entity,
assuminghatthis second value is the correct result of the calculatentbie benchmark). Code
accuracy may quantitatively b&pressed using statistical type measures. In the testing of analytical
models, such quantitative evaluation of code accuraagher straightforward. However, in the
testing of numerical modeling codes, evaluation of code accuracy is often more complicated, among
others because an independent benchmmagknot beavailable, and becauske codéased
computations are inherently subject to schematization and discretization errors. Code accuracy can
be measured for different discretization densities, time-stepping schemes, grid orientations and
numericalparameters usinthe benchmarks and intercomparis@sts developed gsart of the
functionality analysis. Alternative approaches to assess code accuracy under these latter conditions
are discussed in the section on code testing strategy. Results are summarized in tables to provide the
code users with relevant information and utilization the subsequent efficiency analysis.
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3.4.2.3. Efficiency Evaluation

The efficiencyof a simulation code is defined e level of effort and computer resources
required to obtain a user-specified code accuracy as given in equation 3.1.

Code Efficiency = Code Accuracy / Level of Effort (3.1)

Thelevel-of-effortrequired to set up model problem using a particular simulation code is an
important and often unreported aspect of performance evaluation. This level-of-effort is primarily
determined by the manpower, and thus cost, required for the simulation study. The major difficulty
in determining the level-of-effort is where the distinction is made between field characterization and
model preparation. In the terms of this protocol, site characterization and model conceptualization
are basically independent of the selected code and therefore not included in the determination of the
level-of-effort.

One of the main labor-intensive components of model preparation is the creation and editing of
input files, reflectingthe spatial and temporadariability of the modeled system. It is here that
specifically spatial and temporal discretization play an important role.

The amount of effort required to use any simulation code includes two major components: human
resources and computer resources. Each of these is made up of sub-compondntsanhe
resources component includals humareffort required to translate a conceptual model into a
finished, interpreted simulation model; this includes the time and effort involved in data preparation
and input, as well as the time and effort required for data reduction and analysis. It is assumed that
the effort needed to understand code documentation, assess theapaleilgies, anthstall the
code on user’s platform is the same for all simulation codes. The protocol addresses only the effort
involved in the actual set-up and execution of the test cases using standard measures and assuming
an expert modeling team.

To quantify the level-of-effort, a new parameter has been developed, called the “Human Effort
Parameter” (HEP). HEP consists of four major components:
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HEP, = effortinvolved in model grid design (both manually or automatically);

HEP, = effortinvolved in spatial parameter allocation (both manually or automatically);
HEP, = effortinvolved in setting up time-varying parameters and stresses; and

HEP, = effortinvolved in the manipulation and analysis of results.

Each of these parameters candedined by a semi-quantitative expressiorhe sum of these
parameters is equal to the total required human effort.

The effortinvolved in model grid design, HEP , is direatyated to the totalumber of grid
cells orelements inthe model. A code-specific factor, C , is used to characterize the ability of the
code (or related peripheral software) to automate grid design (see equation 3.2).

HEP, = i*j*k+C,

0<Ci<1 (.2)

wherei is number of nodes in x-directignis number of nodes in y-direction, akd number of
nodes in z-direction. If the code contains an automatic grid genealg@mithmstogether with
bandwidth optimizers, C is small and therefore HEP is small.

Similarly, the  effiortolved inparameter allocation, HEP , is related totthtal number of
spatially varying parameters in a code (see equation 3.3). Again, a code-specific factor, C , is used
to characterize the level of automation of a code in parameter allocation or its ability to use parameter
zoning. Ifthe code contains a paramed#ocation algorithm opreprocessor, that automates or
reduces the effort required in spatial parameterization,,HEP caigrbecantly reduced. The
greater the automation ability, the closer C and, therefore, HEP approach zero.

HEP, = p*C,

0<C,<1 3.3

wherep is number of spatially varying parameters.
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The effortinvolved in allocating time-varyingarameters and stresses, HEP , is related to the
total number of temporally varying parameters in the model (see equation 3.4). Note, that in steady-
state simulations, none of the parameters vary in time, thug HEP is equal to zero. As before, HEP
can be modified by a code-specific factog, C , which is used to characterize the temporal automation
ability of the simulation code. the code is embedded in an interface which automatically uses time
series information stored in a data base, or has a preprocessor to perform this functon, HEP can be
reduced. The greater the automation ability, the smaller C ang HEP .

HEP, = t«C,

0<Cy<1 G.49

wheret is number of time-varying parameters (t=0 for steady state simulations).

The level-of-effort needed to manipulate code output, and/or perform output analysis, HEP , is
more difficult to quantify. Among others, it depends on the level of integration between simulation
and postprocessing within a dedicated software environment and the structure and form of the files
prepared by the simulation code. Furthermore, this level-of-effort depends on the graphic, statistical,
word-processing, and spreadsheet software available to the analyst and his/her experience with this
software. HEP reflects these issues and is proportional to the total number of model nodes and total
number of time steps of interest (see equation 3.5).

HEP, = i*)jxk«T*C,

0<C,<1 (3.3)

wherei is number of nodes in x-directigns number of nodes in y-directidnis number of nodes

in z-direction,T is number of time steps of interest, and C is a factor comparable to the factors C -
C, in the previous equations. It shouldnimted that C -C are empirical factors, chosen based on
experience in pre- and postprocessing with the particular simulation code.

The total amount of effort required (HEP )d@ate and analyze a simulation model is defined
as the sum of all the components previously described. This follows in Equation 3.6.
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HEP

total

= HEP, + HEP, + HEP, + HEP, (3.6)

Another element that defines efficiencg@mnputer resources utilizatiorComputer resources
utilization is determined by the required platform (and its intrinsic cost), problem simulation time (cpu
use and I/O time), random access memory (RAM) required to successfully run a data set, and mass
storage requirements for data sets and result files. Objective comparison of computer resource needs
of various simulatiorcodes requires the use of a standard computer configuration. Computer
hardwaremagazines regularly publish performance comparigmnsarious hardware platforms,
which can be used to determine a code’s computer resotilization requirements on a user-
specified platform. One way to present this type of information is given in Table 3-3a.

Using these calculated parameters for accuracy and effort, thdesteiecan definecode
efficiencyin several ways. A derived measureefficiency iscomputed bydividing the measured
accuracy parameter of interest (using the statistical measures described later in this chapter) by the
measured effort parameter of interest or their cost equivalent (see Table 3-6). Each separate efficiency
measure provides a different type of code performance information. tbsidefined efficiency
measures, the performance of a code can now be evaluated by comparing its efficiency for various
spatial and temporal discretizations, grid orientations, and solution algdttameters. For
example, efficiency analysigerformed using the proposed procedure, can provide information on
the cost-benefit ratio for different discretization or parameterization schemes and determine optimum
grid densities, or time-stepping schemes.

3.4.2.4. Sensitivity Analysis

Sensitivity analysis is a significacdbmponent of code performance evaluation. Intera (1983)
stated that it is important to quantitatively or semi-quantitatively define the dependence of a selected
code performance assessment measure on a specdineter or set of parameteiSensitivity
analysis is used taentify the mosinfluential parameters, or code issudsat may affect the
accuracy and precision of code resulsis information is importarfor the code user because it
allows theestablishment of required code accuracy and preasimaards as a function of data
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guantity and qualitfHern, et al. 1985). Sensitivity analysisan be used byode developers to
improve code simplicity and, therefore, efficiency, and results may increase the understanding of the
code by the user.

Table 3-6. Generic matrix of sample efficiency measures

Effort measures
Accuracyé RAM CPU time Number of Human Effort
Measure (CPUT) iterations Parameter (HEP)
(NITER)
RMS RMS/RAM RMS/CPUT RMS/NITER RMS/HEP
MAE MAE/RAM MAE/CPUT MAE/NITER MAE/HEP
ME ME/RAM ME/CPUT ME/NITER ME/HEP

Identification of the change in simulation model results caused by a known change in a specific
input parameter providéle user with an understanding of the importance of that parameter. If a
modest change in an input parameter causes a large change in output results, the code is considered
to be sensitive to that parameter.

There are various ways to assess the sensitivity of model results for changes in model parameters,
including the calculation of sensitivity coefficients or sensitivigeg,(Cooleyet al, 1986), the use
of joint sensitivity equation®(g, Sykeset al, 1985), and the application of stochastic modeling, for
example using monte carbmalysis (Cliftonand Neuman, 1982; Smith aRckeze, 1979; and
Thompsoret al, 1989). Typical measurestbfs phenomenon is the sensitivity indgxdefined by
Fjeldet al.(1987) and the relative sensitivilyused by Nofzigeet al, (1994).

To determine the sensitivity index, nominal, minimum, and maximum values for the selected input
parameter are specified by the code evaluator. The values of the dependent variable are determined
for these three values of the input parameter. The resulting values of the dependent variable are:

. om for the nominal input parameter value;

t
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for the minimum input parameter value; and
for the maximum input parameter value.

pmin
t

pmax
t

This approach yields the upper and lower bounds for thesvaf the dependent variable based upon
the upper and lower values of the input parameliérs information is used in the calculation of the
sensitivity indexS, which is defined as

nom
h, - h
S = (3.7
hnom
where
h, = value of the dependent variable for either the minimum or maximum value of a given
input parameter

h™™ = value of dependent variable determined for some nominal value
heex = maximum instantaneous value of the dependent variable

The maximum instantaneous value of the dependent varidiji&, i.e., the nominal value of the
dependent variable #te maximumtime), is based uponominal values othe parameter. The
sensitivity index ignostusefulfor evaluatinghe impact of individualinput parameters on local
variables, orfor evaluating parametetisat describe theverall simulation model configuration.

These parameters can include: 1) Peclet and Courant numbers for spatial and temporal discretization;
2) solution parameters; and 3) global input parameters, such as dispersivity and degree of anisotropy,
or spatially definegparameters in a homogeneous system. sEhsitivity indexcannot be used
effectively forsensitivity analysis ohput parameterthatvary inspace. Tapplythe sensitivity

index approachwithin the performance evaluatipnocedure, the code is run agaibshchmarks
selected for the functionality analysis procedure of the code testing and evaluation protocol.

Therelative sensitivitys defined as§ = S*x/fwhereSis thesensitivity coefficient,f is the

value of themodeloutput,andx is the value of the model input parameter (Nofzejezl., 1994).
The sensitivity coefficient can be obtained fri8mudf/ Ax whereAf is the change in outptitiue to
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a changedx in the input parameter. Thelative sensitivity can based to estimate the relative

change in model outputlf/f, from the relative change in input paramefia¥x, using the equation
% - Sr% (3.8)

Nofzigeret al. (1994) usedhis measure in evaluatirige sensitivity in travel timegoncentration,

mass loading and pulse width of a contaminant at the water table for four unsaturated zone fate and

transport models (RITZ, VIP, CLMS, and HYDRUS). Sensitivity was irgasttl for a wide variety

of conditions including organic carbon content, bulk density, water content, hydraulic conductivity,

organic carbon partition coefficient, degradatiwaf-life, rooting depth, recharge rate, and

evapotranspiration. The study included investigation of uncertainty in predapability of the

models and foundhat large uncertainty exists due to tbembination of sensitivity and high

parameter variability in natural soils.

Zheng (1993) used the sensitivity coeffici€ht, a measure of the effect that the change in one
factor or parameter has on another factor or result. Practically, this represents the change in either
some calibration criteria or relative accuracy measures, expressed as residual diReferge,

RMSE, or comparable statistical measut®)ded bythe change in the input parameter, P (see
equation 3.9).

S.=AR/IAP (3.9)

whereAR is change in accuracy measure of choiceddh@ change in input parameter.

As part of the code performance evaluation, code sensitivity must be established not only for
code-specific parameters, but also for model configuration and setup. For instance, changes in grid
density can be expressed as a faatéx, If grid density is doubled.¢., grid distances are halved),
the value odP is doubled. It should be noted that, for a finite difference type of grid, doubling the
grid density will result in doubling, squaring or cubing the numbeodés for one-dimensional, two-
dimensional, and three-dimensional models, respectivethe khange inade results due to this
doubling of grid density is measurable using a statistical measurBMI&E, thesensitivity
coefficient for spatial discretization can be calculated.
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3.4.3.5. Reliability Evaluation

A reliable simulation code mnewhich: 1) is free of run-time errors and failures; 2) converges
for a wide range of parameters; and 3) yields results which are fully reproducible from one execution
to the next.Run-timeerrors are addressed in tl@ctionality analysis and testing. Other failures
might relate to convergence asthbility problems. Stability problems have been discussed in
Chapter 2. It is important to realize that sometimes stability problenarectly related to code use,
such as selecting improper solution techniques, or using incorrect or unsuitable model configurations.
For example, flow simulatioreresensitive tacorrect setup ohitial and boundary conditions. In
a relatively unstressed system, initial conditions close to reality and a sufficient number of first-type
boundary conditions are required to constrain the model enough to reach convergence. Stability (and
convergence) is evaluated during functionality apglicability testing by keepingrack of non-
successful simulation runs atfte conditions undevhich theyoccur (se€eTable 3-3b). These
conditions include problem setup, parameter allocation, and solver selection.

Reproducibilityefers to the code characteristic illustrating that results from a specific simulation
model are identical between different runs on a specific computer platform. Often, this characteristic
is extended to across-platforms comparisons. In the latter diisegnces in computational
precision among platforms might cause differences in round-off errors. The code should be designed
such that this type d@rrors do not have a greaafluence onthe simulationresults. It should be
noted that some solution techniques inherently prevent reproducibility. This is specifically the case
with the random walk method for solute transport modeling.

3.4.2.6. Performance Evaluation Factors

There are four major factors which influence performance evaluation in terms of accuracy, effort,
efficiency, sensitivity, andeliability. These factors are: 1}patial discretization; 2) temporal
discretization; 3) solution techniques and parameters; and 4) grid orientation. These factors should
be investigated in conjunction with the functionality test problems. Selected functionality test cases
should be altered to allow the sensitivity of the code for these factors.
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The specification of spatial discretization has a very significant impact on code accuracy, effort
required and, therefore, overall efficiency. Also, spatial discretization might influence convergence
behavior in terms of stability arsgheed. If spatial discretization is too low, the accuracy of the code
results can suffer; contrarily, if spatial discretizatiotoshigh, the overall effort required can be
exorbitant and even prohibitive. Therefore, it is important to detertheeptimum spatial
discretization required to provide a stable solution with an accepgféiblency level. Thisnight
require running selected test problems with increasingly dense grids and monitoring convergence and
efficiency measures. For some codes, an acceptable level ofdipat&tization can be derived from
stability criteria (see Chapte?), which is defined ashe ratio of ground-water velocitynes
characteristic grid size over dispersion. For example, the degree of spatial discretization for codes
that simulate advective-dispersive transport processes can be derived from the Peclet Number.

Temporal discretization impacts code convergence and efficiency in the same manner as discussed
for spatial discretization. To evaluate this characteristic, test problems are set up using different time-
stepping schemes. These differences might take the form of an increased number of time steps for
the same simulation period, or the use aba-linear time-stepping scheme to better reflect the
behavior of the time-derivative of the dependent variable (e.g., time-stepping for the Theis equation
test case by Prickett and Lonnquist, 1971). As is the case with spatial discretization, time-stepping
for the simulation of solute transport can be expressed by a stability criterion, the Courant Number
(see Chapter 2yyhich is defined athe ratio of ground-water velocityultiplied bythe minimum
time step divided by the characteristic distance between grid nodes.

Code performance is often highly dependent on the selection of the equation solver and the choice
of solver parameters. If problems in stability occur duringhtgsbr the code seems to be inefficient,
selection of an alternative solver (if available) or adjustment of solver parameters might improve the
situation. Solution parameters that might be investigated include: 1) error criterion or convergence
tolerance for iterative solutions (expressed in terms of dependent variable and/or mass balance); 2)
the maximum number of iterations allowed; 3) weighting factors; and 4) iteration and acceleration
parameters. Although the required human resources, as expressed by the HEP, are not impacted by
changes in solution techniques and/or solution parameters, reqoimgaiter resources can be
significantly affected by changes in solution techniques and parameters. The information on code
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performance based upon solution parameters and techniques is summaheegdrformance
evaluation checklist. This information might fotire basisfor guidelines on specification and
implementation of solution techniques and parameters.

Many ground-waterflow and transportmodels donot include cross-terms forydraulic
conductivity and dispersivity. Thus, the model grid is supposed to be oriented such that its principle
axes are parallel to the ground-watleww and contaminantransport directions. In practice,
nonuniform flowsituations makes this requirement oftéfficult to meet. The degree of error,
attributable to non-orthogonal flow and transport, needs to be characterized as part of the protocol.
The effect of the absence of cross-terms can be explored by intercomparison with codes which include
these cross-terms, and by intracomparison of results obtained with the tested code for different grid
orientations, specifically using tests for which an analytical solution is available. Typically two grid
orientations are used: parallel to flove.( orthogonal) and under 45 degrees with the flow direction
(i.e., oblique). It should be noted that to obtain comparable levels of accuracy oblique grids might
require significantly longer computation times.

3.4.2.7. Performance Evaluation Tables

The results of the accura@analysisfor each of the performance evaluation categories are
compiled into a summary table or checklist. For example, Tables 3-8, 3-9, and 3-10 show summary
tables for accuracy, effort argnsitivity versus the four performance evaluation factors grid

discretization and orientation, time-stepping, and solution technique setup.

3.4.3. Applicability Assessment

Model users, environmental regulators and model reviewers need to know if a particular code is
appropriate for the specific site conditions and simulation scenarios of a project. This determination
needs to be made during the code selection process, prior to the use of the selected code in the study.
Commonly, the applicability of a codedstermined from caref@nalysis ofts functionality and
evaluation ofthe needs of the project. Oftehis process is enhanced &yalysis ofprevious
applications of the code, specifically for comparable site conditions and simulation
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Table 3-7. Generic table of accuracy analysis results for a specific test problem.

Statistical Measures

Performance Evaluation Categories RMS MAE ME Other

SPATIAL DISCRETIZATION

One half density

Single density

Double density

Peclet number = 10

Peclet number = 1

Peclet number = 0.1

TEMPORAL DISCRETIZATION

One half density

Single density

Double density

Courant number = 10

Courant number = 1

Courant number = 0.1

SOLUTION TECHNIQUE AND PARAMETERS

Tolerance = 0.0001

Tolerance = 0.001

Tolerance = 0.01

SSOR, Acceleration parameter = 1.4

SSOR, Acceleration parameter = 1.6

SIP, Acceleration parameter = 1.0

GRID ORIENTATION

Parallel

Oblique
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Table 3-8. Generic table of effort analysis results for a specific test problem.

Human Resources Use Measures

Performance Evaluation Categories HEP, HEP, HEP, HEP, HEP

SPATIAL DISCRETIZATION

One half density

Single density

Double density

Peclet number = 10

Peclet number = 1

Peclet number = 0.1

TEMPORAL DISCRETIZATION

One half density

Single density

Double density

Courant number = 10

Courant number = 1

Courant number = 0.1

SOLUTION TECHNIQUE AND PARAMETERS

Tolerance = 0.0001

Tolerance = 0.001

Tolerance = 0.01

SSOR, Acceleration parameter = 1.4

SSOR, Acceleration parameter = 1.6

SIP, Acceleration parameter = 1.0

GRID ORIENTATION

Parallel

Oblique
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Table 3-9. Generic table of sensitivity analysis results for a specific test problem.

Sensitivity Measures

Performance Evaluation Categories Sensitivity C Sensitivity Sensitivity Other
Coeff. Index

SPATIAL DISCRETIZATION

One half density

Single density

Double density

Peclet number = 10

Peclet number = 1

Peclet number = 0.1

TEMPORAL DISCRETIZATION

One half density

Single density

Double density

Courant number = 10

Courant number = 1

Courant number = 0.1

SOLUTION TECHNIQUE AND PARAMETERS

Tolerance = 0.0001

Tolerance = 0.001

Tolerance = 0.01

SSOR, Acceleration parameter = 1.4

SSOR, Acceleration parameter = 1.6

SIP, Acceleration parameter = 1.0

GRID ORIENTATION

Parallel

Oblique
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scenarios. Optimallydocumentation of a simulation code should include discussion of the
applicability of the code to various hydrogeological emdatamination situations, and for the analysis

of a variety of engineering and management issues. Such discussions should not only address the type
of applications which can be performed, but also how to set up the model to optimally represent the
application aspects of concern.

Applicability assessment is used to help determine the range of situations that can be simulated
by the code, reflecting typical applications for which the code might be used. Typical questions raised
during the applicability assessment include:

» is the code applicable to the problem/site-specific hydro(geo)logical system;

* can the code be useddnalyzethe engineering and management solutions of interest; and

» can the model application, developed using the code, yield results that are feasible and can be
calibrated to real-world situations.

Usually, applicability assessment takes the form of cotmpaisimulation of standard, real world
problems or their simplified, synthetic representation.

The representative applications, expected to be analyzed with the code, are categorized using a
three-level, hierarchical classificati@pproach (see Figurg-5). Forexample, inanalyzing
applicability issues of saturated flamd solute transport codes, four broad application categories of
hydrogeological scenarios can be distinguished: 1) ground-water resource developmeatdr
supply); 2) hydrogeological contr@.g, construction site or mine dewatering); 3) pollution control
(e.g, remediation); and 4) ground-water protectierg(,recharge zone delineation). Each of these
application categories may be further characterized, based upon the physical system being represented
and the engineering and management scenarios suppbinese primary components can be further
divided into a number of individual elements, representing specific code options. These code options
can be either represented by directly activating a particular code function, or by careful formulation
of model conceptualization and model setup.
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Applicability Assessment

Water
resources
development

Pollution
control

Pollution
prevention

Hydrogeologic
control

Management

Engineering ;
scenarios

solutions

Parameter

Hydrogeological aramet
distribution

olog Boundary
schematization

conditions

Standard
data set
(test problem)

Results:
Assessment of apllicability; M
. f . ! anagers,
Code users «—— | Guidance in uses; —> regulators

Increased credibility and
confidence.

Figure 3-5. Overview of applicability assessment procedure.

Applicability assessment yields qualitative results whieh illustrative for the code. Rather than
objectively comparing code results to a benchmark solution, applicability assessment evaluates how
well the simulation codeepresents representative, standard applications. To remove some of this
subjectivity from applicability assessment, code intercomparison magrfeemed using the standard
data sets. "Good" results are obtained when the code performs the applicability tests without causing
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run time errors, and when the results seem reasonable. In some cases, real-world application may be
used. Then, more objective evaluation is posspecifically when simulation-independent
information regarding theehavior otthe dependentariable(s) andhe mas#alance is available.

An overview of the applicability assessment procedure is presetidir8-10. Table 3-11 presents

an example applicabilitpssessment table. In this talilee applicability assessment issues are
compared with the test design criteria. Actual applicability assessment tables will have more detall
with respect to addressed issues than this example table.

Table 3-10. Applicability assessment as a four-step procedure.

Step 1:  Idetification and description oépplicability issuesand related questions and
problems;

Step 2:  Design and/or selection of representative sample applications;

Step 3:  Execution of test problems and evaluation of results as function of grid design, time-
stepping, and general model formulation;

Step 4: Summarizing results in applicability assessment tables.

The test data selesign criteria are derived from the requirement that the data sets address the
significant issues associated with typical code applications. For example, a ground-water pollution
control application typically involves layered aquifer characteristic and complex physico-chemical soil
interactions. The engineered remediation alternathasrequire simulation opatch sources,
vertical line barriers, distributed water supply wells, and horizontédsh@rains. The design criteria
should be systematically formulated éosure that theesulting standardata sets address the
required characteristics.

The elements in the applicability assessment test data sets tepgyeberphysical system include
the hydrogeologic configuration, system geometry, lavgt materialproperties. Each of these
applicability elements can bdifficult to implement depending updheir complexity and code
functions. For example, elements of the hydrogeologic configuration which might cause problems
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in some codes include: 1@mporally and spatially varyingfressese(.g., areal recharge due to
precipitation, ET); 2) sloping layers; 3) aquifer or aquitard pinch out; 4) strong heterogegeity (
low permeability lenses in high-permeability formations, or high permeability channels in moderate
to low permeability formations); and 5) highly anisotropic domus. Applicability issues for system
geometry include: 1) irregular model boundaries. fion-linear model boundary conditions), 2)
sloping baseife.yvariable thickness/transmissivity, aquifer/aquitard pioah); and 3) internal
boundary conditionse(g.,specified flux, no flow cells, etc.).

Table 3-11. Generic applicability assessment table.

Test Elements
Physical system Management/engineering design
Test System Stresses Soil Flow control ~ Water Protection,  Remediatjpn
Cases |_geometry characteristics supply planning
1123|212 3| 1| 2| 3] 4 1| 2| 3| 2|3 |1|2|3|1| 2] 3

1

2

3

4

5

6

7

8

9

10

1) Numbers 1, 2...,4 in columns indicate specific test issues, to be discussed in test report.

The applicability of a simulation code thfferent management and engineering scenarios is
typically controlled by three groups of elements: 1) modification of hydrogeological characteristics
(e.g, enhancement or reduction pérmeability; 2) implementation of hydrautontrols €.g,
operation of sources and sinks, placement of barriers, impggidulic gradients); and 3)
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modification of chemicatharacteristicse(g, introduction of nutrients and electron acceptors in
bioremediation schemes).

3.4.4. Code Testing Strategy

The code testing strategy represents a systematic, efficient approach to the comprehensive testing
of the code. The code testing strategy includes the following elements:

* Formulation otest objectivegas related to code functionality), andest priorities(based
on the performancessues identified in the functionality analysis and on available resources
for testing);

» Selection and/odesign of test problenand determination afpe and extent of testirigr
selected code functions or application-dependent combinations of code functions;

* Determination of level of effort to be spents@mnsitivity analysifor each test problem;

» Selection of the qualitative and quantitaxaluation measurds be used in the evaluation
of the code’s performance; and

* Determination of thdevel of detailto be included irthe test reporand theformat of
reporting (see section on reporting at the end of this chapter).

Typically, test cases are based on the selection of adequate benchmarks, representative hypothetical
situations, or independently observed laboratory experimefisddosystems. An efficiertesting

strategy combines the tests required for the functionality, performance, and applicability evaluation

in an efficient manneminimizing the number oftestproblems considered and the simulation runs

made for each test problem. Téfere, the code testing protocol is implemented using a three-level
code testing strategy

At Level I, a code is tested for correctness of caalgdrithms, code logic and programming
errors by: 1)conducting step-by-steamumericalwalk-throughs of the complete code or through
selected parts of the code; 2) performing simple, conceptual or intuitive tests aimed at specific code
functions(TestType 1 or Level 1A Testingsee Figure 3-6); and 3) comparing with independent,
accuratebenchmarks(Test Type 2 or Level 1B Testinge.g, analytical solutions or hand
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calculations). If thdenchmark computations themselves have been made using a computer code,
this computer code should, in turn, be subjected to rigorous testing by comparing computed results
with independently derived and published data.

At Levelll, a code is testeth: 1) evaluate functions not addressed at Level I; and 2) evaluate
potentially problematic combinations of functions. At this level, dedéng is performed by
intracomparisonife. comparison between runs with tsemecodeusing different functions to
represent a particular feature) and intercomparisen ¢omparison between differenbdes
simulating the same problem). Typically, synthetic data sets are used representing hypothetical, often
simplified ground-water systems (Test Type 3 or Level 2 Testing).

At Level lll, a code (and its underlying theoretical framework) is tested to determine how well
a model's theoretical foundation and computer implementation describe actual system behavior, and
to demonstrate a code&pplicability torepresentativdield problems. At this leveltesting is
performed by simulating laboratory (TesType 4 or Level 3A Testing) or field experiment (Test
Type 5 or Level 3B Testing) and comparitige calculated anddependently observed
cause-and-effect responses. Because measured vatuesabfinput, system parameters and system
responses are samples of the real system, they inherently incorporate measurement errors, are subject
to uncertainty, and may suffer from interpretive bias. Therefore, this type of testing will always retain
an element of incompleteness and subjectivity.

First, Level | testing is conducted (often during code development) and, if successfully completed,
followed by Level 2esting. The codenay gain further credibility and user confidence lbging
subjected to Level 3 testingg(, field or laboratory testing) and well-conducted, field demonstrations
or routine field applicationéTest Type 6 or Level 3CTesting).Level 1 and Level 2esting is
sometimes referred to as “verification.” The selected conceptual and verification tests are designed
and described in terms of test objectives (as related to code functions), problem description (including
boundary conditions), input data, and numerical discretization and solution parameters.

Although, ideally, code testing should be performed for the full range of parameters and stresses
the code is designed to simulate, in practice this is ofténfeasible due to budgatnd time
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constraints. Therefore, prospective code users need to assess whether the dotestented
adequately address the conditions expected in the target application(s). If previous testing has not
been sufficient in this respect, additional code testing may be necessary.

3.4.4.1. Test Types

Conceptualor intuitive testausehighly simplifiedproblems which have intuitive or “obvious”
solutions. For saturated zone testing, these tests arebafied on gradiemnalysis, symmetry
considerationssimple application of Darcy's lamnd computation ahass balances. In general,
these solutions are qualitative in nature. They are mostly used during the development of a code to
test code sections, subroutines, and local algorithms. This typstiofy, although often used, is
seldomdocumented in published form. Sometimes, veryngile analyticakolutions are used for
this purpose, such as solutions for one-dimensional steady-state flow in various aquifer types subject
to simpleboundary conditions. Because, in most cases, an independently obtained solution is not
available, conceptual tests aret considered benchmarks. Thenevery usefulfor testing in the
early stages of the development of complex codes with many features, functions and options, as well
for reviews of a code’s capabilities and performance.

In ground-watemodeling,benchmarksare often represented by closed-form solution to the
governing partial differential equatiore(, analytical solutions in terms of piezometric head, ground-
water flux, seepage velocity, travel timesapture zones, concentration, or solfit). The
numerical model to be tested provides solutions to the same equation at a limited number of discrete
points in space and time. Assuming that thengpid correct and the problem conceptualization and
model setup is optimal, differences between the system responses described by the analytical solution
and the numerical solution of the governing equation are due primarily to the approximate nature of
the numericalmethodinvolved and tahe limitations incomputer accuracy, and agenerally not
randomly distributed. Imanyinstances, the magnitude of theliferences is related to the
resolution inthe discretization used in the computational scheme (Lapidus and Pinder, 1982).
Theoretically, if the resolution increases such that the spatial and temporal step sizes approach zero,
the differences between the numerical and the closed-form solution should disappear. In practice, due
to computer round-off errors and discretization trade-offs, some measurable differences prevail.
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It should benoted that, if a computer codaplementation of the analytical solutions has been
used in this type of testinghe resultinganalytical modeling code should first be subject to
appropriate testing. Ofteanalyticalsolutions are presented in the form of complicated integrals,
which, inturn, need to bawumerically evaluated either by series approximation or numerical
integration(e.g, the well function in the Theis equation). Verification of a coded analytical solution
is restricted to comparison wiihdependently calculated results usthg same mathematical
expressioni.e., manual calculations, comparison witle results from computer prograowded
independently by third party programmers, or using general mathematical computer software systems
such as Mathematicd® and Mathcad® . One of the most common approaches to check the
numerical evaluation of analyticeblutions is performing hand calculations using published values
of the approximated functions.

Often, when more complex code functionality issues need to be assessed, appropriate analytical
benchmark solutions are not available. In such cases, Level 2 benchmarking may be more appropriate.
Unlike Level 1testingwhich yieldsquantitative intercomparison results andy beconsidered a
rather "objective" form of code testiriggvel 2 benchmarking isiore subjective Level 2 testing
uses test problems farichthe solution idasicallyunknown. The results dfevel 2testing are
inspected for “obvious” problems, suchpdnysicallyinappropriate behavior, mass balaecers,
instability and slow or non-convergence. Oftenyéseilts obtained with the test code are compared
with those obtained with another, comparahlenerical model using high-resolution spatial and
temporal discretization schemes. If major differences between the codes occur, the results of one or
both codes might be incorrect. On the other hand, when the results for a well-designed Level 2 test
are (almost) identical, both codes gain in credibility. As the absolute "truth" for these hypothetical
problems is unknowmnly a comparative verification of a model can be obtained. Using this
approach provides a "relative" benchmark. This form of testing can be used to study the treatment
of a number of naturally occurring conditions, including various hydrogeologic conditions (such as
aquifer stratification and heterogeneities), physico-chemical processes and ranges of their respective

1Registered Trademark of Wolfram Research Inc., Champaign, lllinois.

2Registered Trademark of Mathsoft, Inc., Cambridge, Massachusetts.
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parameters, boundary and initial conditions, large variations in the gradient of the dependent variable
(e.g, solute fronts), and sources and sinks. Some of the conditions are summarized in Table 3-12.

Level 2 test problems should be solved using a critical range of Peclébarehtnumbers.
Accurate numerical solutions should be generated using codes that are known to effectively handle
critical parameter valuebjgh resolutionnumericalgrids, andsmalltime steps. This approach is
based on the idea that the smaller the discretization is in space and time, the better the approximate
numericalsolution will represent the real (unknown) solution of the governing pdiffedential
equation (Huyakorn and Pinder, 1983). Tesulting benchmarkare developed in a step-wise
fashion, going from coarse resolution grids and large time steps to higher resolution grids and smaller
time steps. After each run, computational differeabesild be evaluated. When further refinement,
for example with dactor 2, does nqtrovidesignificant changes ithe computational results, the
relative benchmark is established. If the simulation results in a Level 2 code intercomparison test do
not deviate significantly, the "relative” or "comparative" test is considered successful. However, if
significant differences occur, in-depth analysis of the results of simulation runs, performed with both
codes, should be performed.

At TestLevel 3,the model (and itxode) is comparedith independently obtainefteld or
laboratory datadeterminingthe "degree of correlation” between calculated iat€jpendently
observed cause-and-effect responses (van der Heijde and Elnawawy, 1992). This type of testing is
sometimes referred to as “field or laboratory validation." The role of Level 3 testing in the protocol
is two-fold: 1) determining how well a model's theoretical foundation and computer implementation
describe actual system behavior; and 2) assessment of a code's applicability to real-world systems and
management problems. The first goal is met by both laboratory experiments (Test Type 4) and field
experiments (Test Type 5); the second goal is met by comparing modeling results with high-quality
field experiments and successful field applications (Test Type 6). However, evaluation of successful
field applications isiot incorporated in thiesting strategy. It should b®ted that the actual
measured data of model input, system parameters and system response are samples of the real system
and inherently incorporate errors (NRC, 1990). An additional complexity is that often the data used
for field validation are not collected directly from the field but are processed in an earlier study.
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Program Name: HOTWTR
Program Title: Simulating Coupled Three-Dimensional Steady-State Ground-Water Flow and Heat
Transport in Saturated Media
Version: 11
Release Date: September 1993
IGWMC Number: FOS 67
Institution of Development: U.S. Geological Survey, Denver, Colorado
TEST 03D:

Geometry: multi-layer profile model (2-D cross-sectional); homogeneous aquifer of 13 by 1 cells horizontally, and 10 layers
Processes: internal heat conduction; heat conduction through overburden to land surface; no ground-water flow

Boundary conditions: given heat flux condition at lower boundary (natural geothermal gradient at bottom boundary; second-type b.c.);

fixed temperature at opposite lateral boundaries (first-type b.c.); given temperature at surface boundary (third-
type b.c.); no areal ground-water recharge from precipitation; no pumping or injection of water in wells; zero
ground-water flux at lower, lateral, and upper boundaries.

Objective: to qualitatively evaluate conductive heat flow through aquifer resulting from first-, second- and third-type heat flow
boundary conditions.

Results: Problem has zero ground-water flow; heat in-flux occurs along lower and upper boundaries, and along upper part of
high temperature boundary; heat out-flux occurs along lower part of high temperature boundary and along low
temperature boundary (see contour graph).

Evaluation: results are conform expected behavior (qualitative conceptual test).

ground surface

7

vertical distance in ft

horizontal distance in ft

Figure 3-6. Example of a conceptual test problem: temperature distribution in a homogeneous aquifer.

80



Ground-Water Simulation Code Testing Code Testing and Evaluation Protocol

Therefore, they are subject to inaccuracies, loss of information, interpretive bias, loss of precision,
and transmission and processing errors, resulting in a general degradation of the data to be used in
this type of testing.

Table 3-12. Example test scenario for three-dimensional solute transport codes
(from van der Heijde and Elnawawy, 1992).

1. Solute transport in a steady-state uniform flow field .1. steady-state flow field:
in a large homogeneous isotropic aquifer 3.1.1. different solute source/sink

(conceptual and analytical solutions are available);

1.1. advection only (various boundary conditions,
source locations, source strength)

1.2. advection and dispersion (various boundary
conditions, source locations, source strength,
various ratios for longitudinal and transverse
dispersion)

1.3. advection, dispersion and decay

1.4. advection, dispersion, and retardation

1.5. advection, dispersion, decay, and retardation

2. Solute transport to sink in a non-uniform steady-
state flow field in a large homogeneous aquifer
(analytical solutions available);

2.1. advection and dispersion for various
source/sink scenarios

3. Solute transport in a non-uniform flow field in a

large homogeneous aquifer (analytical solutions not

available):

conditions
3.1.2. different boundary conditions
3ndn-steady flow field with:
3.2.1. constant source rates
3.2me-varying source rates
3.2.3me-varying boundary conditions

4. Non-uniform flow field in a heterogeneous
anisotropic aquifer (no analytical solutions
available):
4.1. layered system
4.1.1. steady-state flow field
4.1.1.1. sources/sinks in various layers
4.1.1.different boundary conditions
4.1.hon-steady flow field with:
4.1.2.1. sources/sinks in various layers
4.1.2.2. different boundary conditions
4.2. lens heterogeneities
4.3.random heterogeneities

3.4.4.2. Potential Problems in Code Testing

There are some potential pitfalls associated with the functionality testing procedures. Differences
between the ground-water code being tested and the benchmark solution may have various reasons,

such as:

» the assumptions made in developing the simulation code may differ from those made to derive

the benchmark solution;

81



Ground-Water Simulation Code Testing Code Testing and Evaluation Protocol

* the level of discretization used in testing a numerical code;

* the mathematical nature of the governing partial differential equation;

» the methods involved in obtaining a numerical solution;

+ the limitations in computer accuracy; and

* limitations in accuracy (or even errors) of the benchmark solution implementation.

Furthermore, the magnitude of some of these numerical differences can be related to the resolution
in the spatial and temporal discretizatised in the computational solution scheme (Lapidus and
Pinder, 1982). In theory, if th@eenchmark solution uses a closed-form solutioth@foverning

partial differentiakequation, thelifferences betweethe numerical and the closed-form solution of

a particular mathematical probleire(, governing equations, and boundary anmitthl conditions)

should becomaegligible as spatighnd temporal step-sizes approaeho. Overall, residuals
between analytical and numerical results tend to decrease when the spatial discretization is increased
near localized aquifer stresses (\wdar Heijde et al, 1993). This is alstrue for temporal
discretization refinement directly after a change in streesgsHrickett and Lonnquist, 1971). In
general, if the simulation code is free of errors, and functionality has been correctly established, any
deviation fromthe benchmark should be attributable to grid discretizatiorcantputer precision

issues. Consequentlgst problems should be carefully designedntmimize deviation due to
discretization issues to increase the effectiveness and quality of the test case.

3.4.5. Test Evaluation Tools

An important aspect of code testing is thedinition of illustrative, informative andfficient
measures. Typically, such measures are statistical or graphical in nature. Acceptance of code testing
results to datbas beeprimarily based on visual inspection of t@phical representation of the
dependent variable as computed with the simulation code and the benchmark solution (see Figure 3-
7). Although graphical comparison is an appropriate measure, acceptance should also be based on
guantitative measures of the goodness-of-fit. There are three general procedures, coupled with
standard linear regressistatistics and estimation efror statistics, t@rovide such quantitative
code performance assessment (Donigian and Rao, 1986).
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» paired-data performance -- the comparison of simulated and observed data for exact locations
in time and space;

* time and space integrated, paired-data performance -- the comparispatially and
temporally averaged simulated and observed data;

» frequency domain performancethe comparison afimulated and observed frequency
distributions.

benchmark

code 1

U
m O \ >< code 2
0.80 — O O 00 A code 3
O
O

0.60 —|

0.40 —|

concentration (mg/l)

0.20 —|

0.00 L L L Y B A A

0.00 25.00 50.00 75.00 100.00
distance (ft)

Figure 3-7. Visual inspection of goodness-of-fit between benchmark and
tested models.

Of these three methods, paired-data analysis is the most appropriate technique for use in the code-
testing protocol. Intercomparison of data generated at the same point in time and space provides the
most explicit and objectivanalysis. Using spatiallgveraged or integrated representations, or
frequency distributions of thestvariablefor the intercomparisoanalysiscan result in biased or
subjective analyses due to undesirable data smoothing and weighting.
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These paired-data intercomparison results are best manipulated, calculated, and analyzed using
computer-aided techniques. Spreadsheet software is well-suited for the reduction of protocol results
because it provides a &ty of data editing, analysis and graphing capabilities for both spatially and
temporally distributed data generathaling code-testing. Often, the understanding of the data
processed in spreadsheet software can further be enhanced by using line graph, contour graph, surface
display or animation software.

Typically, test variables for saturated flow codes include hydraulic head (in space and time), head
gradients, globalaterbalance and segmented internal or boundary fluxes, flow vepatitgrns
(direction and magnitude), flopathlines, capture zones, and trawghes. For solute transport
codes, performance evaluatiil focus on thespatial concentration distribution thfe tracer of
interest, the global mass balance (per species) and specific mass fluxes, and breakthrough curves at
observation points and sinks (wells, streams).

3.4.5.1. Statistical Evaluation Techniques

The code-testingorotocol employs a series of statistical measures, cadleauation or
performance measurg® characterize quantitatively the differences between the results derived with
the simulationcode and theestablished benchmark, or betwdba results obtained with two
comparable simulatiooodes (van ddreijde and Elnawawy1992). Some of these measures are
comparable tahe measureypically used in thecalibration of site-specific simulation models
(Anderson and Woessner, 1992). The main statistical measures, inclidedade testing protocol,
are mean error, meaabsoluteerror and root-mean-squared error. Variations of these common
measures, such as positive and negative mean error, and the ratios between them, can also be valuable
in evaluating code-testing results. In addition, simple quantitative measures sucimash and
maximum deviation, and their spatial location witthie model domain, can providaeaningful
information on code performance.

The organization and evaluation of code intercomparison results can be cumbersome due to the

potentially large number of data-pairs involved, specifically if every computational node is included
in the analysis. This can be mitigated by analyzing smaller, representative sub-samples of the full set
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of model domairdata pairs. The representativeness of the selectegalegas often @ubjective
judgment. For example, in simulating one-dimensional, uniform flovdataepairs should be located

at least on two lines parallel to the flow direction, one in the center of the model domain and one at
the edge to capture tleffects of asymmetricakbsults due to the used solver (see Figure 3-8a).
Another example ishe simulation ofthe Theis problem using a finite difference formulation in
Cartesian coordinates; hetep lines ofdata pairs should be chosen parallel to the two horizontal
principal hydraulic conductivitaxes,while athird set of datgairs should be on a line under 45
degrees with these axes to address effects of the rectangular grid on the radial-symmetric response
of the aquifer orthe imposed stress (see Figure 3-8bgst cases that asymmetrical can be
analyzed for a smaller portion of domain based upon the type of symmetry present. For example, test
caseghat haveadial symmetry can be divided irfaur equal representative radial slices; this can
significantly reduce the number of data pairs in the analysis and simplify the analysis considerably.
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Figure 3-8a. Representative sets of spatially-defined data pairs for intercomparison:
one-dimensional, uniform flow case.
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As part of the measurement and analysis of paired-data, it is important to define a sign convention
to ensure standardization. The measures used in the devplopecbl arepositive when the
simulation code under investigation exceedsyerestimateghe benchmark solution. Contrarily,

a negativestatistical measure indicates a situation wileeesimulation codainderestimatesor
generates results that are less than those of the benchmark solution.
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Figure 3-8b. Representative sets of spatially-defined data pairs for intercomparison:
radial, confined flow case.

The statistical measures used in the tegbrajocol are organizedliscussed, anbriefly
illustrated in thdollowing sections. Each statistical measure is individually described and defined.
Although h, which generallydenoteshydraulichead, is used in thellowing expressions as the
symbolic notation for the dependent variable, it may represent any other dependent scalar variable of
interest €.g.contaminant concentration, directional ground-water velocity).
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The first paired-data measure used as an evaluation tool prdtecol is theDeviation
Coefficient(DC). It can be calculated at any single point in space or in time by using the following
expression (ASTM; 1984):

DC %= [ (h,_~h_)/h )] *100 (3.10)

whereh,, is thevalue ofthe dependentariable calculated Iihe numerical model, ani,, is the

value of the dependent variable calculated with the benchmark sokitioifalytical model). To
gain a more general measure of code intercomparisoftydrage Deviation CoefficieADC) can

be calculated for the entiraodel domain. The ADC is calculated for every poirtha model
domain and then averaged:

ADC %= % znj[ (h_-h )./ (h,). ] *100 (3.11)
i=1

wherei is theindividual modelpoint, ranging from 1 to m the total number of calculation points
(data pairs), and other terms are as defined for expression 3.10.

TheMean Error(ME) is defined as:

ME = (h -h ) (3.12)

Sl

n
i=1

Because ME includes both positive and negatalues which cancel each other, ME may not be
the best indicator of an acceptable match (Anderson and Woessner, TIg9ilean Absolute Error
(MAE) may provide a better indicator of agreement between coddenwhmark, because it
computes the absolute value of the residuals:

1 n
MAE = E Z | (hnm_hberi | (313)
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To further characterize the residuals with respect to their mathematical sign, two other measures
may be used. Theositive Mean Erro(PME) is a quantitative indicator of the overestimation of
the numerical code because it analyzes only the positive residuals. It is computed by averaging the
positive differences as follows:

Npos
PME=—1Y POgh_-h, ) (3.14)

pos !
wherePOS(R,, -h,, )is thevalue ofthedifferences when i >, amg is the number of grid
points having such positive differences. Similarly,Nlegative Mean Erro(NME) is a quantitative
indicator ofthe underestimation of timumerical model because it analyzedy the negative
residuals. It is computed by averaging the negdiierences betweethe dependent vable
values calculated by the numerical model and the benchmark solution. NME is defined such that it
is always positive:

MNheg
NME=——Y" NEG(h,,-h,,) (3.15)

neg !

whereNEG(h,, -h,, }is the value of the difference whep,h 5 h , apglis the number of model

points having such negative differences. When used alone, the PME and NME measures are often
inadequate. These critewwaly describehow the codeliffers fromthe benchmark, they do not
account for thedcations where agreement to the benchmark is perfect and residuals are zero. This
can be described by tRRoot Mean Squared ErrdRMSE) measure. RMSE is the square root of

the average of the squardifferences between the values for the dependent variable calculated by
the numerical model and the benchmark solution:

RMSE - \j% 3 (h_-h_)2 (3.16)
1

As definedabove, these measures providepteocol usewith an estimate of the overall, or
average, difference between the simulation code results and the benchmark solution. However, these
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measures can be more useful to protocol users if they are reported as a percentage of the originally
calculated dependent variable. For example, if a simulation code predicts a maximum total drawdown
of 30 feet in an aquifer subject to pumping #r&l calculated RMSE k5 feet, then the protocol

user may be better able to relate these two values if the RMSE is also repoRedbéis@ Error

(RE) of five per centig., 1.5 divided by 30). RE can be calculated for any of the measures discussed
according to:

_ Measure

h
whereMeasureis the statistical measure of choice, afitf h  is the maximum value calculated by the
numerical code. The use of relative error measures can effectively characterize the amount of overall
error or residual which can be attributed to a ground-water simulation code. This provides a measure
for the entire simulation and differs from the DC which is a measure of error relative to the value of

the system at a single measurement point.

To further describe the nature of the agreement between the numerical model and the associated
benchmark, a new mathematical ratio caMehn Error Ratio(MER) was used in this code-testing
study. The MER quantifies the comparative agreement of the code being tested in terms of under-
or overestimation. The value of the MER may be either positive or negative. Positive MER values
represent situations where the PME equals or exceeds the NME; in these cases the MER has a value
of 1.0 or greater and the MER indicates the magnitude or degree of over- or underestimation of the
code being tested:

viEr. IME| _PME

for [INME|<PM
ME [NME| (for | |<PME) (3.18)

When the MER is equal to one, the NME equals the PME and the amount of positive deviation from
the benchmark is equal to the negative deviation from the benchmark. When the NME exceeds the
PME, the MER is negative and indicates the degree of underestimation of the code being tested:

. IME| [NME|
ME PME

ME (for INME|>PME) (3.19)
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3.4.5.2. Graphical Evaluation Techniques

As part of the code-testing protocol, this section presents a set of graphical evaluation tools to
effectively analyze and clearly and concisely illustrate code-evaluation results. Graphical techniques
are especially significantor testresults that doot lend themselves to statistical analysis. For
example, graphical representation of solution convergence charactersticglicate numerical
oscillations and instabilities in the iteraticmpess. As is the case with the computation of statistical
measures, practical considerationay prevent the use dll generated datpairs whenusing
graphical techniques. Often, a representative or illustrative subset of data pairs may be selected for
use with graphical evaluation techniques of code performance. The selectiosebf @&
representative samptitapairsmay bebased orsymmetryconsiderations, or focused on model
domain areas with potential higher deviations or other specific test issgegg(tical or horizontal
slices of the model domain).

Graphicalrepresentation of testsults should include graphstbé dependent variable(s), the
comparison deviations (or residuals), and other computed ergitigsr(ass balance, aquifer-stream
fluxes) versus distance and, if appropriate, versus time. Two-dimensional graphs depicting the spatial
distribution of each dependent variable and the deviations in that variable may also prove useful for
evaluation oftode testing resul{an derHeijde and Elnawawy, 1992). Such spatial graphs may
cover the entire model domain, or focus on a specific subregion(s). In general, the conclusions from
visual inspection of graphic representations of testing results are desgrédhieatively using, for
example, such terms as "poor," "reasonable,” "acceptable,” "good," and "very good" (Beljin, 1988).

Most of the graphical analyses used in previous code testing studies have typically utilized simple
line graphs, €.9, head versus time or head versus linear distafdeli-dimensionalgraphs that
illustratethe areal distribution of dependemariables(for example contouredhydraulic heads or
residuals inX-Y space) have also been usedstpport codgerformanceests. Expanding the
application of multi-dimensional graphical techniquethencode-testing process velhhance the
visual judgment ofesiduals, deviations, and goodness-of-fit (van der Heijde and Elnawawy, 1992).
Tables 3-13 and 3-14 provide an overview of recommended graphical evaluation techniques. They
are discussed in detail in the following paragraphs.
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The protocol specifies five types of graphical evaluation techniques (see table 3-14):
1) X-Y plots or line graphs of spatial or temporal behavior of dependent variable and other

computed entities;
2) one-dimensional column plots or histograms (specifically to display test deviations);
3) combination plots of line graphs of dependent variable and column plots of deviations;
4) contour and surface plots of the spatial distribution of the dependent variable; and
5) three-dimensional, isometric, column plots or three-dimensional histograms.

Table 3-13. Overview of graphical code testing evaluation techniques.

Type of variable

Type of graph

Optional graph

distribution of the
dependent variable in
space and time

line graph versus distance for selected times, line graph
versus time for selected locations, two-dimensional con
plot, two-dimensional histograms

tour

two- and threg

dimensional i
surfaces

5O-

distribution of deviations
in the dependent variable
in space and time

line graphs versus distance for selected times, line grapg
versus time for selected locations, two-dimensional co
(for large number of nodes), two-dimensional histogram

h

S

ntours

combination graphs

line graph of dependent variable and deviations versus
distance/time

global mass balance

line graph versus time

iteration error

line graph versus number of iterations for selected times

X-Y plots are very useful in illustrating the general shape of the solutierns of the dependent
variable of interest, and to obtain an impression how major differences between the results obtained
with the tested code and tbenchmark relate tthe shape anehlues ofthe solution. This is the
conventional approach used in most code-testing efforts. These commonly used plots are also very
helpful in sensitivity analysis, which is a significant part of the performance evaluation procedure of
the code testing protocol. An example of this display technique is shown in Figure 3-9. It is obvious
from the graph that for shorter distances and higher values of the dependent variable the tested code
is underpredicting, while for longer distances and lower values of the dependent variable the code is
overpredicting. Furthermore, there is sawseillation inthe benchmark fowery shortdistances.
This might indicatgproblems in generatintipe analyticalsolution forvalues ofthe independent
variable near zero. X-Y graplan be esly prepared usingpreadsheet programs with graphic
capability, and with dedicated scientific graphics packages.
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Table 3-14. Use of graphical evaluation techniques.

Graph Type
Test
problem
dimen- contours of | line graph of spatial line graph 1-D histogram (if 2-D histogfam
sionality | spatial distribution of behavioll  spatial distributio of spatial
distribution in time distribution
b | - yes aselected | yes | -
locations

2-D areal for selected lines parallel tg at selected at same locatigns as  for rectg

horizontal axes in middle of model locations line graph grids only

domain and at edges and for ~ (depende¢nt  (deviations;

lines under 45 degrees with variable) combine with line
axes (separate graphs for graph for data ppir
each data pair set) set)

2-D profile for selected lines parallel to at selectgd at same locations as  for rectalpgular

vertical axes in middle of model locations line graph grids only

domain and at edges and for ~ (dependg¢nt  (deviations;

lines under 45 degrees with variable) combine with line
axes (separate graphs for graph for data ppir
each data pair set) set)

radial- areal for 2 axes and for a line at selected  at same locatigns as  for rects

symmetri- under 45 degrees with the locationg line graph grids only

cal axes (combination plot of al (deviations;
three data pair sets in combine, in
separate graphs for variablg separate graph for
and deviation) each data pair set
with line graph)

3-D selected for selected lines parallel tp at selected  at same locatipns as  for rect
slices and axes and under 45 degreep locations line graph grids onl
profiles angles with axes (deviations; slices and

combine with line profiles as usgd
graph for each data|  for contours
pair set)

transient at selected at selected times for linegr, at selected times at selected
times logarithmic times

or user-
defined
time-
stepping

92

hgular

hgular

ngular
; same



Ground-Water Simulation Code Testing Code Testing and Evaluation Protocol

Combination plots provide agxcellent way to depidivo types of data in one graph. For
example,the results for the dependesariable, obtained witbthe tested codenay beplotted
together with residual resultsg(, deviations) to illustrate their inter-relationship. An example of a
combination plot is shown in Figure 3-10, where an X-Y plot of the simulation results is overlain by
a column plot of the intercomparison residuals. It should be noted that two different vertical scales
(Y-axes) have been used to plot the disparate datpire 3-10 shows, amomghers, where the
maximum residual occurs in relationship to the spatial distribution of the dependent variable. It also
shows that all residuals are positive and they are asymmetrically distributed in space.

45

——o0—— Benchmark Solution

\@\D\ —— Simulation Model

a0 |

35 +

30 +

Hydraulic Head in feet

25 +

20

0 100 200 300 400 500 600 700 800 900 1000
Distance Along Model Center Line in feet

Figure 3-9. X-Y plot of dependent variable computed by tested code and benchmark.

Another,very illustrative graphic displagchnique is provided by three-dimensional isometric
column plots or histograms. This type of plots is not a true three-dimensional technique because the
data is characterized by a two space coordinate or a time and space coordinate, and some computed
value, which corresponds to the Z coordinate. Isomettiomnplots arevery effectivefor the
depiction of layer-wise spatialtyistributed data setspecificallyfor hydraulic heads, contaminant
concentrations, and intercomparison residuals. Figure 3-11 depicts a generic isometric, column plot.
It provides a rapid impression of the spatial distribution of the data set. Such a plot can be valuable

93



Ground-Water Simulation Code Testing Code Testing and Evaluation Protocol

in illustrating the location where maximum or minimum values occur, and the spatial extent of high
values for the plottedariable. For example, this graphical techniqwél highlight artificial high
concentrations in stagnation zones occurring when using certain random walk techniques. It is also
very useful to provide a quick impression of the distribution of residuals. Isometric column plots can
be produced rapidly with modern spreadsheet software. They do not require additional interpolation
or smoothing and thus provide a more direct representation of the spatial distribution of a variable
than, forexample, two-dimensional contouring. This is especially true for simulations which use a

regularly-spaced grid; results can be directly importedtimgraphical spreadsheet software and
plotted.

45 5
t 45
—Oo—— Benchmark Solution
40 | L4
° —— Simulation Model
2 imuat | 35
o .
535 | I Residuals 3 3
e 2
o 25 £
2 g
330 & L2 3
° [}
> @
z L 15 &
25 + 1
t 0.5
20 + p O
0 100 200 300 400 500 600 700 800 900 1000

Distance Along Model Center Line in feet

Figure 3-10. Combination plot of X-Y graph of dependent variable
and column plot of residuals.

Three-dimensional histograms have some disadvantages. Most conventional software packages
will produce soméevel of visualdistortion when variably-spacekhta are plottedsing isometric
columns. In addition, some isometric column plots may be difficult to interpret due to their blocky,
discretized naturegspeciallyplots that represent low grid resolutions. The three-dimensional
perspective and axis scales that are selected for the graphs can also visually distort the data depending
upon the angles, elevations, and scales chosen. Effects of such relative distortion may be decreased
by use of standardized perspective and scale. Overall, isometric graphical techniques provide an
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effective graphical method falata presentation arahalysis;they can be used tasily identify
maxima, minima, general trends, as well as potential errors in the data.
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Figure 3-11. Example of an isometric column plot or three-dimensional histogram; produced with
Microsoft® Excel for Windows.

Two- and (quasi-) three-dimensiomantourand surface graphs provide an overview of the
spatial distribution of the dependent variable ( Figures 3-12, 3-13, 3-14 and 3-15). These graphs can
also be used for display of the spatial distribution of benchmark deviations. They are very useful to
discover irregularities in the spatial distribution of the test variables and unacceptable high deviations
in computed deviations.

Contour maps are two-dimensional graphs of lines of equal value (contours) of a variable defined
in two dimensions (Figure 3-14). Surface graphs are three-dimensional graphs of the distribution of
a variable defined itwo dimensions (Figurg-12). If the surfacéormed by thevariable is
represented bynes parallel tadhe horizontal axes of the graph, it is called a wire mesh plot; if the
surface is represented by contours of the variable, it represents a series of slices. A wire mesh plot
can be combined with contours into a single plot (Figure 3-12). Figure 3-13 shows a series of slices
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Figure 3-12. Surface plot of hydraulic head showing wire mesh and contour lines; produced with
Golden Software’s Surfér for Windows.

representing lines of equal value of the variable of interest, filled in to produce a solid surface. This
figure alsoshows thecombination of a quasi-three-dimensional presentation with a regular two-
dimensional contour plot.

Contour maps and surface plaee well-suited for qualitative assessmenttest results.
However, many user-introduced decisions may significantly alter the representation of computational
results using these graphBor example, smoothing provides a graphich may highlight main
features of the response surface, but hide some irregular coomalteehavior (Figure 3-14). Also,
the method of interpolation in contouring programs is subject to user-manipulation. Figure 3-15
shows some options available from a widely used commercial contour and surface graphing program.
Except for the graph prepared with the methotheérse distance usingpmwerequal to 3, all
graphs have been produced using default program settings.
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Figure 3-13. Combination plot of solid surface and projected contours; prepared with
DeltaPoint’s DeltaGragh for Windows.

3.4.5.3. Notes on the Use of Evaluation Tools

This section illustrates the use of the statistical evaluation techniqaesjbmation with the
graphical techniques used in the code-tegtimgocol. Theexamples illustrate effectiveness and
ineffectiveness of various measures and techniques in cpeesigtent overestimation, persistent
underestimation, and a spatially-characterized combination of both.

The first example illustratd®ow the statistical and graphical evaluation tools can be combined
to identify the case where thmumerical simulation code overestimatiee benchmark solution.
Figure3-16 shows the graphic comparison of the results obtained with the numerical code plotted
against the benchmark solution. In addition, this figure includes the statistical measures ME, NME,
RMS, and ADC for the comparison of theo data sets. Irhis casethe simulation code
overestimates thbenchmark solution at almost every point altmg center line of the model
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Figure 3-14. Contour plots of hydraulic head showing effects of smoothing of interpolation grid;
prepared with Golden Software’s Suffer for Windows.
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Figure 3-15. Contour maps of drawdown caused by injection-pumping well pair showing effect
of grid interpolation algorithm; prepared with Golden Software’s Surfer for Windows.

99



Ground-Water Simulation Code Testing Code Testing and Evaluation Protocol

domain. All of the residuals are positive and the statistical measures reflect this. The ME, MAE, and
the PME are all identical and equal to 0.82 feet. Because all of the residuals are positive, the NME
and the MER are napplicable measured he ADC is2.8 per cent.Additional information and
conclusions may be drawn from inspecting the graph. The plot clearly shows that the agreement is
greatest at the edges of tmedel domain, whicimay be arartifact of the closeness $pecified

boundary conditions. It can also be seen that there is a non-symmetric distribution of residuals which
may be a significant indication of code performance. There is no obvious relationship between the
magnitude of the deviations and the value of the dependent variable. The statistical measures do not
provide indication where in spagar time) themajor deviation®ccur. Graphical techniques are
needed to illustrate this test characteristic.
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g3 1 |Ave DC=28% 42 3
S ]
> [
T 4 15 &
25 + +1
20 + | . . 0
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Distance Along Model Center Line in Feet

Figure 3-16. The use of statistical measures and graphical techniques to illustrate consistent
overprediction of the simulation code.

The second example, shown in Fig@€d7, illustrates a case where tlsenulation code
predominantly underestimates the benchmark solution. The statistical measures effectively summarize
this situation. Unlikehe example shown in Figure 3-16, which featured no negative residuals due
to consistent overestimation, this case is characterized by both positive and negative residuals. Thus,
all statistical measures, including NME, PME and MER, may be calculated. Because the simulation
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code primarily underestimates the benchmark solution, the values of ME and MER are negative and
the NME is greater than the PME. The degree ofitiderestimation can be characterized by the
magnitude of the MER. In this case, a MER equal to -12.8 indicates that the simulation model results
in 12.8 times the amount of average negative residual than average positive residual. The graphical
display clearlyshows the distribution of residuals. It is appatlat theresidualsare strongly
negative irtheleft handpart of thediagram, indicated by the unshaaeilimns on the d@rt. The

positive residuals, plotted as shade columns, exist only at distances of greater than 2000 feet along
the center line of the simulation model. The plot also shows that the larger deviations occur at higher
values of the dependent variable. As is the case with the first example, the statistical measures do not
indicate where in spader time) themajor deviation®ccur. Graphical techniquesre needed to
illustrate this test characteristic.
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Figure 3-17. The use of statistical measures and graphical techniques to illustrate trends in over-
and under-prediction of the simulation code.

The third example, illustrated in FiguBel8, pertains to a situation whegbal statistical
measures are not sufficient to characterize the overestimation or underestimation tendency. Residuals
are almosevenlydistributed between negative and positive deviations. The statistical measures
indicate that there issgnificanterrorandthat thesimulationcode overestimates tihenchmark
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solution. The PME (3.6 feet) is slightly greater than the NME, resulting in a MER of +1.1 feet. The
ME is only 0.5 feet. Note that if theesiduals werevenlydistributed with an equal number of
positive and negative residuals, the ME would be equal to zero and the MER would be equal to one.
So, although some of the statistical measmnagsuggest that thglobal agreement is reasonably
balanced between negative and positive space, théveally considerablevariation from the
benchmark solution. The statistical measures do not provide indication where in space (or time) the
major deviations occur. Again, graphical techniques are needed to illustrate this test characteristic.

Statistical Measures

ME = 0.5' 10
MAE = 3.2'

PME = 3.6" 8
NME = 3.2' L6

MER =1.1
Ave.DC = 2.8%

Residual in feet

Figure 3-18. The use of statistical measures and graphical techniques to illustrate spatial
distribution of over- and underprediction of the simulation code.

3.4.6. Documentation of Test Results

The results of a code testing exercise should be documented, adduattséeps of the code
testing and evaluation protocol in a manner that the testing is reproducible and the conclusions well-
founded. Theeportshould contain an introductory section, a seatiescribingthe performed
testing and test resultand a section on recommendations landations covering codéeory,
documentation, functionality, performance apglicability asencountered by the reviewer/tester.
A detailed table otontents for the test report is presentedable 3-15. Thetestdetails to be
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included in the report are listed in Table 3-16. An example of the type of illustrative figures for the
test problems is given in Figure 3-19.

Table 3-15. Elements of a test report.

Introduction
Program name Test environment (computer, operating system,
Program title etc.)
Tested version Reviewed materials/documentation
Release date Installation review
Author/custodian Discussion of general operation (batch, interactive,
Reviewer (name, organization) graphics)
Review date Terms of availability (legal status, etc.)
Short description Typellevel of support
Computer and software requirements
Testing
Analysis of code functions and preparation of Presentation and discussion of functionality
functionality description analysis matrix
Overview and discussion and re-evaluation of Presentation and discussion of performance tables
testing performed by code authors Optional discussion of applicability issues both
Overview and detailed description of additional from a theoretical point-of-view, as well as based
tests performed on applicability testing
Conclusions
Testing (performance, limitations, cautions) Installation and general operation
Documentation (completeness and correctness of Code setup (how easy/difficult it is to run the code)
functionality description, correctness of theory, Specific hints/tricks learned during testing, not
consistency of mathematical description and present in documentation

coded functionality, correctness and completeness
of user’s instructions)

Finally, an executive summary of the code testing effort should be prepared. This summary
should function as a stand alone document describing the main code features, providing an
overview of the performed tests, discussing major strengths and weaknesses of the code, and
listing some key recommendations regarding the code’s use. Table 3-17 lists the main
components of such an executive summary.
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Figure 3-19. lllustration of test problem situation and model grid used in test problem.
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Table 3-16. Test details to be discussed in test report

+ general problem description (includiagsumptions, limitations, boundary conditions, parameter
distribution, time-stepping, figures depicting problem situation)

+ test objectives (features of simulation code, specifically tested by test problem)

+ benchmark reference

+ if feasible, benchmark solutior.§, analytical solution)

+ reference to benchmark implementation (hand calculation, spreadsheets, dedicated software, etc.)

+ test data set

+ model setup, discretization, implementation of boundary condition, representation of special
problem features (for both tested code and benchmark code; electronic input files)

+ results (table of numerical and benchmark results (if available) for the dependent variable at selected
locations and times; mass balances; statistical measures and supporting figures; electronic results
files)

* sensitivity analysis strategy and results

» discussion of results

Table 3-17. Elements of the executive summary of the test report

+ Program name, title, version, release date, authors, custodian

* Reviewer (name, organization)

+ Detailed program description (functionality)

+ Computer/software requirements

+ Terms of availability and support

+ Overview of testing performed by authors

+ Overview of additional testing performed

+ Discussion of specific test results (illustrating strengths and weaknesses)
+ Discussion of completeness of testing (functionality matrix)

+ Representative performance information

+ Main conclusions on test results

+ Comments on installation, operation and documentation

» List of main documentation references

+ Tables providing overview of performed tests and performance information
* Figures illustrating key results
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4. APPLICATION OF THE CODE TESTING PROTOCOL TO THREE-DIMENSIONAL
FLOW AND TRANSPORT CODES

4.1. GENERAL COMMENTS

Successful implementation of the code testing protocol depends upon the design of effective test
cases, correct implementation of the selected test cases, and unbiased analysis and reporting of test
results. The selected test problems should be subject to the following considerations:

» designed to meet specific objectives as well as the needs of particular audiences;

» designed to address multiple issues to increase test efficiency;

» designed in conjunction with other tests to limit redundancy;

» designed to address all three protocol elements, where possible;

* implemented in a standard fashion (problem description, model setup, benchmark description,

analysis, reporting); and

» subjected to impartial analysis procedures to eliminate subjectivity, whenever possible.

In thisreportsection, the code testing and evaluapootocol isapplied to simulatiomodes
which use rectangularly discretized model domainsinwlatesteady-state and transient three-
dimensional flow and solute transport under saturated hydrogeological conditions. It focuses on the
development and executionthie code testing strateggcludingthe selection afestproblems.
Except in cases where symmetry exists, the protocol requires simulation of the entire model domain,
be it in one, two, or three dimensions, dependent on the dimensionality of the test problem. For the
analysis of the results, the model domain might be divided into horizontal or vertical two-dimensional
slices; statistical measures and graphical techniques are then applied to each of these slices separately.
It is often impractical to analyze the results for the entire model domain. In such cases, representative
portions (sliceslines, points) of themodel domain should be selectied analysis. To ensure
meaningful analysis of results, line-graph analysis and supportingcstbéisaluation should be based
on a significant number of data points (typically using 25 - 50 data pairs). The selection of slices and
lines should follow the recommendations in section 3.4.5.1. Note that choosing a non-representative
portion of themodel domain can result in erroneously optimistic conclusions regarding the
functionality of the tested simulation code.
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The three-dimensional finite-difference simulatale, FTWORK, has been used to evaluate
implementation othe code testing protocoFTWORK is a public domaisoftware,originally
developed by GeoTrans, Inc, Sterling, Virginia, to model the ground-water flow and mass transport
regimes encountered at the U.S. Department of Energy Savannah River Sitet(&au€90). An
overview of the capabilities and lintians of FTWORK is presented in Appendix D. The following
discussion addresses some relevant issues regarding the implementation of the code testing protocol
and the development of a code testing strategy.

4.1.1. Analysis of Functions and Features

The establishment of code functionalitythee mosbasic and essential requirement of code
evaluation andhus, it is the highest priority element of the protocol. Code testing starts with the
analysis of the code’s functionality, followed by functionality evaluation. The results of this analysis
are summarized in thieinctionality matrices. Functionality testing consistshwée steps: 1)
identification of functionality issues and test objectives; 2) design test strategy to meet objectives; and
3) perform and analyztest runs. Identification oftest obgctives (e., correctness of the
implementation of particular functions in the code), and test issegp@tential problems in specific
functions) is crucial to successful evaluation (&ppendixC). When eackunctionality issue is
addressed and eat#stobjective is met through the execution of thst strategyfunctionality
testing is complete.

Where possible, functionality tests should be based on the availability of a benchmark solution.
There are aariety of analyticahnd numerical solutions whichay beused as benchmark. Many
analytical solutions can be found in text books and compilations, such as Bear (1979), van Genuchten
and Alves(1982), Hunt (1983), Walton (1984); Luckner and Schestakow (1991), Beljin (1992),
Wexler (1992), and Bjm and Murdoch (194). In selecting analytical solutions as benchmark, care
should be taken withespect to theicorrect computeimplementation. Many analytical solutions
are complex in nature and include functions which require numerical approximation.
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4.1.2. Performance Issues

Performance evaluation establislies performance characteristics dfimulation code by
evaluating run-time performance characteristics. The performance characteristics can be used to
differentiate between codes of identical functionality, and to estimate resource requirements in project
planning. Performance evaluation should be an integral part of the code testing strategy, using the
same tests as in the functionality analysis. To ensure compatibility and comparability among different
simulation codes, it is important that performance evaluation of simulation codes is conducted using
a standard computer configuration. Performance issues related to human vagafilise( skills
and knowledge) are not part of performance evaluation. Results should be analyzed and presented
using standard measures and summary struciteepé€rformance evaluation checklists).

4.1.3. Applicability Issues

Applicability assessment is most significant when identified applicability issues cannot be easily
assessed from a code’s functionality description. Thus, standard data sets are developed representing
typical application environments. Thedata sets arspecifically designed to demonstrate the
capability of simulation codes to represent specific real-ugsites of concern, as well as to uncover
problemsencountered in modaletup. Applicability assessment isot aimed as much at code
intercomparison as demonstrating the code’s ability to simulate practical, real-world problems. The
results, where possible, should be compared with established numerical benchigadkgdined
with other simulation codes), using statistical and graphical residual analysis.

4.2. EXAMPLE TESTING AND EVALUATION USING THE CODE "FTWORK”

To demonstrate the use of the code testing protocoffotlosving steps have been taken,
featuring the FTWORK code:

1) identifying and examining code functionality

2) determining type and objectives of tests performed and documented by the code developers;

3) evaluating the suitability of performed tests for use in protocol demonstration;

4) compiling protocol summary structure® (, checklists, matrices) using performed tests;
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5) designingand conducting netests, to addressome gaps in thiest strategy used by the
code developers; and
6) summarizing the combined results of tests performed by code developers and tests performed
as part of the protocol demonstration.
Most of the tests originallgerformed by the code developers were adapted, augmented, and re-
analyzed to ensure consistency with protocol. Thadditionaltestsdesigned during thistudy
demonstrate how to eliminate gaps in code-evaluation.

The code-evaluation tests for FTWORK were performed on 50 and 60 MHZ Intel 80486 and 90
MHZ Pentium™ based personal computers using Microsoft MS-DOS™ operating system (version
6.20) and on IBM RISC™ 6000 workstations using the Unix operating system (AIX version 2.2).
The protocol demonstration was performesing versior2.8B of theFTWORK source code,
compiled and linked by IGWMC using the Lahey F77L/EM 32™ FORTRAN compiler (version 5.0;
Lahey, 1992). Evaluation measures were calculased)the Microsoft spreadsheet program
Excel™ (versions 5.0; Microsoft, 1994), and plotted using Excel and Golden Software’s Grapher™
for Windows (version 1.0; Golden Software, 1992).

4.2.1. Code Description

To simplify andclassifythe functionality descriptioprocess, the code functions are organized
into four functionality categoriesjncluding codeoptions, methods anchpabilities. These four
categories, and their principal components are:

1) general code characteristieg)ich include code discretizatiaptions, spatial orientation
options, restart options, and code output options;

2) flow system characteristicahich include hydrogeologic zoniraptions, hydrogeologic
media options,flow characteristicsoptions, boundary condition options, source/sink
functions, and mathematical solution methods;

3) solute fate and transport characteristics, which include water quality constituents, transport
and fate processes, boundary conditions, and mathematical solution methods; and
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4) parameter estimation characteristics (where appropriate), which include: input options, output
options, and solution methods.

The functionality of FTWORK has been determined using the generic functionality description form
of Appendix B; the results are presented in Appendix D. A short description is of FTWORK is given
in the following paragraphs (Fautal, 1993).

Purpose and General Features

FTWORK is a block-centerdthite difference code designeddonulate transient and steady-
state three-dimensionshturated ground-watéiow and transientransport of a singldissolved
component under confined and unconfined conditionsugdports bottareal and cross-sectional
two-dimensional simulationdlts primary use is tasimulatethe migration of contaminants at low
concentrations to assess impacts of contamination and to aid in developing a remediation strategy.
The codemay beused for characterizing large, complexjlti-layered, fully-saturateqyorous
hydrogeologic systems. The code can be used in a quasi-three-dimensional mode.

The flow equation iposed in terms ohydraulic head, the transport equation in terms of
concentration. It is assumddhat fluid density isindependent of concentration, and density and
porosity changes due to changes in hydraulic head have negligible effect on the transport of solutes.
FTWORK includes the calculation of a comprehensive, model-wide mass balance for both flow and
masstransport. The code supposariable grid block lengths iK-, Y-, and Z-direction and
deformed coordinate approximation for variable thickness layers.

Boundary conditions include prescribed head, prescribed concentration, prescribed flux of water
(e.g, recharge) or solute mass, and head-dependeneftyuxt@r leakage to or from streams, flow
to drains). It also handles time-varying single- and multi-aquifer wells;hemlicalsources and
sinks. The default boundary condition is no-flow and zero solute flux. The code achieves the default
condition by setting the transmissivity and dispersivity to zero along such boundaries. A prescribed
flux boundary is specified by using source terms or recharge rates. Inflow is simulated by specifying
the concentration of an injection well fluid or recharge to determine the solute influx. For outflow,
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the solute mass flux is determined using the product of the grid block concentration and the ground-
waterpumpingrate. If awell is simulated inmore than one layer, flow is apportioned to the open
layers orthe basis of layer transmissivityThe code assigns recharge to the uppermost active grid
block and is apportioned based on grid block dimensions. A prescribed head boundary is specified
at the center of the grid block adjacent to the boundary, along with concentrations so that advective
solute mass fluxes may be computed. A third boundary condition, head-dependent flux, can be used
to simulatethree different cases: a leaky boundary, a leaky boundary with potential for dewatering
below the base of the semi-pervious boundary, and a drain boundary. The standard leaky boundary
can apply leakage through an adjacent aquitard without storage or to leakage through a stream bed.
A provision for dewatering below a stream bed or leaky aquitard is the function of the modified leaky
boundary. For a drain boundary, flow is approximated as head-dependent flux that occurs only if the
head in the grid block containing a drain is higher than the specified head in the drain.

Spatially variable flonparametericlude hydraulic conductivity, specifstorage or porosity,
recharge, and evapotranspiration. The code handles anisotropy for flow assuming that the hydraulic
conductivitytensor isaligned withthe Cartesian coordinate axes. It supports the conversion from
confined to unconfined conditions, atelwatering of a grid block. For unconfined conditions the
transmissivity is a function of the saturated thickness in adjacent blocks.

Transport and fate processes supported bydtie include advection, hydrodynamic dispersion,
linearand non-linear (Freundlich) equilibrium sorption by using a nonlinear retardation coefficient,
and first-order (chemical, biological, and radioactive) decay. Cross product terms for dispersion can
be included in the transport calculations. Longitudinal and transverse dispersivity, retardation factors,
and decay factors are considered spatially variable transport parameters.

The model includes parameter estimation option (semi-automatic history matching) of the
steady-statélow equation, using &auss-Newton, non-linear least-squares technique for global
minimization of thedifferences in observed amdbmputed heads, togethetsth a Marquardt
correction. This option may be used to estimate horizontal and vertical hydraulic conductivity, and
recharge.
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FTWORK has amption to use either central or upstream weighting of the advection term and
central or backwards weighting of the time derivative. For general three-dimensional problems, an
iterative method, thé&lice Successive Over-Relaxati@®SOR) method, is used solve the
non-coupled flow andransport equations. Thesulting matrix equationgre solvedising the
Gauss-Doolitle method for banded coefficient matrices. FTWORK includes two other solvers to be
used for problems of reduced complexity.

FTWORK creates aell-by-cell flux file which is compatible witlthe USGS particle tracking
code, MODPATH. UsingMODPATH, however, requiresiodification ofthe input datdile. An
MS-Windows™ based preprocessor, PRE-FTNds been prepared by IGWMC. In this
preprocessor, array entry and editing is performed using a spreadsheet format. FTWORK provides
restart capabilities which can hesed to continue computations from previously completed
simulations or from previous time steps. FTWORK's output options include:

main output file: an ASClItext file containing a summary dghe input datgdcontrol
parametersgrid blockdata,flow and/ortransport parametersiitial
conditions, timeparameters, source/sink data, recharge data, and
evapotranspiration data), convergence eaogy data (head and/or
concentration, Darcy velocity, and saturation index), and, if parameter
estimation is performed, summary statistics and parameter multipliers,
and residuals.

plot file: MODFLOW-type binary or ASClfiles of head- and concentration
distribution for graphic postprocessing.

sensitivity coefficient file: results of sensitivity calculations for each grid block for each calibrated
parameter in the parameter estimation procedure.

observation block file: heads and/or concentration as function of time for selected nodes.

residuals file: observed heads, computed heads, computed residuals.
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restart file: head and/or concentration at endimiulation to baused asnitial
conditions for a subsequent run.

cell-by-cell flux files: various types of cell-by-cell fluxes from steady-state simulations using
MODPATH compatible method and formats.

The users manual contains additional specific information on model theory, code structure, user
instructions, code listing, verification by analytical solutions, as well as sample input and output for
example problems and tests.

Limitations of FTWORK include: 1yvater density is independent of concentration; 2) flow is
independent of density and viscosity; 3) for water table conditions, free surface must not be too steep;
4) treatment of dispersive processes is basaghiarm (non-scale-dependent) longitudinal and
transverse dispersivity concepts; and 5) FTWORK does not support resaturating a grid block once
it has gone dry, limiting its use for thin aquifers subject to significant head changes).

4.2.2. Test Issues

Based on the analysis of code functions, a list of major test issues has been compiled (see Table
4-1). This list includes functionality, performance, and applicability issues. Major issues are those
that might have incorrectly implemented or cause problems in their use. Selection of issues is based
on theoretical ancempirical considerations. Separatest issues have been formulated for
FTWORK'’s parameter optimization option related to the sensitivity of the generated distributions of
hydraulic conductivity and recharge for various stress conditions and numerical parameter settings.

4.2.3. Tests Discussed in Documentation

The identifiedtestissues should be evaluatddough awell-chosenset ofbenchmark and
intercomparison tests. To evaluate the comprehensiveness of the testing performed by the FTWORK
authors, publishetests have beemnalyzed withrespect to théssuesstated inTable4-1. The
FTWORK documentation (Faust et al., 1993) pressatsen code verification problems (Test Level
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1B; see section 3.4.4.1). In addition, the documentation discusses eight code intercomparison cases
(Test Level 2B), and two intracomparison cases (Test Level 2A). Table 4-2 provides an overview
of the performed testbenchmark solutions, anésttype andevel. Finally,the documentation
presents two examples for which neither a benchmark exists nor intercomparison has been used.

Table 4-1. Major test issues for three-dimensional finite-difference saturated ground-water flow
and solute transport codes.

General Features Transport and fate Processes
+ mass balances (regular versus irregular grid) + hydrodynamic dispersion (longitudinal and
« variable grid (consistency in parameter and stress transverse)
allocation) + advection-dominated transport
+ retardation (linear and Freundlich)
Hydrogeologic Zoning, Parameterization, and Flow + decay (zero and first-order)
Characteristics + spatial variability of dispersivity
« aquifer pinchout, aquitard pinchout + effect of presence or absence cross-term for
+ variable thickness layers dispersivity
+ storativity conversion in space and time (confined-
unconfined) Boundary Conditions for Solute Transport
+  anisotropy + default zero solute-flux assumption
+ unconfined conditions + prescribed solute flux
+ dewatering + prescribed concentration on stream boundaries
+ sharp contrast in hydraulic conductivity + irregular geometry and internal zero-transport
zones
Boundary Conditions for Flow « concentration-dependent solute flux into streams
+ default no-flow assumption
+ areal recharge in top active cells Sources and Sinks
+ induced infiltration from streams (leaky boundary) + effects of time-varying discharging and recharging
with potential for dewatering below the base of the wells on flow
semi-pervious boundary + multi-aquifer screened wells
+ drain boundary + solute injection well with prescribed concentration
+ prescribed fluid flux (constant and time-varying flow rate)
+ irregular geometry and internal no-flow regions + solute extraction well with ambient concentration

Reviewingthe suite of published tests (see Appendix E), it appears that some of the test issues
stated inTable4-1 have not beeaddressed. The objectives of thdividual tests are nodlways
clearly statedand have to be deducted from thst set u@ndtestconclusions (ibresent). The
intercomparison and analysis procedures would have benefited from a more consistent use of
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graphical and statistical evaluation techniques. The tests performed by the FTWORK authors
have been compiled in a functionality matrix (see Figure 4-1). Cross marks identify FTWORK
functions addressed by the documented tests. Important functions not addressed in the testing
include aquifer and aquitard pinchout, storativity conversion, anisotropic hydraulic conductivity,
partially penetrating wells and solute sources, vertical transverse dispersion, and non-point,
diffusive sources (e.g., from precipitation). Another potential problem, not addressed by the
reported tests, is solute transport in a system with strongly curving flow lines, such as around an
injection-extraction well pair.

Table 4-2: List of code tests and example applications presented in FTWORK documentation
(Faustet al, 1993)

Section angl
IGWMC Page in Type of Test
Reference | FTWORK Type of (see section
Number Manual Description Benchmark 3.4.1.2)
GROUND-WATER FLOW PROBLEMS
FTW-TST-1.1] 4.1.1/59| steady-state one-dimensional flow to paralle| analytical functionality
drains in unconfined aquifer with vertical solution level 1B
recharge
FTW-TST-1.2]  4.1.2/61] transient one-dimensional flow to a fully- analytical functionality
penetrating drain in a semi-infinite confined solution level 1H
aquifer due to a step-change in head
FTW-TST-1.3] 4.1.3/70] transient radial flow to a fully-penetrating welll analytical functionaljty
near a fully-penetrating straight-line recharge solution, level 1B
boundary in a confined aquifer superpositipn
FTW-TST-1.4] 4.1.4/70| transient radial flow to a fully-penetrating welll analytical functional
in a non-leaky confined aquifer solution level 1B ry
FTW-TST-1.5( 4.1.4/70| transient radial flow to a fully-penetrating welll analytical functionallty
in a leaky confined aquifer solution level 1B
FTW-TST-1.6 5.1/133 | transient response of a regional two-aquifer| intercomparisoiunctionality,
flow system to increased pumping from applicabiliy
additional wells in lower aquifer near center|of level 2B
model domain
FTW-TST- 5.2/136 | steady-state flow in a three-aquifer system with  intercomparisdanctionality,
1.7.1 areal recharge, and outflow into buried drains, applicability
through wells, and at specified head bound%ry level 2B
cells; using drain option
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Section angl
IGWMC Page in Type of Test
Reference | FTWORK Type of (see section
Number Manual Description Benchmark 3.4.1.2)
FTW-TST- 5.2/136 | transient flow in a three-aquifer system with intercomparisorfunctionality,
1.7.2 areal recharge, and outflow into buried drains, applicability
through wells, and at specified head boundary level 2B
cells; using drain option
FTW-TST- 5.2/136 | transient flow in a three-aquifer system With’L intercomparisorfunctionality,
1.7.3 areal recharge, and outflow into buried drains, applicability
through wells, and at specified head boundary level 2B
cells; using stream leakage option
FTW-TST-1.8| 5.5.2/172 two-dimensional transient flow in a intercomparisonfunctionality,
homogeneous, isotropic unconfined aquifer|with performaijce,
depth-limited evapotranspiration and well- applicability
pumping level 2B
FTW-TST-1.9] 5.5.1/164 two-dimensional steady-state flow in two- intercompatisorfunctionality,
aquifer system; the shallow confined aquifer| is performar"ce,
subject to recharge, depth-limited evapo- applicability
transpiration, pumping, and upward leakage level 21
from the underlying confined aquifer.
SOLUTE TRANSPORT PROBLEMS
FTW-TST-2.1{ 4.2.1/81| transient one-dimensional advective-disperdive analytical functionglity
transport from a first-type inlet boundary in an solution level 1H
infinite porous medium with a uniform flow
field (steady-state one-dimensional flow)
FTW-TST- 4.2.2/87 | transient two-dimensional advective-dispersive analytical functiond]ity
221 transport of a conservative tracer from a fully- solution level 1§
penetrating point source with constant relegse
rate in a uniform flow field in a homogeneoups
confined aquifer of constant thickness using|a
parallel grid; cross-products included
FTW-TST- 4.2.2/87 | transient two-dimensional advective-dispersive analytical functiond]ity
222 transport of a conservative tracer from a fully- solution level 1K
penetrating point source with constant relegse
rate in a uniform flow field in a homogeneoups
confined aquifer of constant thickness using|a
skewed grid; cross-products included
FTW-TST- 4.2.2/87 | transient two-dimensional advective-dispersive analytical functiond]ity
2.2.3 transport of a conservative tracer from a fully- solution level 1K
penetrating point source with constant relegse
rate in a uniform flow field in a homogeneoups
confined aquifer of constant thickness using|a
skewed grid; lumped cross-products
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Section angl
IGWMC Page in Type of Test
Reference | FTWORK Type of (see section
Number Manual Description Benchmark 3.4.1.2)
FTW-TST-2.3] 4.2.3/10§ transient two-dimensional advective-dispersjve analytical functiond]ity
transport of a nonconservative tracer from g solution level 1
fully-penetrating point source with constant
release rate in a uniform flow field in a
homogeneous confined aquifer of constant
thickness using a parallel grid; the tracer is
subjected to retardation and first-order (radjo-
active) decay
FTW-TST- 4.2.4/105| transient one-dimensional advective-dispersive intercomparisoiunctionality
241 transport of a non-conservative tracer in a level 2
uniform flow field with non-linear adsorption|as
defined by Freundlich isotherms
FTW-TST- 4.2.4/105| transient one-dimensional advective transpgrt of intercomparisoiunctionality
2.4.2 anon-conservative tracer in a uniform flow fleld level 2B
with non-linear adsorption as defined by
Freundlich isotherms and molecular diffusion
FTW-TST-2.5( 4.2.5/114 transient two-dimensional advective-dispersjve analytical functiond]ity
transport of a non-conservative tracer from a solution level 1
constant flux-type source (third type or Caughy
condition at the inlet boundary); uniform flow
field in a homogeneous porous medium; veritical
plane source from top to bottom of aquifer,
perpendicular to the flow direction.
FTW-TST-2.6 5.4/156 | simulation of three-dimensional steady-stat no benchmark applica
flow and transient transport in a three-aquifer
system with variable thickness; the aquifers|are
separated by aquitards; model includes strgams,
seeplines, seepage basins, ground-water
divides, and near-impermeable confining layers
at part of the boundary.
FTW-TST- 5.5.3/174| two-dimensional transient flow and transport in intra- functionality
2.7.1 ahomogeneous, isotropic unconfined aquifer comparigon applicah
with depth-limited evapotranspiration or drajn- level 2A|
discharge, and well-pumping; an injection well
creates solute mass in the model
FTW-TST- 5.5.3/174| drain transport problem to test the intra- functionality
2.7.2 evapotranspiration transport function; problém comparigon applicaQ
set up identical to 2.7.2 with evapotranspiration Level 2
nodes replaced by drain nodes
INVERSE FLOW PROBLEMS
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each layer but transmissivity varies with layg

thickness
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Section angd
IGWMC Page in Type of Test
Reference | FTWORK Type of (see section
Number Manual Description Benchmark 3.4.1.2)
FTW-TST-3.1] 5.3/148 | simulation of steady-state three-dimensiona manug| functionﬂlity
flow in a four-aquifer/three-aquitard system calibratign (qualitatiye)
subject to pumping and uniform areal recharge; applicabl|ity
hydraulic conductivity is homogeneous withip level 3C|
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FTWORK Code Tests ¢

ts by Devel rs
",“."! - |tw - et AR
ETWORK Code Function SRRISRRISISEIRRISININNR ]SS~
Hydrogeologic zoning
confined aquifer X |x x Ix |x |x Ix {x |x [x
semi-confined (leaky- confined) X Ix Ix Ix |x |x |x Ix X
unconfined (phreatic) aquifer x 3 .3 X {x X ix |x
1D/single aquifer X ix x {x
2D/single aquifer-aquitard system; areal view x ix {x x {x |x |x [x 3 x |x
2D/single aquifer-aquitard system: profile view
quasi-3D/ multiple aquifer/aquitard systems x Ix |x Ix |x X
fully 3D multiple aquifer/aquitard systems X
vanable thickness aquifers x X
vanable thickness aquitards X
aquifer pinchout
aquitard pinchout
Hydrogeologic Media
anisotropic hydraulic conductivity
horizontal anisotropy
vertical anisotropy 3
nonuniform, heterogeneous hydraulic properties
horizontal heterogeneity X {x Ix x |x
vertical heterogeneity x |x [x ix |[x {x
|Flow Characteristics
steady-state fliow x x X fx |x Ix Ix {x |x Ix jx {x
transient (non-steady-state) flow X Ix |x {x ix X |x |x x |x
dewatering (desaturation of cells) x
|Boundary Conditions
regular bounded domain X I fx |x Ix fx fx {x {x {x x {x jx ix [x Ix |x {x X |x
irregular bounded domain 3 x
fixed/specified head X x X % Ix Ix Ix Ix f[x Ix jx [x |x ix Ix {x [x |x |x
2zero flow (impermeable bamer) X Ix Ix fx {x ix Ix (% {x [x {x Ix |x {%x |x |x |x Ix {x {x |% {x
fixed cross-boundary flux X X
areal recharge X X |x Ix |x |x X [x [x
head-limited drain cells X Ix x X
stream cells with head-dependent flux x X
stream cells with g.w.level beneath bottom of st 3 X
depth-limited evapotranspiration X ix x
I?Iow Sources / Sinks
int sources/sinks (recharge/pumping wells)
constant flow rate X ix Ix |x fx |x {x |x {x X |x [x
variable flow rate
head-specified
partially-penetrating
multi-layer well X

Figure 4-1a. Functionality matrix of testing performed by FTWORK developers
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i FTWORK Code Tests by Deve s
ey - R - i | - |ew R
FTWORK Code Function SN RRRRISISRIRRISINININR S]]
Fate and Transport Charecteristics
steady-state advection
uniform x |x fx |x jx {x |x Ix
non-uniform X
transient advection x |x
dispersion
longitudinal X |x |x Ix |x ix x Ix {x |x
hor. transverse X [x |x |x X [x {x |x
vert _transverse
homogeneous (constant in space)} x Ix {x |x |x {x b3 x |x
heterogeneous X
grid parallel to flow X X ix [x Ix
grid skewed with respect fo fiow x {x x {x |x
internal dispersivity cross-terms X x {x |x
chemical fate
2ero-order production
first-order decay x |x |x X
molecular diffusion x
solid-liquid phase transfers (sorption)
linear equilibrium isotherm X X
Fraundlich equilibrium isotherm X |x
| Transport Boundary Conditions - ,
prescribed concentration .3 x |x x
zero solute flux x ix Ix |x Ix |[x Ix X |x [x
ribed solute flux x |x
[Transport sources /sinks
source with constant concentration and fiow rate X |x |x [x X Ix [x [x
source with time-varying concentration and flow rate!
fully-penetrating sources X |x |x |x X |x Ix |x
rtially-penetrating sources
Sink with concentration dependent solute flux X {x |x
point sources (injection wells) X |x }x |x x |x [x
point sinks (pumping wells, springs) X {x |x
line sources (infiltration ditches or canals) X |x
line sinks (drains, streams) x X
horizontal arsal or patch sources (landfills, feediots) x
vertical pafch sources x
non-point, diffuse sources (agncultural sprayi
nt uptake (evapotranspiration) X
linverse modaling (flow)
parameters o be estimated
hydraulic conductivity ) X
aroa/ recharge X
[Numerical Solution Methods
restart option X |x
variable grid spacing X
horizontally varying x ix {x x x
vertically varyi X |x |x [x |x |x x 3

Figure 4-1b. Functionality matrix of testing performed by FTWORK developers
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As is indicated in the last column of Table 4-2, the verification tests and example problems
presented in the FTWORK documentation cover both functionality and applicability aspects of the
testing protocol. Most tests include some evaluation of accuracy. A few of the tests actually
address other performance issues. However, most tests and example problems do not provide the
necessary information for in-depth performance evaluation. It should be noted that additional
intercomparison testing of FTWORK was performed by Sitvad. (1989), comparing FTWORK

results with those obtained using the numerical simulation models, SWIFT II, MODFLOW,
SWICHA, and CFEST.

4.2.4. Additional Tests Performed by IGWMC

To evaluate capabilities and characteristics of the FTWORK code, not addressed in the
documentation, additional tests have been designed and executed. This exercise is also aimed at
assessing the procedures for the development of such tests. To evaluate functionality testing,
three problems were designed focused on areal recharge, radioactive decay, and anisotropy of
flow parameters, respectively. The latter problem has been specifically formulated to study effects
of grid orientation on anisotropy. Various performance issues have been studied by executing the
test problems provided by the FTWORK authors (Faust, 1993), and evaluating the results
using specific performance measures.

Areal Recharge

To evaluate the functionality of FTWORK with respect to areal recharge, various test issues
have been identified (see Appendix C, Table C-3). The functionality issues are translated in test
objectives, which in turn determine the type of tests required or available. To illustrate this
procedure, a few areal recharge issues are selected for detailed discussion using two simple
problem configurations representing a rectangular shaped aquifer with homogeneous aquifer
parametersi.e., saturated thickness, hydraulic conductivity, and storativity), bound at all sides by
constant-head boundaries. The first (single layer) model consists of 21 by 21 square cells of 500
by 500 ft each (see Figure 4-2). Recharge is introduced at the centermost cell of the model
domain, creating a symmetrical situation with respect to the main axis. The edge of the recharge
area is 250 ft from the model center.
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Summary of Hydraulic Parameters:
hydraulic conductivity K = 10 feet/day
storage coefficient (unconfined) S,=0.2
aquifer thickness b = 200 feet
total recharge Q,= 250,000 ft*/day
time for comparison:

unconfined case: t =121 days

Model Setup:
domain is 10,500 x 10,500 fi
single layer model of 21 x 21 cells of 500 x 500 f cach

B  Specified Head Boundary Cell

‘ Recharge Area

Figure 4-2. Problem definition and model setup for the constant grid
areal recharge functionality test
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In one of the tests, FTWORK is compared with an analytical solution for mounding due to
recharge in a rectangular area based on Hantush (1967), as modified byatvalii£®89).
The solution has been programmed in MathCad® (Mathsoft, 1994; see files MND-EPA1.MCD
and MND-EPA2.MCD, respectively, in appendix F). The solution assumes that the mounding is
small compared with the saturated thickness of the unconfined aquifer. The results are
summarized in Figure 4-3 and Figure 4-4. Figure 4-3 shows the results along a line extending
from the model center to the boundary along the principal grid axis (note that residuals have been
shifted to the center of the plot for display purposes). Often, this is the only analysis discussed in
a code’s documentation, biased towards small deviations from the benchmark. Both the graphical
representation and the statistical measures suggest that areal recharge is accurately simulated by
the code. However, this conclusion may not be representative for the entire model domain. To
further explore this issue, a radial slice representing one eighth of the symmetrical model domain
is analyzed (see Figure 4-4). All computed heads in this slice are used for comparison, including
those present on a line under 45 degrees with the coordinate axes. The degree and nature of the
deviations between the code and the benchmark differ significantly from those found along the
coordinate axis.
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Figure 4-3. Combination plot of heads and residuals versus distance from center of recharge area,
measured along one of the grid axis.

The statistical measures presented in Figure 4-4 are based upon 56 points; this is more
representative than the statistical measures presented in Figure 4-3, which were calculated using
only 11 intercomparison points. Although the statistical measures are generally smaller for the
radial slice analysis than for the linear slice analysis, this may be deceiving. The great number of
small residuals calculated at large distances from the recharge area causes a downward weighting
effect to the statistical measures. This suggests that statistical measures, when used alone, can be
misleading and should always be used in conjunction with graphical measures.

To further explore test design influence on test results, the same problem was executed using
a variable grid with higher density of cells in the center of the model domain than near the edges
(see Figure 4-5). This model setup provides greater resolution in the area with steeper gradients
as well as greater flexibility in the distribution of areal recharge. The grid consists of 49 by 49
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cells, covering a model area of 29,000 ft. by 29,000 ft. Areal recharge is introduced through a
500 foot by 500 foot area in the center of the domain, discretized in twenty-five 100 foot by 100
foot cells.
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Figure 4-4. Combination plot of heads and residuals versus distance from center of recharge area
for all cells in a one-eighth section of the model domain.
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Summary of Hydraulic Parameters:
hydraulic conductivity K = 10 fect/day
storage cocfficient (confined) S = 1E-3
aquifer thickness b = 200 fect
total recharge Q.= 250,000 ft’/day
time for comparison:

confined case: t= 2] days

Model Setup: "
domain is 29,000 x 29,000 ft
single layer model of 49 x 49 cells

BH  Specified Head Boundary Cell

’ Recharge Area

Figure 4-5. Problem definition and model setup for the variable-spaced grid
areal recharge functionality test
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The numerical results were compared to two different benchmark solutions along one of the
principal grid centerlines (Glover, 1960; Waraeal, 1989; see Appendix F, file MND-
EPA3.MCD). Figure 4-6 shows the results for the comparison with the Vdralef1989)
solution. The differences in the recharge area and at the domain edges are caused by
approximations made to represent the problem in the numerical code.
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Figure 4-6. Combination plot of heads and residuals versus distance from center of recharge area
for variably spaced points along centerline of grid using the Wetér(1989) solution.

Figure 4-7 shows that the magnitude of the deviations are not always due to inaccuracies
inherent to the use of a numerical model. The same numerical results presented in Figure 4-6 are
plotted against the Glover (1960) version of the benchmark. Using the original Glover solution
improves significantly the agreement between the simulation code and the benchmark, illustrated
by smaller statistical measures. The statistical measures indicate that the FTWORK results
approximate the Glover (1960) benchmark solution much more precisely than the &/atner
(2989) benchmark solution. The RMSE of 1.67 feet is 63% smaller than the RMSE calculated by
the Warneet al. (1989) benchmark solution. In addition, the MAE for the Glover solution was
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calculated to be 1.0 foot, a reduction of close to 60% over the Wetrab(1989) results.

Overall, the MER of -1.3 indicates that FTWORK slightly underestimates the Glover (1960)
benchmark solution. The agreement, especially near the recharge area was significantly improved
(within one foot).
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Figure 4-7. Combination plot of heads and residuals versus distance from center of recharge area
for variably spaced points along centerline of grid using the Glover (1960) solution.

Using the problem setup of Figure 4-5, additional functionality testing focused on intra-
comparison (Level 2A) techniques. Among others, the results generated by the areal recharge
function of FTWORK were compared to results produced by the injection well function. These
results indicate that FTWORK responds identically to both functions. In other words, the
calculated hydraulic heads are identical when the model is subjected to areal recharge or when it is
subjected to recharge introduced by an injection well with the same volumetric flux.
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First-Order Decay

The documentation of FTWORK presents a test case for first-order (radioactive) decay using
a decay factor of 0.0019d (Faestal, 1993, p. 105; see Appendix E). The results are
compared with an analytical solution and with a zero-decay solution. To illustrate sensitivity
analysis aspects of the protocol, IGWMC has performed additional runs using the same model
setup as presented in Faesal. (1993), decay factors ranging frém0.0 d* and=0.001 d* to
A=10.0 d*, and time stepgg=100d and\t=200d. Results are presented for node 10,6 (source)
and node 10,10 (along plume centerline downstream of source)(see Table 4-3 and 4-4). All
calculations were performed using the same numerical parameters. If the program terminates
because changes in concentrations between time steps are less than a preset criterion, it advises to
take a larger time step. Doing so introduces oscillations which are small for small values of the
decay factor, but increase for larger values of this coefficient.

Table 4-3. Comparison of concentrations in Kg/m for node 10,6 (source) of FTWORK (v.2.8B)
test 4.2.3 using time steps&t=100 days (RADTSTO00-05) axt=200 days (RADTST10-15).

time [days]
IGWMC Decay
File Name Factor | 200 400 600 800 1000 1200 140(
[d]
RADTSTO0.DAT 0.0| 8.97E-5| 1.04E-4 1.08E-4 1.10E44 1.10EF4 1.11E-4 1.11E-4
RADTST10.DAT 1.03E-4 | 1.02E-4| 1.09E-4 1.10E-4 1.10E{4 1.10H-4 1.11F-4
RADTSTO1.DAT 0.001| 8.40E-5| 9.44E-5| 9.69E-§ 9.76E-p 9.79E!5 9.808-5 9.8(E-5
RADTST11.DAT 9.86E-5| 9.25E-5| 9.81E-§ 9.74E-5 9.80E{5 9.798-5 9.80F-5
RADTSTO02.DAT 0.010 | 5.09E-5 no - - - - -
RADTST12.DAT 6.97E-5 | change | 5.46E-5| 5.05E-5| 5.23E-§ 5.15E-5 5.19H5
4.48E-5
RADTSTO03.DAT 0.100 | 5.08E-6| 7.55E-6| 8.76E-6 9.34E-p  9.63E!6 no -
RADTST13.DAT 2.19E-6 | 4.27E-8| 2.14E-4 8.38E-p  2.11E{6change | 2.06E-6
1.23E-7
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RADTSTO04.DAT 1.000| 8.38E-8 | 1.61E-7| 2.32E-1 2.99E-f 3.60E{7 4.16H-7 4.69E-7
RADTST14.DAT 2.18E-6 | 4.27E-8| 2.14E-§ 8.38E-8 2.10E{6 1.23H-7 2.06E-6
RADTSTO05.DAT 10.00 no - - - - - -
RADTST15.DAT change -- -- -- -- -- --
no
change

Note: The term “no-change” relates to an FTWORK computational progress message, indicating
that the calculations have been ended because the changes between two successive times
are less than a set criterion or approaching zero.

Table 4-4. Comparison of concentrations in Kg/m for node 10,10 (along plume centerline
downstream from source) of FTWORK (v.2.8B) test 4.2.3 using time st&is100 days
(RADTSTO00-05) and\t=200 days (RADTST10-15).

time [days]
IGWMC Decay
File Name Factor| 200 400 600 800 1000 1200 140(
[0]

RADTSTOO.DAT 0.0 2.97E-6 1.75E-5 3.45E-5 4 59E-5 5.22E{b 5.56H-5 5.73E-5
RADTST10.DAT 2.25E-6 1.57E-5 2.37E-5 4.67E-5 5.28E-p 5.60Et5 5.75k-5
RADTSTO1.DAT 0.001| 2.46E-6 1.33E-5 2.38E-5 2.95E-1 3.20E-b 3.31E}5 3.36}-5
RADTST11.DAT 2.57E-6 1.18E-5 2.37E-5 3.03E-1 3.24E-b 3.33Et5 3.37k-5
RADTSTO02.DAT 0.010| 6.67E-10 | nochange -- -- -- -- --
RADTST12.DAT 4.68E-7 1.49E-6 1.84E-6 1.56E46 1.61E-6 1.65K-6 1.61E-6
RADTSTO03.DAT 0.100| 5.97E-10 | 4.94E-10 4.18E-10 4.12E-10 4.29E}16b change --
RADTST13.DAT 8.86E-10 | 4.78E-10 3.42E-10 5.77E-10 3.27E{10 5.46K-10 3.78E-10
RADTSTO04.DAT 1.000| 2.79E-15 | 4.97E-1% 6.64E-15 7.89E-|5 8.80E{15 4.44E-15 9.86E-15
RADTST14.DAT 1.46E-14 1.53E-1% 1.31E-14 2.89E-15 1.19E{14 4.09-15 1.07E-14
RADTSTO5.DAT 10.00{ no change -- -- -- -- -- --
RADTST15.DAT no change -- -- -- -- -- --

Note:  The term “no-change” relates to an FTWORK computational progress message, indicating that the calculations
have been ended because the changes between two successive times are less than a set criterion or approaching

Zero.
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Effects of Grid Orientation on Flow

One of the known problems with numerical simulation codes which do not include cross
terms for hydraulic conductivity is the sensitivity of the results for grid orientation when
significant anisotropy is present. This problem can be illustrated for the case of one-
dimensional flow in a single-layer, square, two-dimensional model domain, representing a
confined aquifer with a thickness of 100 ft. A steady-state, uniform, one-dimensional flow
field is created by specifying the head at the opposite boundaries (45 ft and 20 ft respectively),
while the other two boundaries are impermeable. The resulting hydraulic gradient is 20 ft /
1000 ft. The problem is represented by three grid configurations. In configuration I, the grid
of square 50 ft x 50 ft cells is oriented parallel to the flow direction. In configuration II, the
grid is rotated 45 degrees with respect to the flow direction (see Figure 4-8). To be able to
compare the two cases, the cells for configuration II have been set at 35.35 ft by 35.35 ft,
resulting in intercell distances in the flow direction of 50 ft. The active model area consists of
21 x 21 cells, while the total number of cells is 43 x 43. In the third configuration, anisotropy
is introduced by banded heterogeneity.
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Relative Anisotropy Vectors

Imposed hydraulic gradient

. - No Flow (inactive) Boundary

£2 - Specified Head Boundary (45")

‘ - Specified Head Boundary (20')

Figure 4-8. Oblique grid configuration used in anisotropy test

133



Ground-Water Simulation Code Testing Application of Code Testing Protocol

In the first set of simulations, hydraulic conductivity is isotropjc (K, = K, =K =10 ft/day). The
numerical parameters are set as: the SSOR tolerance for heads = 0.001 ft, the non-linear tolerance
for heads = 1.0, the non-linear weighing factor = 1.0, and the over-relaxation factor for parallel

grid and oblique grid = 1.5 and 1.0 respectively. The results are shown in Figure 4-9.
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—o— Oblique grid (isotropic case)

Hydraulic head in feet
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Distance in feet from the upgradient model boundary along centerline

Figure 4-9. Comparison between parallel and oblique grid orientation for
isotropic hydraulic conductivity.

Conceptually, the imposed hydraulic gradient results in a potentiometric surface that is uniformly
sloping from the upper to the lower boundary. FTWORK approximates this very well for
isotropic conditions. However, the FTWORK-produced results depart significantly from the
benchmark when anisotropic conditions exist as is illustrated in the second simulation where
K=10 ft/d, K, = 1 ft/d, and K = 10 ft/d (see Figure 4-10 and Figure 4-11). Especially near the
no-flow boundaries, the deviations with the benchmark are considerable.
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Figure 4-10. Comparison between parallel and oblique grid orientation for
anisotropic hydraulic conductivity

To further investigate this issue, IGWMC has run the same test using the SIP, SSOR and
PCG2 solvers in the USGS MODFLOW model (McDonald and Harbaugh, 1988). Results were
almost identical, indicating that the sensitivity to grid orientation under anisotropic flow
conditions is an artifact of the finite difference schemes used in these models.
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Figure 4-11. Distribution of hydraulic heads for oblique grid orientation and anisotrpopy (K =
100 ft/d, K, = 1 ft/day, and K =10 ft/d.
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Figure 4-12. Grid design and orientation used in “forced” anisotropy test
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Grid configuration III provides a different approach to simulating a scenario where
principal ground-water flow direction is oblique to the grid orientation, and hydraulic
anisotropy is present. Rather than explicitly defining the anisotropy properties for each cell,
banded heterogeneity can be introduced to emulate directional anisotropy. For example, one
can simulate directional anisotropy by defining a sequence of diagonal cells, parallel to the
imposed hydraulic gradient, that have markedly lower (or higher) permeability (see Figure 4-
12). Such bands of heterogeneity will result in a "forced" anisotropic pattern to the
permeability distribution. The hydraulic heads computed for this configuration are presented
in Figure 4-13.
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Figure 4-13. Distribution of hydraulic heads for oblique grid and anisotropy
using banded heterogeneity.
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5. DISCUSSION AND CONCLUSIONS

Historically, reporting on simulation code-testing has been limited to the use of author-selected
verification problems. Few studies have focused on author-independent evaluation of a code, or at
code intercomparison. Main deficiencies in reported code testing efforts include incompleteness of
the performed testing, absence of discussion regarding tested code functions as compared with
available code functions and features, and lack of detail in test problem implementation. This makes
it difficult to recreate the data sets for additional analysis. The protocol presented in this report aims
to address these issues. In addition, the protocol covers many other test issues, ranging from
performance and resource utilization to usefulness as a decision-making support tool.

The code testing protocol consists of three components: functionality analysis, performance
evaluation and applicability assessment. Functionality analysis is designed to determine the code’s
functions and features and to evaluate each code function for conceptual and computational
correctness. Performance evaluation focuses on computational accurdtigiandyeof the code,
parameter-range consistency, sensitivity of the results for model parameter uncertainty and model
design, and reproducibility. Applicability assessment provides information regarding the code's
ability to represent typical field problems, and the effectiveness of the code in handling such
problems. The formulation of an efficient and adequate test strategy is a critical element of the
protocol. Summary structures provide a quick overview of the completeness of the performed
testing, while standardized statistical and graphical techniques add necessary quantitative detail to
the evaluation of the results.

The code-testing protocol is designed to be applicable to all types of simulation codes dealing
with fluid flow transport phenomena in the unsaturated and saturated zones of the subsurface.
Selection and implementation of test problems will differ for the different types of codes. Although
the preferred approach to code testing is benchmarking, for more complex codes, benchmarks are
scarce and alternative test approaches, such as code intercomparison using synthetic test problems,
need to be adopted. Test results are presented in a form that is unbiased by the requirements posed
by specific applications. The reporting requirements of the protocol were developed to provide
enough detail to establisgtonfidence in the code's capabilities and to efficiently determine its
applicability to specific field problems, without unduly burdening code developers and testers.
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Because users of code-testiagults may differ in terms of objectives, the protocol leaves it to the
users to determine if a tested code is suitable to their needs.

The most critical element of the code testing protocol is the design of the test strategy. Many
different test configurations can be used, and for some code types a large number of benchmark
solutionsmay be available. For other code types new test problems may have to be conceived.
Selection of benchmarks and design of test problems should be guided by test objectives derived
during the functionality analysis step of the protocol. Specific performance evaluation issues may
further determine the type of testing needed. Protocol tools such as functionality tables and
functionality matrices are effective aids in the design of test problems. Well-designed tests not only
identify code functionality problems, but should also provide important information on correct
implementation of code features.

The practicality and usefulness of the various discussed functionality and performance evaluation
measures have been assessed using the FTWORK code. Graphical evaluation measures are very
illustrative for code behavior. Deviations between code results and benchmarks are easy to spot and
analyze in the context of spatial location, temporal discretization, absolute value of the dependent
variable, as are spatial and temporal trends in the deviations. However, graphical evaluation
techniques can also be used in a very subjective way, either illustrating only elements of good
performance by focusing on selected areas of the spatial or temporal domain, or highlighting problem
areas. Proper use of graphical techniques means addressing both performance aspects of code
behavior (.e., "the good and the bad"), if present.

Statistical techniques are usually easy to compute but difficult to assess. Most model users are
not familiar enough with their values, and what these values represent, to use them effectively.
However, they provide an effective measure when performing parameter sensitivity studies, code
intra- and intercomparisons, and spatial and temporal resolution evaluations.

An important element of code testing is the evaluation of accuracy, stability and reproducibility
for various ranges and combinations of parameter values. This issue is addressed through a carefully
designed sensitivity analysis procedure, preferably using benchmark problems. A code's
performance, according to the protocol, is determined not only by objective measures such as
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accuracy in terms of computed deviati@mnputational time used in deriving code-based results,

and required computer memory and disk-space, but also by test problem setup and the familiarity
of code testers with the particular code. Although, this report includes some measures and
parameters for resource utilization requirements, they are often difficult to determine and rather
subjective. Application of the performance evaluation measures, developed as part of the protocol,
to the FTWORK code led to the conclusion that only the quantitative determination of computer
resources utilization is recommended; the steepness of the learning curve for a particular code as
well as the time required to understand the test problem and optimally implement it in an input data
set can only be addressed in descriptive terms.

Assessment of a code’s applicability to solving practical engineering problems and supporting
regulatory decision-making focuses on those code selection criteria that have not yet been addressed
during the functionality analysis part of the protocol. Applicability assessment guidance is based
on the notion that well-documented example applications contribute significantly to the confidence
one may have in a code's proper operation. Although originally conceived as an integral element of
the protocol, it is concluded that applicability assessment is an optional aspect of the protocol,
performed only when the results of illustrative field applications using comparable codes are
available.

Applicability assessment of individual codes does not allow quantitative assessment of the results
in the absence of an independent measure or benchmark. By standardization of applicability
assessment test problems, code intercomparison may become a well-accepted alternative, especially
for complex codes for which few benchmarks are available. The challenge in developing
applicability assessment test cases is to describe and bound them well enough to avoid confusion
during implementation for a particular code, while maintaining enough flexibility to allow optimal
utilization of a particular code's features. If the problem is not described in enough detail, modeling
assumptions, boundary condition assignments and parameter distribution may become incomparable
between different codes. Restricting the geometry of test problems to linear and blocky features may
limit the applicability assessment of codes specifically well suited to deal with curvilinear and highly
irregular spatial features. Finally, the inclusion of applicability assessment tests in code
documentation provides an excellent opportunity to illustrate the proper setup, parameter selection
and input preparation for the particular code.
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Well-designed applicability test problems are integrated functionality and performance test
problems. If run with a well established and tested code in high spatial and temporal resolution, they
may become a benchmark for testing other similarly featured codes. The challenge here is to
determine what level of resolution is adequate. @ag to approackhis question is to use
increasingly denser spatial and temporal discretization and compare differences between two levels
of discretization at selected points in space and/or time. Theoretically, if the problem is
unconditionally stable, the difference should become smaller for higher resolutions. However,
determining actual discretization, especially in space, might provide a major challenge if the
comparisons are to be made in a large number of fixed locations. Furthermore, such a relative
accuacy versus resolution exercise requires significant computational resources. An alternative
course of action is to provide various code designers with the basic problem description in terms of
geometry and stresses, and have an independent group of experts evaluate the results to determine
what is the "best" representation of the response surfaces.

The functionality analysis, performance evaluation and applicability assessment protocol,
presented in this report, provide a comprehensive framework for systematic and in-depth evaluation
of a variety of ground-water simulation codes. While allowing flexibility in implementation, it
secures, if properly applied, addressing all potential coding problems. It should be noted that the
protocol does not replace scientific review nor the use of sound programming principles. Most
effectively, the code testing under the protocol should be performed as part of the code development
process. Additional testing according to the protocol may be performed under direction of regulatory
agencies, or by end-users. If properly documented, code testing according to the protocol supports
effective independent review and assessment for application suitability. As such, the protocol
contributes significantly to improved quality assurance in code development and use in ground-water
modeling.
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7. GROUND-WATER MODELING TERMINOLOGY

This list has been compiled bye International Ground Watktodeling Center (IGWMC) of the
Colorado School of Mines, Golden, Colorado. It includes terms which have been approved by the
American Society for Testing and Materials (ASTM).

Acceptance Criteria
»  preset criteria to determine whether a (site- or problem-specific) model's predictive capability is acceptable for the
intended use.

Analytic Element Method (AEM)
» amethod for approximatirige solution of the ground-water flow equation based on the superposition of suitable
closed-form analytical functions.

Analytical Function Method (AFM)
» amethod for approximating the solutiorihe# ground-water flow equation using analytical functions with degrees
of freedom so that a flow pattern is generated that satisfies the boundary conditions at all points of an approximate
boundary.

Analytical Method (AM)
» asetof mathematical procedures used to obtain analytical solutions of the governing equations; examples of such
procedures are: infinite series, integral transformations, and complex variables.

Analytical Model
¢ insubsurface fluid flow, a model thages closed form solutions to the governing equations applicable to ground-
water flow and transport processes.

Analytical Solution
e a closed forn{explicit) solution of the governing equation, continuous in space and time, sometimes requiring
tabular or numerical evaluation.

Analog Model
e amodel based on a one-to-one correspondence between the hard-to-observe natural system (e.g., ground-water
system) and another phenomenon that is easier to observe, and between the excitation and response functions of
both systems (e.g., membrane analog, electric analog, Hele Shaw analog).

Application Verification
- using the set of parameter values and boundary conditions from a calibrated model to approximate acceptably a
second set of field data measured under similar hydrologic conditions.

DiscussionApplication verification is to be distinguished from code verification, which refers to software testing,
comparison withanalytical solutions, and comparison with other similar codes to demonstrate that the code
represents its mathematical foundation.

Aquifer

« a geologic formation, group of formations,part of aformation that is saturated anccepable of providing a
significant quantity of water.
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« agquifer, confined an aquifer bounded above and below by confining beds in which the static head is above the
top of the aquifer.

« aquifer, unconfined an aquifer that has a water-table.

Benchmark
« anindependently derived reference solution for a stated problem against which the performance of a computer code
is evaluated; often in the form of an analytical solution.

Benchmarking
« the process of using reference solutions against which the performance of a computer code is evaluated.

Block
» athree-dimensional model unit having a regular geometry and uniform properties representing a physical portion
of a ground-water or vadose water system; used with the finite difference method (see also cell).

Block-Centered Grid
» discretization of the model domain for use with the finite-difference method in a manner that the nodes, where the
dependent variable is calculated, are placed at the center of the block (or cell). System parameters are assumed
to be uniform over the extent of the block. Specified-head boundaries are located at the nodes; flux boundaries are
located at the edge of the block.

Boundary
» geometrical configuration of the surface enclosing the model domain.

Boundary Condition

- a mathematical expression of the state of the physistgm thatonstrains the equations of the mathematical
model.

Note:  Bouwndary conditionsire valuegor the dependemariable (Dirichlet or first kind), the derivatives of the
dependent variable (Neumann or second kind), or a combination of both (Cauchy or third kind) representing
the state of a physical system along its boundaries.

For saturated flowvalues for head or pressure (specified head condition; Dirichlet or first kind), the head or
pressure gradient (specififidx condition; Neumann or second kind), or a combination of both (head-
dependentiux condition; Cauchy othird kind) representing the state of flmv system alongts natural
boundaries.

For unsaturated flowvalues for headyressure, suction or moisture content (specified head or moisture
content condition; Dirichlet or first kind), the gradient of head, pressure, suction or moisture content (specified
flux condition; Neumann or second kind), or a combination of both (head/water content dependent flux
condition; Cauchy or third kind) representing the state of the flow system along its natural boundaries.

For solute transportvalues for concentration (specified concentration condition; Dirichlet or first kind), the
solute flux (specified solute or mafisx condition;Neumann or second kind), or a combination of both
(concentration dependent mdks condition; Cauchy othird kind) representing the state of the solute
transport along the natural boundaries of the ground-water system.

Boundary Element
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» apoint or section of the model boundary representing a specific boundary condition.

Boundary Element Method (BEM)
» see Boundary Integral Equation Method.

Boundary Integral Equation Method (BIEM)

» amethod in which the boundary value problem is exprestaia of an integral equation; this equation is solved
by approximating the boundary byseries of straight lines (elementary curvesjlairsurfaceqelementary
surfaces), and making simplifying assumptions regardingehavior of the solution along boundary segments
or elements.

Calibrated Model
« amodel for which all residuals between calibration targets and corresponding model outputs, or statistics computed
from residuals, are less than pre-set acceptable values.

Calibration
« the process ofefining the model representation of the hydrogeologic framework, hydmoferties, and
boundary caditions to achieve a desired degree of correspondence between the model simulations and
observations of the ground-water flow system.

Calibration Criteria
e qualitativeand quantitative measures used in the calibratiocess to measure the progress in the calibration
process.

Calibration Targets
+ measured, observed, calculated, or estimated hydraulic heads or grounitbwatates that a model must
reproduce, at least approximately, to be considered calibrated.

Discussion The calibration target includes both the value of the hefloworate and its associatedror of
measurement, so that undue effort isexgtended attempting to get a model application to closphpduce a
value which is known only to within an order of magnitude

Calibration Value
« field-measured values of dependent or derived variables used in the calibration process to obtain calibration
residuals (e.g., heads, concentrations, mass fluxes, and velocities).

Capillary Fringe
» the basal region of the vadose zone comprising sediments that are saturetady saturated, near the water
table, gradually decreasing in water content with increasing elevation above the water table.

Cell
e also calledelementa distinct one- two- or three-dimensional model unit representing a discrete portion of a
physical system.

Note:  Although in most model formulations a cell has uniform properties assigned, some model formulations
allow for the model properties to vary within a cell according to a linear or nonlinear function.

Censored Data

« knowledge that the value of a variable in the physical hydrogeologic system is less than or greater than a certain
value, without knowing the exact value.
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Discussionfor example, if a well is dry, than the potentiometric head at that place and time must be less than the
elevation of the screened interval of the well although its specific value is unknown.

Code
e see computer code.

Code Selection
» the process of choosing the appropriate computer code, algorithimeoanalysis technique capable of simulating
those characteristics of the physical system required to fulfill the modeling project's objective(s).

Code Testing
» execution of test problems to evaluate computer code performance.

Code Validation
» the process of determinifgpw well a ground-water modeling code's theoretical foundation and computer
implementation describe actuaistembehavior in terms of the degree of correlation between calculated and
independently observed cause-and-effect responses of the reference ground-water system for which the code has
been developed.

Note 1: The term “validation” in ground-water modeling means different things to different people. In software
engineering, code validation is a well-established term, defined as "..... the determination of the
correctness of thiinal softwareproduct withrespect to user needsd requirements.” Applying this
definition to ground-water modeling software, ground-water modeling code validation is the process of
determining how well the code's theoretical foundation and computer implemedéstioibe actual
systembehavior in terms of the degree of correlation between code computations and independently
derived observations of the cause-and-effect responses of reference ground-water system.

Note 2: Code validation in ground-water modeling, as defined above, is by nature a subjective and open-ended
process; the result of the code validation process is a level of confidence in the code’s ability to simulate
the reference system, or the determination of the code’s inability to simulate such a system. As there is
no practical way to determine that a ground-water modeling code correctly simulates all variants of the
reference system, the code can never be considered “validated.”

Code Verification
» the process of demonstrating the consistency, completeness, correctness and accuracy of a ground-water modeling
code withrespect to its design criteria by evaluating the functionality and operational characteristics of the code
and testing embedded algorithms and internal data transfers through execution of problems for which independent
benchmarks are available.

Note 1: In software engineering, verification is the process of demonstatisigtency, completeness, and
correctness of the software. ASTM Standa@d8defines verification as "..... the examination of the
numerical technique in the computer code to ascertain that it truly represents the conceptual model and
that there are no inherent problems with obtaining a solution”. Applying these definitions to ground-water
modeling software, the objective of the code verification process is threefold: 1) to check the correctness
of the program logic and the computational accuracy of the algorithms used to solve the governing
equations; 2) to assure that the computer cofidlyisoperational (no programming errorajid 3) to
evaluate the performance of the code with respect to all its designed and inherent functions.
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Note 2: A code can be considered “verified” when all its functions and operational characteristics have been
tested and have met specific performance criteria, established at the beginning of the verification
procedure. Considering a code verified does not imply that a ground-water model application constructed
with the code is verified.

Compartmentalization
» division of the environment into discrete locations in time or space.

Computer Code (computer program)
+ the assembly of numerical techniques, bookkeeping, and control languagepteaents thenodel from
acceptance of input data and instructions to delivery of output.

Conceptual Error
« a modeling error whemnodel formulation is based on incorrectirufficient understanding of the modeled
system.

Conceptual Model
« an interpretation or working description of the characteristics and dynamics of the physical system.

* a qualitativeinterpretation or working description of the geometry, characteristicdyanaaiics of a physical
system in terms of system elemenmgerative processes, interlinkagesl hierarchy of these elements and
processes, and system stresses, bounds, and responses.

Confining Bed (Confining Unit)
« confining bed a hydrogeologic unit of less permeable material bounding one or more aquifers.

- confining unit- a body of relatively low permeable material stratigraphically adjacent to one or more aquifers.
Constant-Head Boundary
- the conceptual representation of a natural feature such as a lake or river that effectively fully penetrates the aquifer
and prevents water-level changes in the aquifer at that location.

Constant Head Node
* alocation in the discretized grouwater flow model domain where the hydraulic head remains the same over the
time period considered; see also specified head.

Constitutive Coefficients and Parameters
« type of model input that is not directly observable, but, rather, must be inferred from observations of other model
variables; for example, the distribution of transmissivity, spedfticrage, porosity, recharge, and
evapotranspiration.

Contaminant Fate
« chemical changes and reactions that change the chemical nature of the contefféiotwely removing the
contaminant from the subsurface hydrologic system.

Contaminant Transformation
» chemical reactions which change the chemical nature and properties of the contaminating compound.

Contaminant Transport Model
e amodel describing the movement of contaminants in the environment.
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Control Parameter or Variable
* an input parameter instructing the computer regarding the execution of code options.

Coupled Models(see also linked models)
+ amodel that contains two or more processes described by separate governing equations, the solutions of which are
interdependent.

Note:  For example, models that are based on both a flow and a solute transport equation, the solution of which
is coupled through concentration-dependent density effects on the flow, and flow-related advection and
dispersion effects on the solute movement.

Deterministic Process
» aprocess in which there is an exact mathematical relationship between the independent and dependent variables
in the system.

Deterministic System
» asystem defined by definite cause-and-effect relations.

Deviations
* see residuals

Digital model
» (obsolete term) see computer model.

Direct problem
e computing outputs of a physical system from specified inputs and parameters.

Discretization
» division of the model and/or time domain into distinct subdomains accessible for numerical approximation of the
governing equations.

Discretization Error
- modelingerrordue to incorrect or improper design of a grid or mesh; such errors may be related to the location
of the nodes, the size of the grid elements or cells, or the geometry of the grid or individual cells.

Dispersivity
» a scale-dependent aquifer parameter that determines the degree to which a dissolved conssifireativiill
flowing ground water.

Distributed-Parameter Model
» amodel which takes into account the detailed spatial variations in properties, behavior, or response surface of the
simulated system.

Element
« see cell.

Equipotential Line

« aline connecting points of equal hydraulic head. A set of such lines provides a contour map of a potentiometric
surface.
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Fidelity
+ the degree to which a model application is designed to be realistic.

Field Characterization
» areview of historical, on- and off-site, as well as surface and sub-surface data, and the collection of new data to
meet project objectives; field characterization is a necessary prerequisite to the development of a conceptual model.

Finite Difference Method (FDM)

» adiscrete technigue for solving the given partial differential equation (PDE) by 1) replacing the continuous domain
of interest by a finite number of regular-spaced mesh- or grid-points (i.e., nodes) representing volume-averaged
sub-domain propertieand 2) by approximating the derivatives of the PDE for each of these points using finite
differences; the resulting set of linear or nonlinear algebraic equations is solved using direct or iterative matrix
solving techniques.

Finite Difference Model
e a type of numerical model thases a mathematical technique called finite-difference method to obtain an
approximate solution to the governing partial differential equation (in space and time).

Finite Element Method (FEM)

* a discrete techniguer solving the given ptal differential equatioffPDE) wherein the domain of interest is
represented by finite number of mesh- or grid-points (i.e., nodes), and information between these points is
obtained by interpolation using piecewise coutirupolynomials; the resulting set of linear or nonlinear algebraic
equations is solved using direct or iterative matrix solving techniques.

Finite Element Model
* atype of numerical model that uses a technique called the finite-element method to obtain an approximate solution
to the governing partial differential equation (in space and sometimes time).

Fixed Head, Concentration, or Temperature
« see specified head, concentration or temperature

Fixed Flux
« see specified flux

Flow Path
- represents the area between two flow lines along which ground water can flow.

Flux
- the volume of fluid crossing a unit cross-sectional surface area per unit time.

Forcing Terms
e see hydrologic stress

Forecasting
< predictive simulation of time-dependent system responses at some period in the future.

Functionality (of a ground-water modeling code)

« the set of functions and features the code offersigbe in terms of model framewogeometry, simulated
processes, boundary conditions, and analytical capabilities and operational capabilities.
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Functionality Testing
» testing a generalized computer code to establish that the code's fugadioegresented by the mathematical
model) and its design features are correctly implemented.

Generic Simulation Model
» the (generalized) computer code representing a (generalized) mathematical modébruddfdeentsite- or
problem-specific simulations.

Grid
* see model grid

Grid Block
* see block

Ground Water
- that part of the subsurface water that ihensaturated zone. Note - Loosely, all subsurface water as distinct from
surface water.

Ground-Water Barrier
» soll, rock, or artificial material which has a relatively low permeability and which occurs below the land surface
where it impedes the movement of ground water and consequently causes a pronounced difference in the
potentiometric level on opposite sides of the barrier.

Ground-Water Basin
» aground-water system that has defined bariesl and may include more than one aquifer of permeable materials,
which arecapable of furnishing a significant water supply. Note - a basin is normally considered to include the
surface area and the permeable materials beneath it. The surface-water divide need not coincide with a ground-
water divide.

Ground-Water Discharge
« the water released from the zone of saturation; also the volume of water released.

Ground-Water Flow
« the movement of water in the zone of saturation.

Ground-Water Flow Model
- an application of a mathematical model to represent a regional or site-specific ground-water flow system.

Ground-Water Flow System
e awater-saturated aggregate of rock, in which water enters and moves, and which is bounded by rock that does not
allow any water movement, and by zones of interaction with the earth's surface and with surface water systems; a
groundwater flow system has two basic hydraulic functions: it is a reservoir for water storage, and it serves as a
conduit by facilitating the transmission of water from recharge to discharge areas, integrating various inputs and
dampening and delaying the propagation of responses to those inputs; a ground-water flow system may transport
dissolved chemical constituents and heat.

Ground-Water Model
» see ground-water model application.
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Ground-Water Model Application
+ anon-unique, simplified mathematical description of one or more subsurface components of a local or regional
hydrologic system, coded in a computer programming language, together with a quantification of the simulated
system in the form of framework geometry, boundary conditions, systepr@ress parameter@nd system
stresses.

Discussion- As defined above, a ground-water model applicatiorrépresentation of an actuajdrologic

system; it should not be confused with the generic computer code used in formulating the ground-water model.
This standard concerns only the development, testing and documentation of generic simulation computer codes,
not ground-water model applications.

Ground-Water Modeling
» the process of developing ground-water models.

Ground-Water Modeling Code
* the non-mrameterized computer code used in ground-water modelirggpresent a non-uniqusimplified
mathematical description of the physical framework, geometry, active processes, and boundary conditions present
in a reference subsurface hydrologic system.

Ground-Water Recharge
« the process of water addition to the saturated zone; also the volume of water added by this process.

Ground-Water System
* see ground-water flow system.

Head (Total; Hydraulic Head)

- the sum of three components at a point: (1) elevation head, h, which is equal to the elevation of the point above a
datum; (2) pressureead, ) , which is the height of a column of static water that can be supported by the static
pressure ahe point; and3) velocity head, h , which is the height the kinetic energy of the liquid is capable of
lifting the liquid.

Hindcasting
» predictive simulation of time-dependent system responses at some period back in the past.

History Matching
» s calibration using time series of the dependent variable or derivatives thereof at specific locations.

Hydraulic Conductivity
- the volume of water at the existing kinematic viscosity that will move in a unit time under unit hydraulic gradient
through a unit area measured at right angles to the direction of flow.

Hydraulic Gradient
- the change in total hydraulic head of water per unit distance of flow.

Hydraulic Head
« see head, total
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Hydraulic Properties
+ hydraulic properties- intensive properties of saéind rock that govern the transmission (that is, hydraulic
conductivity transmissivity, and leakance) and storage (that is, specific storage, storativity, and specific yield) of
water.

Hydrologic Boundaries
» physical boundaries of a hydrologic system

Hydrologic Condition
+ hydrologic condition a set of ground-water inflows or outflows, boundary conditions, and hydraulic properties
that cause potentiometric heads to adopt a distinct pattern.

Hydrologic Properties
»  properties of soil and rock that govern the entrance of water and the capacity to hold, transmit, and deliver water,
e.g. porosity, effective porosity, specific retention, permeability, and direction of maximum and minimum
permeability.

Hydrologic Stress
e natural or anthropogenic excitation of the hydrologic system.

Hydrologic System
« the general concepts of the hydrologic elements, active hydrologic processes, and the interlinkages and hierarchy
of elements and processes.

Hydrologic Unit
» geologic strata that can be distinguished on this Ioé capacity to yield and transmit fluids; aquifers and confining
units are types of hydrologic units; boundaries of a hydrologic unit may not necessarily correspond either laterally
or vertically to lithostratigraphic formations.

Hydrostratigraphic Unit
« see hydrologic unit

Image Well
- animaginary well located opposite a control well such that a boundary is the perpendicular bisector of a straight
line connecting the control and image wells; used to simulate the effect of a boundary on water-level changes.
Impermeable Boundary
» the conceptual representation of a natural feature such as a fault or depositional contact that places a boundary of
significantly less-permeable material laterally adjacent to an aquifer.

Indirect Problem
* see inverse problem.

Initial Conditions
« the state of the physical system at the beginning of the time domain for which a solution of the governing equations
is sought, expressed in terms of the dependent variable.

Input Estimation
« the process of selecting appropriate model input values (see also model construction).

Integral Finite Difference Method
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» (sometimes called Integrated Finite Difference Method) a discrete tecHoiquslving the giverpartial
differential equatiofPDE) by 1)explicit partitioning of the continuous domain of interest in a finite number of
irregular-shaped sub-domains each containing a mesh- or bridifgo, node) representing volume averaged sub-
domain properties; and 2) by approximating the derivatives iREHefor each of thespoints usindfinite
differences; the resulting set of linear or nonlinear algebraic equations are solved using direct or iterative matrix
solving techniques.

Inverse Method
+ a method of calibrating a ground-water flow model using a computer code to systematically vary inputs or input
parameters to minimize residuals or residual statistics.

» the procedure to estimate model parameters by minimizing the difference between measured and computed model
outputs through systematic modification of model inputs.

Kriging
* a geostatistical interpolation proceddoe estimatingspatial distributions of model inpufeom scattered
observations.

Linked Models (see also coupled models)
+ amodel that contains two or more processes described by separate governing equations, the solution of one or more
of which is dependent on the solution of another.

Note:  For example, models that are based on both a flow and a solute transport equation and where the solution
of the transport equation is linked to the solution of the flow equation through flow-related advection and
dispersion effects on the solute movement, without the solution of the flow equation being influenced by
the solution of the transport equation.

Lumped-Parameter Model
* model in which spatial variations in tipeoperties, behavior, or response surface of the simudgstein are
ignored.

Mathematical Model
+ (a) mathematical equations expressing the physigtem and including simplifying assumptio(is) the
representation of a physical system by mathematigakssionérom which thebehavior of thesystem can be
deduced with known accuracy.

Matric Potential
+ the energy required to extract water from a soil against the capillary and adsorptive forces of the soil matrix.
Matric Suction
« for isothermal soil systems, matric suction is the pressure difference across a membrane separating soil solution,
in-place, from the same bulk (see soil-water pressure).

Mesh
e see model grid

Mesh-Centered Grid
»  discretization of the model domain for use with the finite-difference method in a manner that the nodes, where the
dependent variable is calculated, are placed at the intersections of blocks (orSgslisjnparameters are
assumed to be uniform over theea or volume equating kalf the distanckdetween nodes. The boundary
coincides with nodes;both specified-head and flux boundaries are always located directly at the nodes.
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Method of Characteristics (MOC)
» anumerical methddr solving hyperbolic partial differential equations as encountered in transient ground-water
flow and subsurface solute transparong others, by replacing them with an equivadgstem ofordinary
differential equations (characteristics).

Method of Images
» use of symmetry and superposition of solutions of linear governing partial differential equations to analyze effects
of boundaries and internal discontinuities of simple geometric configuration on the distribution of heads and
concentrations; allows application of solutions for an infinite space to be used in finite domains.

Model
« anassembly of concepts in the form of mathematical equations that portray understanding of a natural phenomenon.

* a representation of a systempoocess to facilitate observation of gestem, formulation of hypotheses and
theories regarding the structure and operation of the system, and analysis of the effects of manipulating the system.

Model Application
e see ground-water model.

Model Construction
e the process of transforming the conceptoatiel into a parameterized mathematioah; asparameterization
requires assumptions regarding spatial and temporal discretization, model construction requires a-priori selection
of a computer code.

Model Domain
- the volume of the physical system for which the computation of the state variable is desired.

Model Grid
e a system of connected nogalints superimposed over the problem domain to spatially discretipeotiiem
domain into cells (finite difference method) or elements (finite element method) faurfiese of numerical
modeling.

Modeling
e the process of formulating a model of a system or process.

Model Input
« the constitutive coefficients, systeparameters, forcing termauxiliary conditions, and program control
parameters required to apply a computer code to a particular problem.

Modeling Objectives
e the purpose(s) of a model application.

Model Output
e see output.

Model Representation
e aconceptual, mathematical or physical depiction of a field or laboratory system.

Model Testing
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» see code testing.

Model Validation
* in _code developmer(see also code validation): the process of determimimg well a model's theoretical
foundadion and computer implementation describe actual system behavior in terms of the "degree of correlation"
between calculated and independently observed cause-and-effect responses of the prototype real-world ground-
water system (or research site or problén)which the generifor generalized) simulatianodel has been
developed. Model validation represents final step in determining the applicability of the quantitative
relationships derived for the real-world prototype system the model is designed to simulate.

Note: The results of model validation should notelipressed in terms of a generic simulatioodel's
unconditional validity, but rather in terms of the model's applicability to specific type of systems, subject
to specific conditions.

* in model applicationevaluating the predictive accuracy of a model performed by comparing model predictions
to field measurements collected after publication of the model study (see post audit).

Model Verification
» in model applicationa) the procedure of determining if a (site-specific) model's accuracy and predictive capability
lie within acceptable limits @frror by tests independent of the calibration data; b) in model application: using the
set of parameter values and boundary conditions from a calibrated model to acceptably approximate a second set
of field data measured under similar hydrologic conditions.

* in code testingsee code verification.

Node (Nodal Point)
» in a numerical model, a location in the discretized model domain where a dependent variable is computed.

No-Flow Boundary
* boundary where specified flux condition applies with flux equal zero.

Numerical Methods
» asetof procedures used to solve the equations of a mathematical model in which the applicable partial differential
equations are replaced by a set of algebraic equations written in terms of discrete values of state variables at
discrete points in space and time.

Discussion There arenanynumerical methods. Those in common use in ground-water models are the finite-
difference method, the finite-element method, the boundary element method, and the analytic element method.
Numerical Model
» in subsurfacdluid flow modeling, a model thatses numerical methods to solve the governing equations of the
applicable problem.

Numerical Solution
* an approximative solution of a governing (partdifjerential equation derived by replacing the continuous
governing equation with a set of equations in discrete points of the model's time and space domains.

Over-Calibration

- achieving artificially low residuals by inappropriately fine-tuning model ippsameters and not performing
application verification.
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Output
» in subsurface fluid flow modeling, all information that is produced by the computer code.

Parameter
» any of a set of physical properties which determine the characteristics or behavior of a system.

Parameter Estimation
* see input estimation

Parameter Identification
» determining parameter distributions by analyzing the responses of a system to stresses.

Parameter Identification Model
» (sometimes called parameter estimation model or inverse model) a computer code for determination of selected
unknownparameters and stresses in a ground-water system, given that the response of the system to all stresses
is known and that information is available regarding certain parameters and stresses.

Perched Ground Water
» unconfined ground water separated from an underlying body of ground water by an unsaturated zone.

Percolation
- the movement of water through the vadose zone, in contrast to infiltration at the land surface and recharge across
the water table.

Performance Criteria
e see acceptance criteria.

Performance Measures
« informative and efficient measures for use as in evaluation of a code's (generic) predictive capability; such measures
characterize accuracy and stability of the solution derived with the code ovesptatel andime domains
appropriatefor the code, and for the full range of parameter values that might be encountered in the systems for
which the code has been developed.

Performance Target
e ameasure of model accuracy; see also acceptance criteria.

Performance Testing
« (also performance evaluation) determining for fdnege of expected uses of the generic simulation code, its
accuracy,efficiency, reliability, reproducibility, and parameter sensitivity by comparing code results with
predetermined benchmarks.

Post Audit

e comparison of model predictions to field measurements collected after the predictions have been published, and
subsequent analysis of differences in residuals.

Postprocessing
e using computer programs to analyze, display and store results of simulations.

Potentiometric Surface
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+ animaginary surface representing the static head of ground water. The water table is a particular potentiometric
surface.

Discussion- where the head varies with depth in the aquifer, a potentiometric surface is meaniggfut
describes the static head along a particular specified surface or stratum in that aquifer. More than one
potentiometric surface is required to describe the distribution of head in this case.

Predictive Simulation
» solution of the forward mathematical problem by specifying system parameters and calculating system responses
(either steady-state or transient).

Preprocessing
* using computer programs to assist in preparing data sets for use with generic simulation codes; may include grid
generation, parameter allocation, control parameter selection, and data file formatting.

Prescribed Head, Concentration or Temperature
* see specified head, concentration and temperature.

Prescribed Flux
« see specified flux.

Pressure Head
» the head of water at a point in a porous system; negative for unsaturated systems, positive for saturated systems.
Quantitatively, it is the water pressure divided by the specific weight of water.

Probabilistic Model
¢ see stochastic model.

Program
e see computer code.

Quality Assurance in Code Development (QA)
« the procedural and operational framework put in place loyglamization managing the code development project,
to assure technically and scientifically adequate execution of all project tasks,aaadréothat the resulting
software product is functional and reliable.

Random Walk Method
« amethod for solvinthe governing solute transport equation by tracking a large number of particles proportional
to solute concentration, and each particle advected deterministically and dispersed probabilistically.
Reliability

e the probability that a model will satisfactorily perform its intended function under given circumstances; it is the
amount of credence placed in the results of model application.

Residual
- the difference between the computed and observed values of a variable at a specific time and location.

Round-Off Error
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« modelingerrordue to computer induced differences in the result between an exact calculation and a computer-
based calculation due to limitations in the representation of numbers and functions in a computer and restrictions
on accuracy programmed in the software.

Saturated Zone
« see zone of saturation

Saturated Zone Flow Model
» see ground-water model.

Seepage Face
» aphysical boundary segment of a grouradewsystem along which ground-water discharges and which is present
when a phreatic surface ends at the downsteetemal boundary of a flow domain; along this boundary segment,
of which the location of thapperend isa-priori unknown, watepressure equals atmospheric pressure and
hydraulic head equals elevation head.

Semi-Analytical Model
« a mathematical model in which complex analytical solutames evaluated using approximative techniques,
resulting in a solution discrete in either the space or time domain.

Sensitivity
» thevariation in the value of one or more output variables (such as hydraulic heads) or quantities calculated from
the output variables (such as ground-wéter rates)due to changes in the value of one or more inputs to a
ground-water flow model (such as hydraulic properties or boundary conditions).

Sensitivity Analysis
- aquantitative evahtion of the impact of variability or uncertainty in model inputs on the degree of calibration of
a model and on its results or conclusions.

Discussiont Andersen and Woessner use “calibration sensitivity analysis” for assessing the effect of uncertainty
on the calibrated model and “prediction sensitivity analysiss&essing the effect of uncertainty on the prediction.
The definition of sensitivity analysis for tipeirpose of this guide combines these concepts, beoalysby
simultaneously evaluating the effects on the modsmllibration and predictions camy particular level of
sensitivity be considered significant or insignificant.

e a procedure based on systematic variation of model input valuegléptify those model input elements that
cause the most significant variations in model output; and 2) to quantitatively evaluate the impact of uncertainty
in model input on the degree of calibration and on the model's predictive capability.

Simulation
- one complete execution of a ground-water modeling computer program, including input and output.

Discussionfor the purposes of this guide a simulation refers to an individual modeling run. However, simulation

is sometimes also used broadly to refer to the process of modeling in general.

Simulation Log
» alog used to document (in terms of input data, code used, simplatfmseand results) of individuahodel
simulations.
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Sink
» aprocess whereby, or a feature from which, water, vapor, NAPL, solute or heat is extracted from the ground-water
or vadose zone flow system.

Soil Gas
+ vadose zone atmosphere.

Soil-Water Pressure
« the pressure of the water in a soil-water system, as measured by a piefmmeesaturated soil, or by a
tensiometer for an unsaturated soil.

Solute Transport Model
« application of a model to represent the movement of chemical species dissolved in ground water.

Source
e aprocess whereby, or a feature from which, water, vapor, NAPL, solute or heat is added to the ground-water or
vadose zone flow system.

Source of Contaminants
» the physical location (anspatial extent) of the source contaminating the aquifer; in order to fatel@nd
transport of a contaminant, the characteristics of the contaminant source must be known or assumed.

Source Loading
e the rate at which a contaminant is entering the ground-water system at a specific source.

Source Strength
» see source loading

Specific Capacity
« the rate of discharge from a well divided by the drawdown of the water level within the well at a specific time since
pumping started.

Specific Storage
- the volume of water released from or taken into storage per unit volume of the porous medium per unit change in
head.

Specific Yield
- the ratio of the volume of water that the saturated rock or soil will yield by gravity to the volume of the rock or soil.
In the field, specifigield is generallydetermined by tests of unconfined aquifers and represents the change that
occurs in the volume of water in storage per unit area of unconfined aquifer as the result of a unit change in head.
Such a change in storage is produced by draining or filling of pore space and is, therefore, mainly dependent on
particle size, rate of change of the water table, and time of drainage.

Specified Flux
* boundary condition of the second kind; also called fixed or prescribed flux.

Specified Head, Concentration, Temperature
¢ boundary condition of the first kind; also called fixed or prescribed head, concentration or temperature.

Steady-State Flow
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» a characteristic of a ground-water or vadose Zlome systemwhere the magnitude and direction of specific
discharge at any point in space are constant in time.

Stochastic
» consideration of subsurface media and fluid parameters as random variables.

Discussion A stochastic or random variable is a variable quantity with a definite range of values, each one of
which, depending on chance, can be obtained with a definite probability.

Stochastic Model
» a model which incorporates stochastic description of the modgsteim and/oprocesses to quantitatively
establish the extent to which uncertainty in model input translates to uncertainty in model predictions.

Discussion A stochastic or random variable is a variable quantity with a definite range of values, each one of
which, depending on chance, can be obtained with a definite probability.

Stochastic Process
e aprocess in which the dependent variable is random (so that prediction of its value depends on a set of underlying
probabilities) and the outcome at any instant is not known with certainty.

Discussion A stochastic or random variable is a variable quantity with a definite range of values, each one of
which, depending on chance, can be obtained with a definite probability.

Storage Coefficient
« the volume of water an aquifezlease$rom ortakes into storagper unit surface area of the aquifeer unit
change in head. For a confined aquifer, the storage coefficient is equal to the product of the specific storage and
aquifer thickness. For an unconfined aquifer, the storage coefficient is approximately equal to specific yield.

Superposition Principle
< the addition or subtraction of two or more different solutions of a governing linsial gifferential equation
(PDE) to obtain a composite solution of the PDE.

Transient Flow
« acondition that occurs when at any location in a ground-water or vadose zone flow system the magnitude and/or
direction of the specific discharge changes with time.

Transmissivity
- the volume of water at the existing kinematic viscosity that will move in a unit time under a unit hydraulic gradient
through a unit width of the aquifer.

Discussion- it is equal to an integration of the hydraulic conductivaig®ss the saturated part of #rpiifer
perpendicular to the flow paths.

Uncertainty Analysis
< the quantification of uncertainty in the spatially distributed values of input properties of a ground-water or vadose
zone flow or transport model, and its propagation into model results. [1, modified].

Unsaturated Zone
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Ground-Water Simulation Code Testing Terminology

« see vadose zone

Unsaturated Zone Flow Model
» see vadose zone flow model.

Unsteady flow
* see transient flow.

Vadose Zone
- the hydrogeological region extending from the soil surface ttothef the principle water tableommonly
referred to as the “unsaturated zone” or “zone of aeration”. These alternate names are inadequate as they do not
take into account locally saturated regions above the principle water table (for example, perched water zones).

Vadose Zone Flow Model
* anon-unique, simplified, mathematical description of the floligoids, vapor or air in the subsurface zone above
the water-table, coded in a computer programming lgegtagether with a quantification of the simulated system
in the form of boundary conditions, system and process parameters, and system stresses.

Vadose Zone Flow System
* an aggregate of rock, in which both water and air enters and moves, and which is bounded by rock that does not
allow anywater movement, and by zones of interaction with the earth's surface, atmosphere, and surface water
systems. A vadose zone flow system has two basic hydraulic functions: it is a reservoir for water storage, and it
serves as a conduit by facilitating trensmission of water from intake to outtake areas, integrating various inputs
and dampening and delaying thpagation of responses to those inputs. A vadoseflbensystem may
transport dissolved chemical constituents and heat.

Validation
» see model validation and code validation.

Verification
» see model verification or code verification

Water Table (Ground-Water Table)
- the surface of a ground-water bodwhich the water pressure equals atmospheric pressure; earth material below
the ground-water table is saturated with water.

Zone of Saturation
» ahydrologic zone in which all the interstices between particles of geologic material or all of the joints, fractures,
or solution channels in a consolidated rock unitfilesl with water undepressure greater than that of the
atmosphere.
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Tables A.1. Functionality Descriptors

Table A.1.1. General Software Information

Type of information

Comments

Software identification number

unique number, for example IGWMC data base key number

Software name

acronym; full name in brackets; if no name known, provide short description

Description date

Date when description was prepared

Functionality description analyst

name of person who prepared this description

Date of first release of software

Version number of latest
(current) release

Date of |atest release

official software release date by custodian, latest date or documentation, latest
date stamp on program files

Name of authors of code

last name first followed by initials for first author (to allow sorting by last name
of principal author); other authors start with initials followed by last name; no
ingtitution namesin this field (see separate field)!

Development purpose/objective

see appendix A.2 for example terms

Software classification/type

see appendix A.3 for example terms

System(s) of supported units

units of measurement

Short description of model

abstract/summary; should include aspects of hydrogeology, dimensionality,
transient/steady-state, flow and transport processes, boundary conditions.
mathematical methods, calculated variables, user-interface, output options, etc.

Computer system requirements

list requirements per computer platform separated by commeas; list different
platforms separated by semi-colons; include hardware and software
requirements

Program code information

language, compiler, etc.; reviewer's compilation information, if codeis received
in un-compiled form

Evaluation of documentation

use combination of standard terms to describe what is covered in documentation
(see appendix A.4)

Evaluation of documented code
testing

use standard terms to describe what kind of testing has been performed (see
appendix A.5)
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Table A.1.1. continued

Evaluation of leve of externd
review

refers to description of theoretical framework, code performance and other
issuesin peer reviewed journals, reports or text books

Code input processing
capabilities

code input preparation, data editing, type of user-interface (GUI, graphic site
maps with direct spatial input and gridding options), file import capabilities (file
formats)

Code output processing
capabilities

form of screen output (for parameter/variable type see specific software types);
file save and export options

Code operation

batch operation, operation from menu-based shell, user-interactive
computational features

Code availability terms

see appendix A.6 for example terms; may be expanded upon

Availability of software support

type, level and conditions; identify source of support in terms of custodian,
distributor or other parties

Development institution

name and address of ingtitute, university/department, agency/department,
company where code has been devel oped

Custodian institution

name and address of ingtitute, university/department, agency/department,
company where code has been devel oped

Table A.1.2. Hydro-/Soil-Stratigraphic System

Type of information

Comments

Model dimensionality

dimensions supported by code

Characteristics of numerical
grid

fixed vs. flexible number of cell/element, size/shape of cells/elements, fixed vs.
movable grids

Type of aquifers/aquifer-
aquitard segquences supported

various options for hydrogeol ogic layering

Medium properties of saturated
zone

saturated zone flow property distribution in time and space supported by model;
see appendix A.7 for terms

Medium properties of
unsaturated zone

unsaturated zone flow property distribution in time and space supported by
model; see appendix A.8 for terms
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Table A.1.3. Flow Smulation Capabilities

Type of information

Comments

Flow characteristics of

saturated/unsaturated zone

e.g., steady-state, transient, Darcian, turbulent, non-linear laminar

Flow processesin

e.g., evaporation, condensation, evapotranspiration, recharge from

saturated/unsaturated zone precipitation, induced recharge, delayed yield from storage, infiltration, plant

uptake, hysteresis, capillary rise

Changing aquifer conditions e.g., soil layer/aquifer/aquitard pinch-out, storativity conversionin

space/time (confined-unconfined),

Soil functions

s0il characteritic function, etc.

Fluid conditions

see appendix A.9 for terms; expand if needed

Boundary/initial conditionsfor flow | seeappendix A.10 for terms; expand if needed

Mathematical solution method(s) analytical/approximate analytical/numerical solution; major numerical

for flow part method, e.g., analytic element, finite difference, integral finite difference,
finite element; time discretization method; matrix solving technique(s)

Parameter identification for flow identified parameters, e.g., recharge, hydraulic conductivity; identification

part of code method, e.g., graphic curve matching, direct/indirect numerical method,

linear/nonlinear regression, least squares

Output options for flow

e.g., head/pressure, potential, drawdown, moisture content, intercell fluxes,
velocities, stream function values, streamlines, pathlines, traveltimes,
isochrones, interface position, capture zone delineation, position saltwater
wedge, water budget components (global water balance), boundary fluxes

Table A.1.4. Solute Transport Smulation Capabilities

Type of information

Comments

Compounds model can
handle

e.g., any congtituent, single congtituent, two/more interacting congtituents, TDS, heavy
metal s, nitrogen/phosphorus compounds, organics, radionuclides, bacteries, viruses

Transport and fate
processes

e.g., advection, mechanical dispersion, molecular diffusion, ion exchange, substitution,
hydrolysis, dissolution, precipitation, redox reactions, acid/base reactions, complexation,
radioactive decay, chain decay, first-order (bio-) chemica decay, aerobic/anaerobic
biotransformation, plant solute uptake, vapor phase sorption, liquid phase sorption (linear
isotherm/retardation, Langmuir/Freundlich isotherm, sorption hysteresis, non-equilibrium
sorption), volatilization, condensation, (de)nitrification, nitrogen cycling, phosphorus
cycling, die-off (bacteries, viruses), filtration
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Table A.1.4. continued

Boundary/initial
conditions for solute
transport

e.g., fixed concentration or specified time-varying concentration, zero solute flux, fixed or
specified time-varying cross-boundary solute flux, solute flux from stream dependent on
flow rate and concentration in stream, solute flux to stream dependent on flow rate and
concentration in ground water, injection well with constant or specified time-varying
concentration and flow rate, production well with solute flux dependent on concentration
in ground water, solute flux dependent on intensity and concentration of natural recharge

Mathematical solution
method(s) for solute
transport part of code

coupling with fluid flow (concentration-influenced density and viscosity);
analytical/approximate analytical/numerical solution; major numerical method, e.g.,
analytic element, finite difference, integral finite difference, finite element, method of
characterigtics, random walk method; time discretization method; matrix solving
technique(s)

Output options for
solute transport

type of output, e.g., concentration values, concentration in pumping wells, internal and
cross-boundary solute fluxes, mass balance components (cell-by-cell, global), uncertainty
inresults (i.e., statistical measures); form of output, e.g., resultsin ASCI| text format,
spatial distribution and time series of concentration for postprocessing, direct screen
display (text, graphics), and graphic vector file (HGL, DXF) or graphic
bitmap/pixel/raster file (BMP, PCX, TIF); computational progress, e.g., iteration
progress and error, mass balance error, cpu use and memory allocation

Table A.1.5. Heat Transport Smulation Capabilities

Type of information

Comments

conditions for heat
transport

Heat transport e.g., convection, rock matrix conduction, fluid conduction, thermal dispersion, thermal

processes diffusion (into aguifer matrix), thermal expansion of liquid, radiation, phase changes
(water-steam, water-ice), evaporation, condensation, freezing/thawing

Boundary/initial e.g., fixed or specified time-varying temperature, zero heat flux, fixed or specified time-

varying cross-boundary heat flux, injection well with constant or specified time-varying
temperature and flow rate, production well with heat flux dependent on temperature of
ground water, heat flux dependent on intensity and temperature of natural recharge

Mathematical solution
method(s) for heat
transport part of code

coupling with fluid flow; temperature-influenced density and viscosity; modification of
hydraulic conductivity; analytical/approximate anal ytical/numerical solution; major
numerical method, e.g., anaytic element, finite difference, integral finite difference, finite
element, method of characteristics, random walk method; time discretization method;
matrix solving technique(s)

Output options for heat
transport

type of output, e.g., temperature values, temperature in pumping wells, internal and cross-
boundary heat fluxes, heat balance components (cell-by-cell, global), uncertainty in
results (i.e., statistical measures); form of output, e.g., resultsin ASCII text format, spatial
distribution and time series of temperature for postprocessing, direct screen display (text,
graphics), and graphic vector file (HGL, DXF) or graphic bitmap/pixel/raster file (BMP,
PCX, TIF); computational progress, e.g., iteration progress and error, heat/energy
balance error, cpu use and memory allocation
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Table A.1.6. Capabilities with Respect to Smulation of Rock Matrix Deformation

Type of information

Comments

Deformation cause

e.g., fluid withdrawal (increased internal rock stresses), overburden increase
(increased system loading), man-made cavities and karst cave-in (reduced rock
stresses)

Deformation model e.g., displacementsin aquifer, aquitard and/or overburden
components
Type of deformation model | e.g., empirical relationship, depth/porosity model, aquitard drainage model,

mechanistic model (process-based model)

Deformation processes

e.g., subsidence (vertical movement of land surface), compaction/consolidation
(vertical deformation, decrease of layer thickness), 2D/3D matrix deformation,
matrix expansion (due to releases of skeletal stresses), coupling with fluid flow,
parameter re-estimation (calculating effects of deformation on hydraulic conductivity
and storage coefficient), elastic/plastic deformation; stress-dependent hydraulic
conductivity compressibility of rock matrix

Boundary/initial conditions
deformation

e.g., prescribed constant or time-varying displacement, prescribed pore pressure,
prescribed skeletal stress

Mathematical solution
method(s) for deformation

analytical/approximate analytical/numerical solution; major numerical method, e.g.,
finite difference, integrd finite difference, finite element, method of characterigtics;
time discretization method; matrix solving technique(s)

Output options for
deformation

type of output, e.g., matrix displacements (internal skeletal displacements; 1D, 2D,
3D), surface displacements (subsidence; 1D), pore pressure, skeletal stress/strain,
calculated parameters;, uncertainty in results (i.e., statistical measures); form of
output, e.g., resultsin ASCI| text format, spatia distribution and time series of
displacements, pore pressure or stress/strain for postprocessing, direct screen display
(text, graphics), and graphic vector file (HGL, DXF) or graphic bitmap/pixel/raster
file (BMP, PCX, TIF); computationa progress, e.g., iteration progress and error, cpu
use and memory allocation

Table A.1.7.

Capabilities for Optimization of Management Decisions

Type of information

Comments

Type of management model

e.g., lumped parameter, distributed parameter

Objective function

e.g., hydraulic objective function (heads, pumping rates), water quality objective
function (concentrations, removed mass), economic objective function (cost)

Optimization constraints

e.g., drawdown, pumping/injection rates, concentration at compliance point,
removed mass (because of treatment/disposal)
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Decision variables e.g., pumping/injection rates, cost

Mathematical solution e.g., embedding method, linked simulation-optimization, response matrix method,
method(s) for management | hierarchical approach, Lagrangian multipliers, linear/quadratic/stochastic/

model mixed integer/dynamic programming

Output options for e.g., location of wells, pumping/injection rates

management model

A.2. Sandard Model Development Purpose/Objective Terms

Term Description
research model has been devel oped as part of aresearch project or in support of aresearch project
education model has been developed primarily for educational purposes; e.g., to demonstrate a

modeling technique or modeling method

general use model has been developed or can be used for general applications; natural processes are
described in generalized functions, requiring user-specified data for site-specific use

site-dedicated model has been developed for a particular site or region; process functions may be site- or
region-dependent and may not be transferable to other sites or regions without
modifications

policy-setting model has been developed specifically for policy setting; may not be applicable to site-

specific conditions

A.3. Sandard Model Type Terms

Term Description

saturated flow groundwater flow in the saturated zone; including pathline, streamline, and capture zone
models based on flow equations

unsaturated flow flow of water in the unsaturated zone; single phase or in conjunction with air flow

vapor flow/transport movement of vapor in soils and chemical interaction between vapor phase and liquid

and/or solid phase

solute transport movement and (bio-)chemical transformation of water dissolved chemicals and their
chemical interaction with the soil or rock matrix

heat transport transport of heat in (partially) saturated rock or soil
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Table A.3. continued

matrix deformation

deformation of soil or aquifer rock due to removal or injection of water or changesin
overburden

geochemical

chemical reactionsin the fluid phase and between the fluid phase and the solid phase

management/optimi-
zation

flow or transport models which includes mathematical optimization to develop a 'best’
management strategy

ground-/surface-water
hydraulics

interaction between groundwater and surface water described in terms of fluid mass
exchanges; hydraulics of both groundwater and surface water are described

parameter ID calculation of the parameters of the soil hydraulic functions from laboratory measurements

unsaturated flow

inverse model numerical models for distributed flow and/or transport parameter identification in the
saturated zone

aquifer test analysis analytical or numerical models for evaluation of aquifer flow parameters from pumping

tests

tracer test analysis

analytical or numerical models for evaluation of aguifer transport parameters from tracer
tests

water/steam flow

heat transport models in which both the liquid and steam phases are described and phase
changes supported

fresh/salt water flow

sharp interface approach with either fresh water flow only, or flow in both the fresh- and
salt-water zone

multi-phase flow

flow of water, NAPL and/or air/vapor

watershed runoff

watershed surface-, stream-, and groundwater runoff

surface water runoff

stream runoff routing

sediment transport

surface sediment transport

virus transport

transport of viruses

biochemical
transformation

hydrochemical or solute transport models which include specific biochemical reactions
and population growth/die-off equations

pre-/postprocessing

model input preparation and output reformatting or display

stochastic simulation

including Monte Carlo analysis

geostatistics

kriging
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multimedia exposure

exposure assessment models for groundwater, surface water and atmospheric pathways

expert system

groundwater-oriented advisory system

data base

groundwater application oriented data base

ranking/screening

classification; no simulation

fracture network

no primary porosity, connected fractures only; discrete network of fractures connected at
network nodes

porous medium

default medium type; primary porosity only

dual porosity medium

fractured porous medium with porous blocks intersected by connected or non-connected
fractures; mass exchange between fractures and porous blocks

porous medium,

porous medium with individual fractures

fractures

karst models specifically designed for karst systems (pipe flow, non-Darcian flow, etc.)
water budget lumped parameter approach for ground water flow

heat budget lumped parameter approach for heat flow

chemical mass
balance

lumped parameter approach for solute transport

water level conversion

converting water level observationsto velocities using Darcy's law

A.4. Sandard Code Documentation Terms

Term Description

concepts and theory documentation of underlying concepts and theory

test results documentation of code testing results

model setup instruction in model formulation, gridding, boundary selection and input parameter

estimation

input instructions

formats and order of input data; required files

example problems

detailed examples of operation of code (with input data)

flow chart

chartsillustrating program operation and data flow
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Table A.5. continued

code/modules description of program elements and their functions
description
code structure description of program elements and their functions
installation/ installation of software on specific computers; compilation setup
compilation
A.5. Sandard Code Testing Terms
Term Description

functionality testing

systematic testing of functionality of the code (processes, boundary conditions, etc.;
IGWMC test procedure - part 1)

code intercomparison

evaluating code's functionality by comparing against another, well-established code
(IGWMC test procedure part 1, level 2)

field testing evaluating code's applicability by evaluating its performancein afield application for
which a detailed, high-quality data set is available (IGWMC test procedure part 2, level
3)

laboratory data sets evaluating model's physical basis and its functionality by using an independent data set

obtained under highly controlled circumstances (IGWMC test procedure part 1, level 3)

benchmarking (analyt.
solutions)

evaluating code's functionality by comparing against known analytical solutions
(benchmarks; IGWMC test procedure part 1, level 1))

post-audits

evaluating code's applicability by comparing system predictions against observed system
responses (IGWMC test procedure part 2, level 3)

performance testing

evaluating a code's applicability to or suitability for specific types of problems IGWMC
test procedure part 2)

A.6. Sandard Code Availability Terms

Term

Description

public domain

devel oped with public funds; no restrictionsin use, copying, redistribution; cannot be
copyrighted

restricted public domain

devel oped with public funds; restrictions apply with respect to copying, redistribution
and use




Table A.7. continued

proprietary devel oped with private funds; restrictions apply with respect to single and/or multi-
party use and copying; cannot be redistributed without permission of owner

license use only after acceptance of license agreement restricting use and copying; cannot be
redistributed; restrictions on network use

copyrighted protected by copyright laws; restrictions on use and copying; cannot be redistributed

without permission

non-proprietary

status not established; not proprietary or licensed

purchase purchase fee applies
free can be obtained for free

A.7. Sandard Terms for Saturated Zone Medium
Term Description

porous medium

continuous macroscopic model domain; primary porosity only

fracture system

complex representation of fracture geometry; secondary porosity only

individual fractures

representing asingle or alimited number of well-defined fractures

fracture network fractures represented as system of individual flow channels connected at discrete
points, secondary porosity only

EFN equivalent fracture network; stochastic approach; replace system with secondary
porosity only

EPM equivalent porous medium; deterministic or stochastic approach; replaces system

consisting of primary and secondary porosity or secondary porosity only with single
porous medium system

dual porosity model

fractured saturated porous rock with mass exchange between porous blocks and
fractures; flow either in fractures or fractures and matrix blocks; storage primarily in
matrix blocks

isotropic hydraulic properties do not change with variationsin flow direction
anisotropic hydraulic properties may vary with variationsin flow direction
homogeneous hydraulic properties do not vary in space

heterogeneous hydraulic properties may vary in space
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Table A.9. continued

A.8. Sandard Terms for Unsaturated Zone Medium

Term

Description

porous medium

continuous macroscopic model domain; primary porosity only

layered soil

varying hydraulic soil propertiesin vertical direction

aredlly variable properties | areally varying hydraulic soil properties

fractured soil fractured, dightly consolidated soils
macropores cracked soils with flow regimes in macropores different from that in micropores
perched water table saturated conditions in unsaturated soil above water table; not in direct contact with

saturated zone

dual porosity model

fractured unsaturated porous rock with mass exchange between porous blocks and
fractures; flow either in fractures or fractures and matrix blocks; storage primarily in
matrix blocks

A.9. Sandard Terms for Fluid Conditions

Term

Description

singlefluid - water

water flow in saturated and unsaturated zone

singlefluid -air/vapor

vapor flow in soils

singlefluid - NAPL

NonAqueous-Phase Liquids

air and water

dual fluid system; flow of water and air in soils

steam and water

dual fluid system; flow of water and steam in geothermal reservoirs

salt/fresh water dual fluid system; fresh and salt water separated by sharp interface

stagnant salt water single moving fluid; flow of fresh water only in fresh/salt water system separated by
sharp interface

moving salt/fresh water dual fluid system; flow of both fresh and salt water separated by sharp interface

water and NAPL dual fluid system; flow of both water and NAPL in saturated or unsaturated zone

A-11




Table A.10. continued

water, vapor and NAPL

multi-fluid system; flow of water, vapor and NAPL in unsaturated zone

compressible fluid

fluid(s) are considered compressible

incompressible fluid

fluid(s) are considered incompressible

variable density

fluid density may vary in time and space (dependent on temperature, concentration)

variable viscosity

fluid viscosity may vary in time and space (dependent on temperature, concentration)

A.10. Sandard Terms for Flow Boundary Conditions

Term

Description

constant head/pressures

constant in time, variable in space (fixed head)

variable head/pressures

variable in time, variable in space

constant moisture content

constant in time, variable in space (unsaturated flow)

variable moisture content

variable in time, variable in space (unsaturated flow)

constant source/sink flux

constant in time, variable in space (e.g., wells)

variable source/sink flux

variable in time, variable in space (e.g., wells)

constant recharge

recharge from surface, constant in time, variable in space (saturated zone)

variable recharge

recharge from surface; variable in time, variable in space (saturated zone)

no flow

impermeable boundary

subsurface flux

underflow

infiltration downward flux at soil surface (unsaturated flow)
ponding constant head at soil surface (unsaturated flow)
steady free surface water table

movable free surface

water table; e.g., FEM for cross-sectional flow through dam

seepage face

water table intersects with soil surface; e.g., in dam face
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Table A.10. continued

|| springs

flux depends on water table/head and elevation of spring/discharge point

induced infiltration/exfiltration

leakage from/to surface water or sourcebed aquifer
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APPENDIX B.

GROUND-WATER SIMULATION CODE
FUNCTIONALITY CHECKLISTS



GROUND WATER SIMULATION CODE FUNCTIONALITY CHECKLIST

MODEL NAME:
VERSION:
RELEASE DATE:

AUTHOR(S):
INSTITUTE OF DEVELOPMENT:

CONTACT ADDRESS:
PHONE:
FAX:

PROGRAM LANGUAGE:
COMPUTER PLATFORM(S):

LEGAL STATUS:
PREPROCESSING OPTIONS:

POSTPROCESSING FACILITIES:

MODEL TYPE

O single phase saturated
flow

single phase unsaturated
flow

vapor flow/transport
solute transport

virus transport

heat transport

matrix deformation
geochemical
optimization
groundwater and surface
water hydraulics
parameter ID saturated
flow (inverse numerical)

Oooooooao O

O

UNITS

O Sl system
O metric units

PRIMARY USE

O research
O education

O parameter ID unsaturated
flow (analytical/ numerical)
parameter ID solute
transport (numerical)
aquifer test analysis
tracer test analysis

flow of water and steam
fresh/salt water interface
two-phase flow
three-phase flow

phase transfers

chemical transformations
biochemical
transformations
watershed runoff

Ooooooooaon O

O

O US customary units
O any consistent system

O general use
O site-dedicated

sediment transport
surface water runoff
stochastic simulation
geostatistics
multimedia exposure
pre-/postprocessing
expert system

data base
ranking/screening
water budget

heat budget
chemical species mass
balance

OoooOoOooOoooOooOooao

O user-defined

O policy-setting




GENERAL MODEL CHARACTERISTICS - continued

Parameter discretization

O lumped
O mass balance approach
O transfer function(s)

O distributed

O deterministic

O stochastic

Spatial orientation

saturated flow

O 1D horizontal
1D vertical
2D horizontal (areal)
2D vertical (cross-sectional or profile)
2D axi-symmetric (horizontal flow only)
fully 3D
quasi-3D (layered; Dupuit approx.)
3D cylindrical or radial (flow defined in
horizontal and vertical directions)

Oooooooao

unsaturated flow
O 1D horizontal
1D vertical
2D horizontal
2D vertical
2D axi-symmetric
fully 3D
3D cylindrical or radial

Ooooooao

Restart capability - types of updates possible

O dependent variables (e.g., head,
concentration, temperature)
fluxes

velocities

parameter values

stress rates (pumping, recharge)
boundary conditions

Oooooano

Discretization in space

no discretization
uniform grid spacing
variable grid spacing
movable grid (relocation of
nodes during run)
O maximum number of nodes/cells/elements
O modifiable in source code (requires
compilation)
O modifiable through input
O maximum number of nodes (standard
version):
O maximum number of cells/elements (standard
version):

OooOooao

Possible cell shapes

O 1D linear
1D curvilinear
2D triangular
2D curved triangular
2D square
2D rectangular
2D quadrilateral
2D curved quadrilateral
2D polygon
2D cylindrical
3D cubic
3D rectangular block
3D hexahedral (6 sides)
3D tetrahedral (4 sides)
3D spherical

o [ o oy I oy o o Y o o




FLOW SYSTEM CHARACTERIZATION

Hydrogeologic zoning

confined

semi-confined (leaky-

confined)

unconfined (phreatic)

hydrodynamic approach

hydraulic approach (Dupuit-

Forcheimer assumption for

horizontal flow)

single aquifer

single aquifer/aquitard

system

multiple aquifer/aquitard

systems

max. number of aquifers:

O discontinuous aquifers
(aquifer pinchout)

O discontinuous aquitards
(aquitard pinchout)

O storativity conversion in
space (confined-
unconfined)

O storativity conversion in
time

O aquitard storativity

Hydrogeologic medium

porous medium

fractured impermeable rock
(fracture system, fracture
network)

discrete individual fractures
equivalent fracture network
approach

equivalent porous medium
approach

dual porosity system (flow in
fractures and optional in
porous matrix, storage in
porous matrix and exchange
between fractures and
porous matrix)

uniform hydraulic properties
(hydraulic conductivity,
storativity)

anisotropic hydraulic
conductivity

nonuniform hydraulic
properties (heterogeneous)

Saturated zone

Elow characteristics

Oooooooao O Ooooooao

[m |

O

O

single fluid, water

single fluid, vapor

single fluid, NAPL

air and water flow

water and steam flow
moving fresh water and
stagnant salt water

moving fresh water and salt
water

water and NAPL

water, vapor and NAPL
incompressible fluid
compressible fluid

variable density

variable viscosity

linear laminar flow (Darcian
flow)

non-Darcian flow
steady-state flow

transient (non-steady state)
flow

dewatering (desaturation of
cells)

dewatering (variable
transmissivity)

rewatering (resaturation of
dry cells)

delayed yield from storage

Boundary conditions

Oooooooao

[m |

infinite domain
semi-infinite domain
regular bounded domain
irregular bounded domain
fixed head

prescribed time-varying head
zero flow (impermeable
barrier)

fixed cross-boundary flux
prescribed time-varying
cross-boundary flux

areal recharge:

O constant in space

O variable in space

O constant in time

O variable in time

Boundary conditions - continued

O

OooOooao

O

induced recharge from or

discharge to a source bed

aquifer or a stream in direct

contact with ground water

O surface water stage
constant in time

O surface water stage
variable in time

O stream penetrating more
than one aquifer

induced recharge from a

stream not in direct contact

with groundwater

evapotranspiration

dependent on distance

surface to water table

drains (gaining only)

free surface

seepage face

springs

Sources/Sinks

point sources/sinks
(recharging/pumping wells)
O constant flow rate
variable flow rate
head-specified

partially penetrating
well loss
block-to-radius correction
well-bore storage
multi-layer well

line source/sinks (internal
drains)

O constant flow rate

O variable flow rate

O head-specified
collector well (horizontal,
radially extending screens)
mine shafts (vertical)

O water-filled

O partially filled

mine drifts, tunnel
(horizontal)

O water-filled

O partially filled

Oooooooao




FLOW SYSTEM CHARACTERIZATION - continued

Unsaturated Zone

Soil medium

porous medium

fractured impermeable rock

discrete individual fractures

dual porosity system

equivalent fracture network approach
equivalent porous medium approach
micropore/macropore system
uniform hydraulic properties
nonuniform hydraulic properties
anisotropic hydraulic properties

areal homogeneous (single soil type)
areal heterogeneous (multi soil types)
swelling/shrinking soil matrix

dipping soil layers

number of soil layers:

o [ o oy i oy o o o

Elow characteristics

single fluid, water

single fluid, vapor

single fluid, NAPL

air and water flow

water and NAPL

water, vapor and NAPL

variable density

variable viscosity

linear laminar flow (Darcian flow)
non-Darcian flow

steady-state flow

transient (non-steady state) flow

OoooOoOooOoooOooOooao

Parameter representation

Parameter definition

O suction vs.saturation (see next section)
porosity
residual saturation
hydraulic conductivity vs.saturation (see
next section)
O number of soil materials:

Oooao

Soil moisture saturation - matric potential
relationship (NRC 1990)
O Brutsaert (1966)

O van Genuchten (1980)
O Haverkamp et al. (1977)
O tabular

Soil hydraulic conductivity-saturation/hydraulic
potential relationship (NRC 1990)
O Wind (1955)
Brooks and Corey (1966)
van Genuchten (1980)
Gardner (1958)
Haverkamp et al. (1977)
Averjanov (1950)
Rijtema (1965)
tabular

Oooooooao

Intercell conductance representation
(K,-determination)

O arithmetic

O harmonic

O geometric

Boundary conditions

fixed head

prescribed time-varying head

fixed moisture content

prescribed time-varying moisture content

zero flow (impermeable barrier)

fixed boundary flux

prescribed time-varying boundary flux

areal recharge: O constant in space
O variable in space
O constant in time
O variable in time

Oooooooao

O ponding
O automatic conversion between prescribed
head and flux condition

Flow related processes

evaporation

evapotranspiration

plant uptake of water (transpiration)
capillary rise

hysteresis

interflow

perched water

Oooooooao




FLOW SYSTEM CHARACTERIZATION - continued

OooOooao

head
drawdown
pressure
suction

analytical

O single solution

O superposition

O method of images

analytic element method
point sources/sinks
line sinks

ponds

uniform flow

rainfall

layering
inhomogeneities
doublets

Ooooooooaon

Semi-analytical

O continuous in time, discrete in space

leakage through confining beds O

Dependent variable(s)

OooOooao

Solution methods - Flow

potential
moisture content
stream function
velocity

O Numerical

Spatial approximation
O finite difference method

O
O

Oooooano

block-centered
node-centered

integrated finite difference method
boundary elements method
particle tracking

pathline integration

finite element method

Time-stepping scheme
O fully implicit

fully explicit

O Crank-Nicholson

Matrix-solving technique

O continuous in space, discrete in time O lterative
O approximate analytical solution o SIP
O Gauss-Seidel (PSOR)

Solving stochastic PDEs

O Monte Carlo simulations

spectral methods

Oooao

technique

small perturbation expansion
self-consistent or renormalization

O LSOR

O SSOR

O BSOR

O ADIP

O Iterative ADIP (IADI)

O Predictor-corrector
O Direct

O Gauss elimination

O Cholesky decomposition

O Frontal method

O Doolittle

O Thomas algorithm

O Point Jacobi

O Iterative methods for nonlinear equations
O Picard method
O Newton-Raphson method
O Chord slope method

O Semi-iterative
O conjugate-gradient




FLOW SYSTEM CHARACTERIZATION - continued

Inverse Modeling/Parameter Identification for Flow

Parameters to be identified User input
O hydraulic conductivity O prior information on parameter(s) to be
O transmissivity identified
O storativity/storage coefficient O constraints on parameters to be identified
O leakance/leakage factor O instability conditions
O areal recharge O non-unigueness criteria
O cross-boundary fluxes O regularity conditions
O boundary heads
O pumping rates
O soil parameters/coefficients
O streambed resistance

Parameter identification method

O aquifer tests (based on analytical solutions)
O numerical inverse approach

Direct method (model parameters treated as Indirect method (iterative improvement of
dependent variable) parameter estimates)
O energy dissipitation method O linear least-squares
O algebraic approach O non-linear least-squares
O inductive method (direct integration O quasi-linearization
of PDE) O linear programming
O minimizing norm of error flow O quadratic programming
(flatness criterion) O steepest descent
O linear programming (single- or O conjugate gradient
multi-objective) O non-linear regression (Gauss-Newton)
O quadratic programming O Newton-Raphson
O matrix inversion O influence coefficient
O maximum likelihood
O Marquardt O (co-)kriging
O gradient search
O decomposition and multi-level
optimization
O graphic curve matching




FLOW SYSTEM CHARACTERIZATION - continued

Output Characteristics - Flow

Echo of input (in ASCII text format)

O

Ooooooao

grid (nodal coordinates, cell size,
element connectivity

initial heads/pressures/potentials

initial moisture content/saturation

soil parameters/function coefficients
aquifer parameters

flow boundary conditions

flow stresses (e.g., recharge, pumping)

Simulation results - form of output

[m |

O

Ooooooao

dependent variables in binary format
complete results in ASCII text format
spatial distribution of dependent variable
for postprocessing

time series of dependent variable for
postprocessing

direct screen display - text

direct screen display - graphics
direct hardcopy (printer)

direct plot (pen-plotter)

graphic vector file

graphic bitmap/pixel/raster file

Simulation results - type of output

O

head/pressure/potential

O areal values (table, contours)

O temporal series (table, x-t graphs)
saturation/moisture content

O areal values (table, contours)

O temporal series (table, x-t graphs)
head differential/drawdown

O areal values (table, contours)

O temporal series (table, x-t graphs)
moisture content/saturation

O areal values (table, contours)

O temporal series (table, x-t graphs)

Type of output - continued

O

OooOooao

O

internal (cross-cell) fluxes

O areal values (table, vector plots)

O temporal series (table, x-t graphs)

infiltration fluxes

O areal values (table, vector plots)

O temporal series (table, x-t graphs)

evapo(transpi)ration fluxes

O areal values (table, vector plots)

O temporal series (table, x-t graphs)

cross boundary fluxes

O areal values (table, vector plots)

O temporal series (table, x-t graphs)

velocities

O areal values (table, vector plots)

O temporal series (table, x-t graphs)

stream function values

streamlines/pathlines (graphics)

capture zone delineation (graphics)

traveltimes (table of arrival times; tics on

pathlines)

isochrones (i.e., lines of equal travel

times; graphics)

position of interface (table, graphics)

location of seepage faces

water budget components

O cell-by-cell

O global (main components for total
model area)

calculated flow parameters

uncertainty in results (i.e., statistical

measures)

Computational information

O

OooOooao

iteration progress
iteration error

mass balance error
cpu time use
memory allocation




SOLUTE TRANSPORT AND FATE CHARACTERIZATION

Water Quality Constituents

O any constituent(s) O anorganics - general O micro-organisms
O single constituent O anorganics - specific O bacteria, coliforms
O two interacting constituents O heavy metals O viruses
O multiple interacting O nitrogen compounds
constituents O phosphorus compounds
O radionuclides O sulphur compounds
O total dissolved solids (TDS) O organics
Transport and Fate Processes
(Conservative) transport Fate - Type of reactions - continued)
O advection O acid/base reactions
O steady-state O complexation
O uniform-parallel to transport O biodegradation
coordinate system O aerobic
O uniform-may be under an angle O anaerobic
with transport coordinate system
O non-uniform Fate - Form of reactions:
O transient O zero order production/decay
O velocities generated within code O first order production/decay
O from internal flow simulation O radioactive decay
O from external flow simulation or O single mother/daughter decay
measured heads O chain decay
O velocities required as input O microbial production/decay
O mechanical dispersion O aerobic biodegradation
O longitudinal O anaerobic biodegradation
O transverse
O molecular diffusion Parameter representation
dispersivity
Phase transfers O isotropic (longitudinal=transverse)
O solid<->gas; (vapor) sorption O 2D anisotropic - allows
O solid<->liquid; sorption longitudinal/transverse ratio
O equilibrium isotherm O 3D anisotropic - allows different
O linear (retardation) longitudinal/transverse and horizontal
O Langmuir transverse/vertical transverse ratios
O Freundlich O homogeneous (constant in space)
O non-equilibrium isotherm O heterogeneous (variable in space)
O desorption (hysteresis) O scale-dependent
O liquid->gas; volatilization O internal cross terms
O liquid->solids; filtration diffusion coefficient
O homogeneous (constant in space)
Fate - Type of reactions: O heterogeneous (variable in space)
O ion exchange retardation factor
O substitution/hydrolysis O homogeneous (constant in space)
O dissolution/precipitation O heterogeneous (variable in space)
O reduction/oxidation

O Chemical processes embedded in transport equation
O Chemical processes described by equations separate from the transport




SOLUTE TRANSPORT AND FATE CHARACTERIZATION - continued

Boundary Conditions for Solute Transport

General boundary conditions

O fixed concentration (constant in time)

O specified time-varying concentration

O zero solute flux

O fixed boundary solute flux

O specified time-varying boundary solute
flux

O springs with solute flux dependent on
head-dependent flow rate and
concentration in ground water

O solute flux from stream dependent on flow
rate and concentration in stream

O solute flux to stream dependent on flow
rate and concentration in ground water

O Analytical

O single solution

O superposition

O method of images

Sources and sinks

O

O

O
O
O

injection well with constant concentration
and flow rate

injection well with time-varying
concentration and flow rate

production well with solute flux dependent
on concentration in ground water

point sources (e.g., injection wells)

line sources (e.g., infiltration ditches)
horizontal areal (patch) sources (e.g.,
feedlots, landfills)

vertical patch sources

non-point (diffuse) sources

plant solute uptake

Solution methods - Solute transport

O flow and solute transport equations are uncoupled
O flow and solute transport equations are coupled

O through concentration-dependent density

O through concentration-dependent viscosity

O Semi-analytical

O
O
O

continuous in time, discrete in space
continuous in space, discrete in time
approximate analytical solution

O Solving stochastic PDEs

O

Oooao

Monte Carlo simulations

spectral methods

small perturbation expansion
self-consistent or renormalization
technique

O Numerical

Spatial approximation

O

Ooooooao

finite difference

O block-centered

O node-centered
integrated finite difference
particle-tracking

method of characteristics
random walk

boundary element method
finite element method

Time-stepping scheme

O
O
O

fully implicit
fully explicit
Crank-Nicholson

Matrix-solving technique

O

O

Iterative

o SIP

Gauss-Seidel (PSOR)
LSOR

SSOR

BSOR

ADI

Iterative ADIP (IADI)
Direct

Gauss elimination
Cholesky decomposition.
Frontal method
Doolittle

Thomas algorithm
Point Jacobi

Ooooooao

O

Oooooano

O lIterative methods for nonlinear equations

O
O
O

Picard method
Newton-Raphson method
Chord slope method

O Semi-iterative

O

conjugate-gradient




SOLUTE TRANSPORT AND FATE CHARACTERIZATION - continued

Inverse/parameter Identification for Solute Transport

Parameters to be identified

O

Oooooano

velocity

dispersivity

diffusion coefficient

retardation factor

source strength

initial conditions (concentrations)

User input

O

OooOooao

prior information on parameters to be
identified

constraints on parameters to be identified
instability conditions

non-uniqueness criteria

regularity conditions

Parameter identification method

O tracer tests (based on analytical solutions)

O numerical inverse approach

Direct method (model parameters treated as
dependent variable)

O
O
O

energy dissipitation method

algebraic approach

inductive method (direct integration of
PDE)

minimizing norm of error flow (flathess
criterion)

linear programming (single- or multi-
objective)

quadratic programming

matrix inversion

Indirect method (iterative improvement of
parameter estimates)

O

OOoooOooOooooao

linear least-squares
nonlinear least-squares
quasi-linearization
linear programming
quadratic programming
steepest descent
conjugate gradient
nonlinear regression (Gauss-Newton)
Newton-Raphson
maximum likelihood
(co-)kriging

Output Characteristics - Solute Transport

Echo of input (in ASCII text format)

O

OooOooao

grid (nodal coordinates, cell size,
element connectivity)

initial concentrations

transport parameter values

transport boundary conditions
transport stresses (source/sink fluxes)

Simulation results - Type of output

OooOooao

concentration values

concentration in pumping wells
internal and cross-boundary solute fluxes
velocities (from given heads)

O areal values (table, vector plots)
O temporal series (table, x-t graphs)
mass balance components

O cell-by-cell

O global (total model area)
calculated transport parameters
uncertainty in results (i.e., statistical
measures)

Simulation results - Form of output

O
O
O

O

Ooooooao

binary files of concentrations
complete results in ASCII text format
spatial distribution of concentration for
postprocessing

time series of concentration for
postprocessing

direct screen display -text

direct screen display - graphics
direct hardcopy (printer)

direct plot (pen-plotter)

graphic vector file

graphic bitmap/pixel/raster file

Computational progress

O

OooOooao

iteration progress
iteration error

mass balance error
Cpu use

memory allocation




HEAT TRANSPORT CHARACTERIZATION

Transport Processes

O convection O thermal diffusion between rock matrix and
O steady-state liquid
O uniform flow O radiation
O non-uniform flow O phase change
O transient O evaporation/condensation
O conduction O water/vapors
O through rock-matrix O water/steam
O through liquid O freezing/thawing
O thermal dispersion O heat exchange between phases

O internal heat generation (heat source)
Parameter representation (parameters not checked are considered homogeneous)

thermal conductivity of rock matrix thermal dispersion coefficient
O homogeneous (constant in space) O isotropic (longitudinal=transverse)
O heterogeneous (variable in space) O anisotropic
O homogeneous (constant in space)
O heterogeneous (variable in space)

Boundary Conditions for Heat Transport

General boundary conditions Sources and sinks
O fixed temperature (constant in time) O injection well with given constant
O specified time-varying temperature temperature and flow rate
O zero heat flux/temperature gradient O injection well with given time-varying
O fixed heat flux/temperature gradient temperature and flow rate
O specified time-varying heat O production well with given flow rate and
flux/temperature gradient heat flux dependent on ground-water
O heat flux from stream dependent on flow temperature

rate and stream temperature

O heat flux to stream dependent on flow rate
and ground-water temperature

O heat flux through overburden dependent
on flow rate and recharge temperature

O heat flux through overburden dependent
on temperature difference between
aquifer and atmosphere

point sources

line sources

areal sources

non-point (diffuse) sources

OooOooao

Solution Methods - Heat Transport

O flow and heat transport equations are uncoupled
O flow and heat transport equations are coupled

O through temperature-dependent density

O through temperature-dependent viscosity

O Analytical O Semi-analytical
O single solution O continuous in time, discrete in space
O superposition O continuous in space, discrete in time
O method of images O approximate analytical solution




HEAT TRANSPORT CHARACTERIZATION - continued

O Solving stochastic PDEs

O

Oooao

Monte Carlo simulations

spectral methods

small perturbation expansion
self-consistent or renormalization
technique

O Numerical

Spatial approximation

O

Ooooooao

finite difference

O block-centered

O node-centered
integrated finite difference
particle-tracking

method of characteristics
random walk

boundary element method
finite element method

Time-stepping scheme

O
O
O

fully implicit
fully explicit
Crank-Nicholson

Matrix-solving technique

O

Iterative

o SIP

O Gauss-Seidel (PSOR)
O LSOR

O SSOR

O BSOR

O ADI

O Iterative ADIP (IADI)
Direct

O Gauss elimination

O Cholesky decomposition.
O Frontal method

O Doolittle

O Thomas algorithm

O Point Jacobi

O Iterative methods for nonlinear equations

O
O
O

Picard method
Newton-Raphson method
Chord slope method

O Semi-iterative

O

conjugate-gradient

Output Characteristics - Solute Transport

Echo of input (in ASCII text format)

O

OooOooao

grid (nodal coordinates, cell size,
element connectivity

initial temperatures

transport parameter values

transport boundary conditions
transport stresses (source/sink fluxes)

Simulation results - Type of output

OooOooao

temperature values

temperature in pumping wells

internal and cross-boundary heat fluxes
velocities (from given heads)

O areal values (table, vector plots)
O temporal series (table, x-t graphs)
heat balance components

O cell-by-cell

O global (total model area)
calculated transport parameters
uncertainty in results (i.e., statistical
measures)

Simulation results - Form of output

O
O
O

O

Ooooooao

binary files of temperatures
complete results in ASCII text format
spatial distribution of temperature for
postprocessing

time series of temperature for
postprocessing

direct screen display -text

direct screen display - graphics
direct hardcopy (printer)

direct plot (pen-plotter)

graphic vector file

graphic bitmap/pixel/raster file

Computational progress

O

OooOooao

iteration progress
iteration error
heat balance error
cpu use

memory allocation




ROCK/SOIL MATRIX DEFORMATION CHARACTERIZATION

Modeled System

Deformation cause

O fluid withdrawal (increased internal rock

matrix stresses)

O overburden increase (increased system

loading)

O man-made cavities (reduced rock-matrix

stresses)

O Empirical model
O depth/porosity model
O Semi-empirical model
O aquitard drainage model

O one-dimensional deformation
O subsidence (vertical movement of land
surface
O compaction (vertical deformation;
decrease of thickness of sediments
due to increase of effective stress;
also consolidation)
O matrix expansion (due to reduced
skeletal stress)
O two-dimensional deformation
O vertical (cross-sectional)
O horizontal (areal)
O three-dimensional deformation

Model components
O aquifer only

O aquifer/overburden

O aquifer(s)/aquitard(s)

O aquifer(s)/aquitard(s)/overburden
Model Types

O Mechanistic process-based model (see
processes)
O Terzaghi (1925)
O Biot (1941)

Processes

O coupling fluid flow and deformation
O single equation
O two coupled equations

O coupling temperature change with fluid flow

and deformation (e.g., geothermal
reservoirs)

O elastic deformation
O inelastic (plastic) deformation

Parameter Representation

Note that parameters not mentioned are considered homogeneous in space. (Refer to Flow System

Characterization beginning on B-3.)

O stress-dependent hydraulic conductivity
compressibility of rock matrix
O homogeneous (constant in space)
O heterogeneous

coefficient of consolidation (isotropic)
O homogeneous
O heterogeneous

Boundary Conditions for Deformation

O prescribed displacement
O constantin time
O varying in time

O prescribed pore pressure
O constantin time
O varying in time

O prescribed skeletal stress
O constantin time
O varying in time




ROCK/SOIL MATRIX DEFORMATION CHARACTERIZATION - continued

Solution Methods - Deformation

Flow and deformation equations are:

O uncoupled

O Analytical

O
O

single solution
superposition

O Numerical

Spatial approximation

O

finite difference

O block-centered

O node-centered
integrated finite difference
finite element method

O

coupled

O Semi-analytical

O
O
O

continuous in time, discrete in space
continuous in space, discrete in time
approximate analytical solution

Time-stepping scheme

O
O
O

fully implicit
fully explicit
Crank-Nicholson

Matrix-solving technique

Iterative

o SIP

Gauss-Seidel (PSOR)
LSOR

SSOR

BSOR

ADI

Iterative ADIP (IADI)

Ooooooao

O Semi-iterative

O

conjugate-gradient

O

Direct

Gauss elimination
Cholesky decomposition
Frontal method

Doolittle

Thomas algorithm

Point Jacobi

Ooooooao

O Iterative methods for nonlinear equations

O
O
O

Picard method
Newton-Raphson method
Chord slope method

Output Characteristics - Deformation

Echo of input (in ASCII text format)

O

O
O
O

grid (nodal coordinates, cell size,
element connectivity)

initial stresses

deformation parameter values
deformation boundary conditions

Simulation results - Form of output

O

Oooooooao

binary files

complete results in ASCII text format
spatial distribution for postprocessing
time series for postprocessing

direct screen display -text

direct screen display - graphics
direct hardcopy (printer,pen-plotter)
graphic vector file/display

graphic bitmap/pixel/raster file

Simulation results - Type of output

O

OooOooao

matrix displacements (internal skeletal
displacements;1D, 2D, 3D)

surface displacements (subsidence; 1D)
pore pressure

skeletal stress/strain

calculated parameters

Computational progress

O

Oooao

iteration progress
iteration error

cpu use

memory allocation
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APPENDIX C

GENERIC FUNCTIONALITY TABLES
FOR SATURATED FLOW AND SOLUTE TRANSPORT

This gppendix includes a series of generic functionality tables. These functionality tables may
be modified and used to help design afunctionality testing program for atypical ground-water flow
and contaminant trangport smulation code. Each functiondity table lists the questions and issues that
may be of concern for the code function being assessed, the objectives that a functionality test should
address, and the type of benchmark that could be used to accomplish this. The functionality tables
presented in this Appendix represent only a sample of code function issues that should be examined
to fully evaluate the functionality of a ground-water ssimulation code. Furthermore, issues as code
sensitivity for spatial and temporal discretization, choice of solver, and selection of iteration/solver
parameters are not addressed. It might be necessary to explore those issues through sensitivity
analysis.

Table Title Page
C-1. Functionality Issues for Confined/Unconfined Conditions ................ C-1
C-2. Functionality Issues for Flow Sources and Sinks (e.g., Wellsand Drains) .... C-2
C-3. Functionality Issuesfor Areal Recharge ............. ... ... ... ... .... C-3
C-4. Functionality Issues for Heterogeneity and Anisotropy . ................. C-4
C-5. Functionality Issues for Type | (Prescribed Flux) and Type || Boundary

Conditions (Prescribed Flux) . ......... ... i C-4
C-6. Functionality Table: Type Il Boundary Condition (Hydraulic Head

Dependent FIUX) .. ... C-6
C-7. Functionality Issues for Evapotranspiration . ... ..., C-7
C-8. Functionality Issues for Advective and Dispersive Solute Transport . ....... C-8

C-9. Functionality Issues for Solute Fate (Retardationand Decay) ............. C-8



Table C-1. Functionality Issues for Confined/Unconfined Conditions

Functionality Issue Test Objective Type of Test
In unconfined aquifers, transmissivity is To determine if the code correctly represents the steady-state
dependent on the computed heads. water table under steady-state conditions. How benchmark
sensitive are the results for the difference Level 1B
between initial conditions and final heads, or
boundary conditions? Does the number of
model layers make a difference?
In unconfined aquifers, arising water table To determine if the code functions properly steady-state,
might arise above the initial model layer, when water invades dry model cells, both under transient
invading dry cells (saturation/wetting). steady-state conditions (initial condition set benchmark
below final water bearing model cells) and Level 1B
transient conditions.
In unconfined aquifers, afaling water table To determine if the code functions properly steady-state,
might drop below the bottom of the initial when water evacuates wet model cells and fully transient
(partially) water-filled cells (desaturation). water-filled cells become partially water-filled, benchmark
both under steady-state conditions (initial Level 1B
condition set above final water bearing model
cells) and transient conditions.
Cyclic variations of the water table position To determine if accuracy (in terms of heads and transient
over more than one model layer require mass balance) is maintained over multiple benchmark
repeated desaturation and resaturation of desaturation and rewetting cycles, and if no Level 1B
model layers. stability problems occur.
For unconfined conditions transmissibility isa | To determine the accuracy for watertable steady-state
function of saturated thickness. Various conditions for various steady-state and transient transient

schemes exist to treat the resulting nonlinear
terms, including (damped) corrections at each

conditions (e.g., poor initia conditions, and
small hydraulic conductivity or storativity).

conceptual test
intercomparison

iteration and/or time step. Leve 1A
When the head in a confined layer drops To determine proper assignment of storativity transient
below the top of that layer, conditions reverse and other code settings when conditions change benchmark
to unconfined. This phenomenon typically between confined and unconfined (in both quas intracomparison
occursin areas of the model domain where and fully 3-D mode), and to determine stability Level 1B and 2A
dischargeis significant. If the discharge under these conditions.

diminishes or is reversed, conditions may

become confined again.

Most 2-D and 3-D codesinclude an option to To determine if quasi three-dimensional mode transient
simulate ground-water flow in aquasi three- works properly for unconfined and semi- benchmark
dimensional mode. confined multi-layer systems. Level 1A




Table C-2. Functionality Issues for Sources and Sinks

Functionality Issue Test Objective Type of Test
In 3-D models, wells might be screened over a To evaluate if amulti-layer implementation of steady-state
large vertical distance within an aquifer, or even | the screened portion of awell works benchmark
in more than one aquifer, drawing water from correctly, both within a single aquifer and Level 1B
(or injecting in) different layers at different rates. | within amulti-layer aquifer system.
In 3-D models, the screened part of awell is To evaluate if amulti-cell pumping well transient
typically represented by one or more cells. maintains the correct discharge rate during conceptual test
When more cells are used and the top cell the growth of the cone of depression. Level 1A
becomes empty from pumping, the discharge
needs to be redistributed over the active
pumping cells (and vice versa).
If the cone of depression due to pumping nears To determineif stability problems occur transient
the bottom of the lowest pumping cell instability | during the development of a deep cone of conceptua test
may occur, and the representation of the physics | depression, and to evaluate code options to Level 1A
becomes inaccurate if pumping continues. signalize and handle local dewatering due to
pumping.
Simulating recharging and discharging wellsis To determine accuracy of the codein steady-state
one of the most common features of modeling simulating well discharge and recharge for transient
and accurate results are expected. Furthermore, various conditions, including for afully- benchmark
some aspects of wells may be represented by penetrating well in an unconfined, leaky intra-comparison
other code functions, providing identical results. | confined, and fully confined aguifer, a Level 1B
partially-penetrating well in such aguifers,
and a multi-aquifer well (drawdowns and
mass balance).
When awell isactivein the same cell asanother | To evaluate if a code correctly adds stresses steady-state
stress (areal recharge, ET, etc.) or boundary on acell-by-cell basis, especialy for transient
condition, the resulting terms are numerically combinations of time stepping and stress conceptual test
joined in the code in one or other fashionto form | periods. Level 1A
approximeative equations for the cell (or node).
Sinks remove solute mass from the system. A To evaluate if acode correctly computes steady-state
discharging well isa sink with a prescribed flow | outbound solute flux in awell and the transient
flux. Outbound solute flux is dependent on the concentration distribution resulting from this conceptual test
flow flux and the intrinsic concentration. mass removal . (hand calculations)
benchmark
Level 1A, 1B
Sources introduce solute massto the system. A To evaluate if acode correctly computes steady-state
recharging well is a source with a prescribed inbound solute flux in awell and the transient
flow flux. Inbound solute flux is the product of concentration distribution resulting from this conceptual test
the flow flux and a specified concentration for mass accumul ation. (hand calculations)
the injected water. benchmark
Level 1A, 1B




Table C-3. Functionality Issuesfor Areal Recharge

Functionality Issue Test Objective Type of Test
The code is expected to accurately simulate the effects of To determine if the areal recharge steady-state
domain-wide and locally applied areal recharge. function operates correctly and benchmark
accurately on a cell-by-cell basis. Level 1B
Many codes support both steady-state and transient To determine if the code properly transient
simulations; some codes distinguish between stress-periods | and accurately handles areal benchmark
and time-stepping. recharge under transient superposition
conditions. Level 1B
Many codes combine areal recharge internally with other To determine, conceptually, if the transient
source/sink terms. This may inadvertently lead to coding areal recharge function operates conceptual test
errors, especially when adistinction is made between stress | correctly in conjunction with other Level 1A
periods and time-stepping. cell-by-cell stresses.
Some 3-D codes allow desaturation (and sometimes To determine, conceptually, if transient
resaturation) of cells. Areal rechargeis supposed to be areal rechargeis aways added to conceptual test
introduced in the topmost active cell. the topmost active cell. Level 1A
Some codes display stability and accuracy problems when To determine if numerical steady-state

aredl rechargeislarge and aquifer hydraulic conductivity is
small (in general, this is grid-discretization and time-

algorithms are adequate to handle
typical real-world situations.

conceptual test
sengitivity analysis

stepping dependent). Leve 1A

Typically, areal recharge is attributed to the nodal equations | To determineif errorsexistin transient

on acell-by-cell basis. Often, thereisno distinction either the areal recharge or the benchmark

between the effects of arecharge well in the top active cell injection well function. intracomparison

and the effects of areal recharge in that cell. Leve 1B, 2A

Inbound solute flux due to areal recharge is computed as To determine accuracy of the code steady-state

the product of the recharge flux and given concentration of in simulating concentrations and transient

the recharging water. model mass balance due to the conceptual test
solute accumul ation from areal (hand calculations)
recharge for various conditions. benchmark

Level 1A, 1B




Table C-4. Functionality Issues for Heterogeneity and Anisotropy

Functionality Issue Test Objective Type of Test
Heterogeneity with respect to hydraulic parameters | To determine to what level the code steady-state
isakey element for selection of numerical supports heterogeneity, both in transient
simulation codes. Sharp contrast in parameter horizontal and vertical direction through conceptual test
vaues for neighboring cells may cause stability sengitivity analysis for hydraulic and benchmark
problems, excessive computation time, inaccurate numerical parameters, and for spatial intercomparison
results, or nonconvergence. Representing aquifers and temporal discretization. Level 1A, 1B, 2B
and aquitards in afully three-dimensional model
requires assigning val ues to successive model
layers which may differ many orders of magnitude.
Anisotropy in hydraulic conductivity may be To determine to what level the code steady-state
present. Permeability in the vertical directionis supports anisotropy, both in horizontal transient
typicaly less than the horizontal permeability due and vertical direction through conceptual test
to macro- and meso-scale layering within the sengitivity analysis for hydraulic and benchmark

hydrogeologic units. Furthermore, anisotropy may
also occur in horizontal direction, especialy in
cemented, unconsolidated rock and in consolidated
rock. Effectsof smulating strong anisotropy

include instabilities; inaccuracies, especially near
no-flow boundaries; and excessive computational
time.

numerical parameters, for spatial and
temporal discretization, and for grid
orientation.

intracomparison
intercomparison
Level 1A, 1B, 2A, 2B

Table C-5. Functionality Issues for Type | (Prescribed Head/Concentration)
and Type Il (Prescribed Flux) Boundary Conditions

Functionality |ssue Test Objective Type of Test
First type boundary condition cellsare cellswhere | To determineif the code correctly assigns steady-state
the head or concentration is fixed; the model first-type boundary conditions and transient
should respond accordingly. Note that for outflow | correctly responds (heads and mass benchmark
boundaries, the concentration is dependent onthe | balance) to them, both in steady-state and Level 1B
concentration of the boundary-crossing fluid and transient simulations.
cannot be specified as boundary condition.
To determine if code correctly switches transient
between intrinsic concentration for conceptual test
outbound solute transport and fixed (hand calculations)
concentration for inbound transport. Level 1A
Second type boundary condition flow cells are To determine if the code responds (heads steady-state
cellswhere the water mass flux isfixed or zero; and mass balance) correctly to second- transient
the model should respond accordingly. type boundary conditions for flow, both in benchmark
steady-state and transient simulations. intracomparison
Level 1B




Functionality Issue Test Objective Type of Test
The most common second-type boundary To determine if the code correctly steady-state
condition for solute transport is zero-flux. Solute responds (concentrations and mass transient
transport at outflow boundaries is dependent on balance) to zero-flux boundary conceptual test
intrinsic concentration and is not specified as conditions for solute transport, both in benchmark
boundary condition. Solute transport at inflow steady-state and transient simulations. Level 1A, 1B
boundaries is flow-flux-dependent and commonly
specified as concentration. All other types of To determineif the code correctly steady-state
specified inbound/outbound solute fluxes are computes outbound boundary mass transient
commonly taken care of by the source/sink termof | | xes. conceptual test
the governing equation. (hand calculations)
Leve 1A
To determine if code correctly responds steady-state
to inbound boundary mass fluxes. transient
conceptual test
(hand calculations)
Leve 1A
Often modeling afield siteinvolvesirregular To determine if the code correctly steady-state
boundaries and inactive model areas within the incorporates active cellsin the solution transient
model domain. Many codes allow the user to and excludes the effects of inactive cells conceptual test
switch off inactive cells, which should not intheresults. (hand calculations)
contribute to error and mass balance calculations. intercomparison
Because the solvers typically march through the Level 1A, 2B

cellsin astrict order and direction, it may
encounter a sequence of active and inactive cells
in asingle-direction sweep.




Table C-6. Functionality Issuesfor Type Il Boundary Conditions (Head-Dependent Flux)

Functionality Issue Test Objective Type of Test
General head boundary (GHB) can apply To determine accuracy of the codein smulating steady-state
leakage through several idealized boundaries GHB discharge/recharge and head distribution for transient
including aquitards (with a source bed aquifer various conditions (heads and mass balance). benchmark
above), stream beds, and other boundaries with intercomparison
an external source or sink. Theflow is Leve 1B, 2B
proportional to the difference between the
external head and the head in an active model
cell, and dependent on the leakance.
L eakage from or to a stream/river boundary is To evaluate if the stream boundary function transient
amodification of the general head boundary. properly switches when water table rises above conceptual test
In addition to GHB, the stream boundary bottom of streambed or when water table declines Level 1A
allowsthe head in the model to decline below below thislevel.
the bottom of the streambed, generating a
constant inbound flux. To evaluate if results are comparable with other transient
forms of the 3rd-type boundary condition (e.g., intracomparison
GHB). Level 2A
To determine accuracy of the codein simulating steady-state
stream discharge increase/decrease and head transient
distribution for various conditions (heads and mass benchmark
balance). intercomparison
Level 1B, 2B
Drain functions allow water to flow toward a To evauate if the drain shuts down when the head transient
sink aslong as the head in the aquifer ishigher | inthe aguifer declines below the bottom of the conceptual test
than the bottom of the drain. Thisfunctionisa | drain, and asthe drainisreactivated if the aguifer Level 1A
form of the general 3rd-type boundary head rises (again) abovethedrain level.
condition.
To evaluate if results are comparable with other transient
forms of the 3rd-type boundary condition (e.g., intracomparison
partially penetrating stream). Level 2A
To determine accuracy of the codein simulating steady-state
drain discharge and head distribution for various transient
conditions (heads and mass balance). benchmark
intercomparison
Level 1B, 2B
Evapotranspiration is considered a 3rd-type see Table C-7. see Table C-7.
boundary condition. For details see Table C-7.
Inbound solute transport is dependent on To determine accuracy of the codein simulating steady-state
concentration of the external source and the concentrations and model mass balance due to the transient
flux calculated with the GHB, stream boundary | solute gain from the solute mass source (inbound benchmark
or drain boundary. Outbound flux is transport) or solute loss (outbound transport) for intercomparison
dependent on flux calculated with GHB, various conditions. Level 1B, 2B

stream boundary or drain boundary and
intrinsic concentration.




Table C-7. Functionality Issues for Evapotranspiration

Functionality Issue Test Objective Type of Test
Evapotranspiration (ET) is often implemented as To determineif this code function behaves transient
dependent on a water-table elevation in the soil correctly under transient conditions. conceptual test
above which ET is maximum. Leve 1A
When the water-table lies below the extinction To determineif this code function behaves transient
elevation, ET should be zero. correctly under transient conditions. conceptual test

Leve 1A
The evapotranspiration flux between the maximum | To evaluate if the fluxes generated by the steady-state
ET elevation and the extinction elevation followsa | ET function are accurate for various water- conceptual test
code-specific mathematical relationship. table elevations. (hand calculations)
Leve 1A

To determineif the effects of the ET fluxes
on flow (and thus head distribution) are
accurate.

steady-state, transient
intracomparison
intercomparison

Leve 2A, 2B
Many codes combine evapotranspiration fluxes To determine, conceptualy, if the areal transient
internally with other source/sink terms. This may recharge function operates correctly in conceptual test
inadvertently lead to coding errors, especially when | conjunction with other cell-by-cell Level 1A
adistinction is made between stress periods and stresses.
time-stepping.
Some 3-D codes allow desaturation (and sometimes | To determine, conceptually, if ET is transient
resaturation) of cells. ET is supposed to be always added to the topmost active cell. conceptual test
introduced in the topmost active cell only. Level 1A
Outbound solute flux dueto ET is computed asthe | To determine accuracy of the codein steady-state
product of the ET flux and theintrinsic simulating concentrations and model mass transient
concentration. Some codesinclude amultiplication | balance due to the solute loss from conceptual test
factor between 0 and 1 to fine tune the amount of evapotranspiration for various conditions. (hand calculations)
solute uptake by plants. intercomparison

Level 1A, 2B




Table C-8. Functionality Issues for Advective and Dispersive Solute Transport

Functionality Issue

Test Objective

Type of Test

Advection-dominated transport often creates
numerica problemsin the vicinity of the solute
front.

To determine accuracy in terms of
concentrations and mass balance, to
evaluate stability and the occurrence of
oscillations and numerical dispersion,
and to perform sensitivity analysis with
respect to transport parameter values,
and spatial and temporal discretization.

steady-state uniform flow
transient transport
benchmark
Level 1B

Accuracy of simulation of dispersive transport is
dependent on grid orientation. Inclusion of cross-
terms of the dispersion coefficient may improve
accuracy.

To determine sengitivity of concentration
distribution and mass balance for grid
orientation.

steady-state uniform flow
transient transport
benchmark
Level 1B

Accuracy of dispersive transport may be influenced

To determine accuracy of concentration

steady-state uniform flow

by the contrast in the main directional components | distribution and mass balance for transient transport
of the dispersivity, especially when using non- different ratios for the dispersivity benchmark
optimal grid orientation. components. Level 1B
Sometimes, advective-dispersive transport is To determine accuracy in terms of transient
negligible and molecular diffusion is prominent. concentrations and mass balance when benchmark
molecular diffusion isimportant. Level 1A

Table C-9. Functionality Issues for Solute Fate (Retardation and Decay)

Functionality Issue

Test Objective

Type of Test

Sorption is often represented as a linear or
nonlinear reversible equilibrium reaction,
represented by aretardation coefficient. Some
codes implicitly maintain mass balance in both the
dissolved and solid phases, other codes display
mass balance problems under certain scenarios.

To evaluate correctness of
reversible sorption function and
to determine accuracy in terms
of concentrations and mass
balance for various sorption
rates (check for reversibility).

steady-state uniform flow
transient transport
hand cal culations (mass balance)
benchmark (concentrations)
Level 1A, 1B

Some codes include zero-order production or
removal in the source/sink term of the governing
equation.

To evaluate correctness and
accuracy of thisfunctionin
terms of concentrations and
mass balance.

steady-state uniform flow
transient transport
hand cal culations (mass balance)
benchmark (concentrations)
Level 1A, 1B




Functionality Issue Test Objective Type of Test

Many codes include first-order production or decay | To evaluate correctness and steady-state uniform flow

in the source/sink term of the governing equation. | accuracy of thisfunctionin transient transport

Some codes display instabilities or inaccuracies terms of concentrations and hand cal culations (mass balance)
when half-life times are about the same order of mass balance. for both large and benchmark (concentrations)
maghitude or smaller as the time steps. small values of the decay Level 1A, 1B

coefficient (including zero).




APPENDIX D.

COMPLETED FUNCTIONALITY CHECKLISTS
FOR FTWORK VERSION 2.8



GROUND WATER MODEL FUNCTIONALITY DESCRIPTION

MODEL NAME:

VERSION:
RELEASE DATE:

AUTHOR(S):

INSTITUTION OF DEVELOPMENT:

CONTACT ADDRESS:
PHONE:

PROGRAM LANGUAGE:
COMPUTER PLATFORM(S);

LEGAL STATUS:
PREPROCESSING OPTIONS:

POSTPROCESSING FACILITIES:

FAX:

FTWORK
2.8b
March 1993

Faust, C.R. et al.

GeoTrans, Inc. for Savannah River Lab.

GeoTrans, Inc., Sterling, VA
703/444-7000
703/444-1685

FORTRAN 77
DOS 5.0, UNIX, others

Public domain
not included

not included; produces exportable files

MODEL TYPE

B single phase saturated
flow

O

flow

vapor flow/transport
solute transport
virus transport

heat transport
matrix deformation
geochemical
optimization

OooooOoOOmOo

water hydraulics
parameter ID saturated

flow (inverse numerical)

UNITS

O Sl system
O metric units

PRIMARY USE

O research
O education

single phase unsaturated

groundwater and surface

O parameter ID unsaturated

flow (analytical/ numerical)

parameter ID solute

transport (numerical)

aquifer test analysis

tracer test analysis

flow of water and steam

fresh/salt water interface

twophase flow

threephase flow

phase transfers

chemical transformations

O biochemical
transformations

O watershed runoff

OooOoonoao O

oo

O US customary units
B any consistent system

M general use
O site-dedicated

sediment transport
surface water runoff
stochastic simulation
geostatistics
multimedia exposure
pre-/postprocessing
expert system

data base
ranking/screening
water budget

heat budget
chemical species mass
balance

o o o o o o o i o

O user-defined

O policy-setting




GENERAL MODEL CHARACTERISTICS

Parameter discretization

O lumped
O mass balance approach
O transfer function(s)

B distributed

B deterministic

O stochastic

Spatial orientation

saturated flow

1D horizontal

1D vertical

2D horizontal (areal)

2D vertical (cross-sectional or profile)
2D axi-symmetric (horizontal flow only)
fully 3D

quasi-3D (layered; Dupuit approx.)

3D cylindrical or radial (flow defined in
horizontal and vertical directions)

CEECOEEEN

unsaturated flow

1D horizontal

1D vertical

2D horizontal

2D vertical

2D axi-symmetric
fully 3D

3D cylindrical or radial

O

Ooooooao

Restart capability - types of updates possible

dependent variables (e.g., head,
concentration, temperature)
fluxes

velocities

parameter values

stress rates (pumping, recharge)
boundary conditions

EEEEC

Discretization in space

ONMMEO

no discretization
uniform grid spacing
variable grid spacing
movable grid (relocation of
nodes during run)
maximum number of nodes/cells/elements
B modifiable in source code (requires
compilation)
O modifiable through input
maximum number of nodes (standard
version):
maximum number of cells/elements (standard
version):

Possible cell shapes

1D linear

1D curvilinear

2D triangular

2D curved triangular
2D square

2D rectangular

2D quadrilateral

2D curved quadrilateral
2D polygon

2D cylindrical

3D cubic

3D rectangular block
3D hexahedral (6 sides)
3D tetrahedral (4 sides)
3D spherical

OO0 ONMEOC OO ONEEOCOONE




FLOW SYSTEM CHARACTERIZATION

Hydrogeologic zoning

confined

semi-confined (leaky-
confined)

unconfined (phreatic)
hydrodynamic approach
hydraulic approach (Dupuit-
Forcheimer assumption for
horizontal flow)

single aquifer

single aquifer/aquitard
system

multiple aquifer/aquitard
systems

max. number of aquifers:
discontinuous aquifers
(aquifer pinchout)
discontinuous aquitards
(aquitard pinchout)
storativity conversion in
space (confined-unconfined)
storativity conversion in time
aquitard storativity

Hydrogeologic medium

porous medium

fractured impermeable rock
(fracture system, fracture
network)

discrete individual fractures
equivalent fracture network
approach

equivalent porous medium
approach

dual porosity system (flow in
fractures and optional in
porous matrix, storage in
porous matrix and exchange
between fractures and
porous matrix)

uniform hydraulic properties
(hydraulic conductivity,
storativity)

anisotropic hydraulic
conductivity

nonuniform hydraulic
properties (heterogeneous)

Saturated zone

Flow characteristics

HEOOOMOAO ] OooooOoOmM|

HE EEO

O

O

O

single fluid, water

single fluid, vapor

single fluid, NAPL

air and water flow

water and steam flow
moving fresh water and
stagnant salt water

moving fresh water and salt
water

water and NAPL

water, vapor and NAPL
incompressible fluid
compressible fluid

variable density

variable viscosity

linear laminar flow (Darcian
flow)

non-Darcian flow
steady-state flow

transient (non-steady state)
flow

dewatering (desaturation of
cells)

dewatering (variable
transmissivity)

rewatering (resaturation of
dry cells)

delayed yield from storage

Boundary conditions

HE EE EEEEERCOCO

infinite domain
semi-infinite domain
regular bounded domain
irregular bounded domain
fixed head

prescribed time-varying head
zero flow (impermeable
barrier)

fixed cross-boundary flux
prescribed time-varying
cross-boundary flux

areal recharge:

B constant in space

W variable in space

B constant in time

W variable in time

Boundary conditions - continued

induced recharge from or

discharge to a source bed

aquifer or a stream in direct

contact with ground water

B surface water stage
constant in time

B surface water stage
variable in time

O stream penetrating more
than one aquifer

induced recharge from a

stream not in direct contact

with groundwater

evapotranspiration

dependent on distance

surface to water table

drains (gaining only)

free surface

seepage face

springs

Sources/Sinks

point sources/sinks
(recharging/pumping wells)
constant flow rate
variable flow rate
head-specified

partially penetrating
well loss
block-to-radius correction
well-bore storage
multi-layer well

line source/sinks (internal
drains)

B constant flow rate

B variable flow rate

B head-specified
collector well (horizontal,
radially extending screens)
mine shafts (vertical)

O water-filled

O partially filled

mine drifts, tunnel
(horizontal)

O water-filled

O partially filled

| pupuipsly § § § |




Flow System Characteristics -- continued

OO0 M

Dependent variable(s)

head
drawdown
pressure
suction

OooOooao

potential
moisture content
stream function
velocity

Solution methods - Flow

analytical

O single solution

O superposition

O method of images

analytic element method

point sources/sinks

line sinks

ponds

uniform flow

rainfall

layering

inhomogeneities

doublets

leakage through confining beds

o o o i o o o

Semi-analytical

O continuous in time, discrete in space
O continuous in space, discrete in time
O approximate analytical solution

Solving stochastic PDEs

O Monte Carlo simulations

spectral methods

small perturbation expansion
self-consistent or renormalization
technique

Oooao

B Numerical

Spatial approximation

B finite difference method

B block-centered

O node-centered

integrated finite difference method
boundary elements method
particle tracking

pathline integration

finite element method

OooOoonoao

Time-stepping scheme

o fully implicit
o fully explicit
B Crank-Nicholson

Matrix-solving technique

B lterative
o SIP
O Gauss-Seidel (PSOR)
O LSOR
B SSOR
O BSOR
o ADIP
O Iterative ADIP (IADI)
O Predictor-corrector
B Direct
B Gauss elimination
O Cholesky decomposition
O Frontal method
B Doolittle
O Thomas algorithm

O Point Jacobi

O Iterative methods for nonlinear equations

O Picard method
O Newton-Raphson method
O Chord slope method

O Semi-iterative

O conjugate-gradient




Flow System Characteristics -- continued

Output Characteristics - Flow

Echo of input (in ASCII text format)

EEECOCH

grid (nodal coordinates, cell size,
element connectivity

initial heads/pressures/potentials
initial moisture content/saturation
soil parameters/function coefficients
aquifer parameters

boundary conditions

stresses (recharge, pumping)

Simulation results - form of output

]

Ooooooao

dependent variables in binary format
complete results in ASCII text format
spatial distribution of dependent variable
for postprocessing

time series of dependent variable for
postprocessing

direct screen display - text

direct screen display - graphics
direct hardcopy (printer)

direct plot (pen-plotter)

graphic vector file

graphic bit map/pixel/raster file

Simulation results - type of output

head/pressure/potential

B areal values (table, contours)

B temporal series (table, x-t graphs)
saturation/moisture content

O areal values (table, contours)

O temporal series (table, x-t graphs)
head differential/drawdown

O areal values (table, contours)

O temporal series (table, x-t graphs)
moisture content/saturation

O areal values (table, contours)

O temporal series (table, x-t graphs)

Type of output - continued

HOOOOOO

internal (cross-cell) fluxes

B areal values (table, vector plots)
O temporal series (table, x-t graphs)
infiltration/recharge fluxes

B areal values (table, vector plots)
O temporal series (table, x-t graphs)
evapo(transpi)ration fluxes

B areal values (table, vector plots)
O temporal series (table, x-t graphs)
cross boundary fluxes

B areal values (table, vector plots)
O temporal series (table, x-t graphs)
velocities

B areal values (table, vector plots)
O temporal series (table, x-t graphs)
stream function values
streamlines/pathlines (graphics)
traveltimes (tables)

isochrones (graphics)

position of interface (table, graphics)
location of seepage faces

water budget components

B cell-by-cell

B global (total model area)
calculated parameters

Computational information

ECEHEN

iteration progress
iteration error
mass balance error
cpu time use
memory allocation




INVERSE/PARAMETER IDENTIFICATION FOR FLOW

Parameters to be identified User input
B hydraulic conductivity O prior information on parameter(s) to be
O transmissivity identified
O storativity/storage coefficient O constraints on parameters to be identified
O leakance/leakage factor O instability conditions
B areal recharge O non-unigueness criteria
O cross-boundary fluxes O regularity conditions
O boundary heads
O pumping rates
O soil parameters/coefficients
O streambed resistance

Parameter identification method

O aquifer tests (based on analytical solutions)
O numerical inverse approach

Direct method (model parameters treated as Indirect method (iterative improvement of
dependent variable) parameter estimates)
O energy dissipitation method O linear least-squares
O algebraic approach O non-linear least-squares
O inductive method (direct integration O quasi-linearization
of PDE) O linear programming
O minimizing norm of error flow O quadratic programming
(flatness criterion) O steepest descent
O linear programming (single- or O conjugate gradient
multi-objective) B non-linear regression (Gauss-Newton)
O quadratic programming O Newton-Raphson
O matrix inversion o influence coefficient
O maximum likelihood
O Marquardt O  (co-)kriging
O gradient search
O decomposition and multi-level
optimization
O graphic curve matching
B Marquardt algorithm




SOLUTE TRANSPORT AND FATE CHARACTERIZATION

oomm

O

any constituent(s) O
single constituent O
two interacting constituents O
multiple interacting
constituents

radionuclides
O total dissolved solids (TDS)

Water Quality Constituents

Oooonoao

inorganics - general
inorganics - specific
heavy metals
other metals
nitrogen compounds
phosphorus compounds
sulphur compounds
chlorides

O organics - general
O organics - specific
O aromatic
O oxygenated
O halogenated
O micro-organisms
O bacteria, coliforms
O viruses

Transport and Fate Processes

(Conservative) transport
B advection

B steady-state
B uniform-parallel to transport
coordinate system

B uniform-may be under an angle with

transport coordinate system
B non-uniform
B transient
B velocities generated within code
B from internal flow simulation
O from external flow simulation or
measured heads
O velocities required as input

B dispersion

B longitudinal
M transverse
H molecular diffusion

Phase transfers

]

solid<->gas; (vapor) sorption

B solid<->liquid; sorption

O
]

B equilibrium isotherm (retardation)
W linear
O Langmuir
B Freundlich
O non-equilibrium isotherm
O desorption (hysteresis)
liguid->gas; volatilization
liquid->solids; filtration

Fate - Type of reactions:

]

OooOoonoao

ion exchange
substitution/hydrolysis
dissolution/precipitation
reduction/oxidation
acid/base reactions
complexation

Fate - Type of reactions - (continued)

O

biodegradation
O aerobic
O anaerobic

Fate - Form of reactions:

zero order production/decay

first order production/decay

radioactive decay

B single mother/daughter decay

O chain decay

microbial production//decay

O Monod functions (aerobic
biodegradation)

O Michaelis-Menten function (anaerobic
biodegradation)

Parameter representation
dispersivity

B isotropic (longitudinal=transverse)

B 2D anisotropic - allows
longitudinal/transverse ratio

B 3D anisotropic - allows different

longitudinal/transverse and horizontal

transverse/vertical transverse ratios

homogeneous (constant in space)

heterogeneous (variable in space)

scale-dependent

internal cross terms

ECOEHNE

diffusion coefficient

B homogeneous (constant in space)
H heterogeneous (variable in space)

retardation factor

B homogeneous (constant in space)
W heterogeneous (variable in space)

decay factor

B homogeneous (constant in space)
B heterogeneous (variable in space)




Solute Transport and Fate Characterization -- continued

B Chem. processes embedded in transport equation
O Chem. processes described by equations separate from the transport

Sources and sinks
B injection well with constant concentration
and flow rate

Boundary Conditions for Solute Transport

General boundary conditions

B fixed concentration (constant in time) B injection well with time-varying
O specified time-varying concentration concentration and flow rate
B zero solute flux B production well with solute flux dependent
B fixed boundary solute flux on concentration in ground water
O specified time-varying boundary solute B point sources (e.g., injection wells)
flux B line sources (e.g., infiltration ditches or
O springs with solute flux dependent on head- canals)
dependent flow rate and concentration in B horizontal areal (patch) sources (e.g.,
ground water feedlots, landfills)
O solute flux from stream dependent on flow B vertical patch sources (e.g., infiltrated
rate and concentration in stream spill)
O solute flux to stream dependent on flow B non-point (diffuse) sources
rate and concentration in ground water B plant solute uptake
Solution methods - Solute transport
B flow and solute transport equations are uncoupled
O flow and solute transport equations are coupled (density/viscosity)
O Analytical Time-stepping scheme
O single solution o fully implicit
O superposition o fully explicit
O method of images B Crank-Nicholson

O Semi-analytical

Matrix-solving technique

O continuous in time, discrete in space O lterative
O continuous in space, discrete in time o SIP
O approximate analytical solution O Gauss-Seidel (PSOR)
O LSOR
O Solving stochastic PDEs B SSOR
O Monte Carlo simulations O BSOR
O spectral methods O ADI
O small perturbation expansion O Iterative ADIP (IADI)
O self-consistent or renormalization O Direct
technique O Gauss elimination
O Cholesky decomposition.
B Numerical O Frontal method
O Doolittle
Spatial approximation O Thomas algorithm
B finite difference O Point Jacobi
B block-centered
O node-centered O lterative methods for nonlinear equations
O integrated finite difference O Picard method
O particle-tracking O Newton-Raphson method
O method of characteristics O Chord slope method
O random walk
O boundary element method O Semi-iterative
O finite element method O conjugate-gradient




Solute Transport and Fate Characterization -- continued

Output Characteristics - Solute Transport

Echo of input (in ASCII text format)

grid (nodal coordinates, cell size,
element connectivity)

initial concentrations

parameter values

boundary conditions

stresses (source fluxes)

Simulation results - Type of output

ECOOMN

concentration values

concentration in pumping wells

internal and cross-boundary solute fluxes
velocities (from given heads)

B areal values (table, vector plots)

O temporal series (table, x-t graphs)
mass balance components

B cell-by-cell

B global (total model area)

calculated parameters

Simulation results - Form of output

Ooooooano

binary files of concentrations
complete results in ASCII text format
spatial distribution of concentration for
postprocessing

time series of concentration for
postprocessing

direct screen display -text

direct screen display - graphics
direct hardcopy (printer)

direct plot (pen-plotter)

graphic vector file

graphic bit map/pixel/raster file

Computational progress

ECEENE

iteration progress
iteration error
mass balance error
cpu time use
memory allocation




APPENDIX E.

CODE TESTING -- FTWORK VERSION 2.8:
EVALUATION OF DOCUMENTED TESTS



APPENDIX E.

CODE TESTING -- FTWORK VERSION 2.8:
EVALUATION OF DOCUMENTED TESTS

The ground-water modeling code FTWORK (version 2.8B, March 1993; étaalstL993),
developed by GeoTrans, Inc., Sterling, Virginia, has been used in a pilot study for IGWMC's
functionality analysis, performance evaluation, and applicability assessment protocol. As part of this
study, IGWMC has rerun and evaluated the tests documented by the authors. The following
overview summarizes the IGWMC analysis of the performed tests. The presentation of results is
divided in three sections: 1) forwards flow simulation; 2) forwards solute transport simulation; and
3) inverse flow simulation. For each test, an IGWMC test number is listed as well as the names of
the author-provided data files and the IGWMC-generated output files. Problem setup and test
objectives are presented, as well as a summary of the control parameters used and the test results.
Where possible, results have been compared with analytical solutions, programmed in MathCad 5.0
Plus for Windows (van der Heijde, 1995).

GROUND-WATER FLOW PROBLEMS. . ... .. e E-1
SOLUTE TRANSPORT PROBLEMS . . . ... E-32
INVERSE FLOW PROBLEMS. .. ... . e E-53

DOCUMENTATION ERRAT A . . e e E-54



GROUND-WATER FLOW PROBLEMS

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description

tested functions:

assumptions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

IGWMC implementation:

test performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

FTW-TST-1.1
DRAIN-WT.DAT
DRAIN-WT.OUT

manual, section 4.1.1, p. 59

steady-state flow to two parallel drains in an unconfined aquifer subjected to vertical
recharge from precipitation.

ground-water recharge and unconfined flow option

horizontal flow; isotropic, homogeneous material properties; constant, uniform rate of
recharge; horizontal impermeable base; fully penetrating drains

half strip between drains (symmetry)

single slice in x-direction (21 cells in x-direction, 1 cell in y-direction); single layer (1 cell
in z-direction); Ax=80 ft, Ay=100 ft, Az=300 ft

constant head at drain for x=0 ft (h,=164 ft); no flow boundary at x=1640 ft (default
boundary condition; edge of model); by default boundaries in y-direction and lower
boundary in z-direction are no-flow boundaries

164 ft at all nodes

hydraulic conductivity = 3.28 ft/day

porosity = 0.2

recharge rate = 0.0328 ft/day

n.a.

analytical solution (Bear, J., Hydraulics of Groundwater, McGraw-Hill, New York, 1979,
p. 180; Huisman,L. Ground-water Recovery, MacMillan Press, London, p. 29, 1972)

MATHCAD 5.0 file: drainu2.mcd

problem set up for numerical code by code developers; code run and benchmark
comparison by IGWMC

graphic plot of heads (see Fig. 1.1.1); tabular listing of heads (see Table 1.1.1);
statistical measures

see Table 1.1.1

SSOR relaxation factor=1.63; error criterion=1.0E-5; weighting factor=1.0;
tolerance for nonlinear iterations =5.0E-5

# iterations=7; percent water balance error=-2.43991E-10
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IGWMC testing of FTWORK v.2.8B
test 1-1: comparison for steady flow to parallel drains
in an unconfined aquifer subject to vertical recharge
240.0
| L pbb
220.0
=)
T 2000
]
<
180.0
v
s —+—  benchmark
B 5 FTWORK
160.0
0 400 800 1200 1600
distance from drain [ft]

Figure 1.1.1. Comparison of heads with distance from a fixed head boundary for steady flow to
parallel drains in an unconfined aquifer subject to vertical recharge.



IGWMC test #: FTW-TST-1.2
input file name: DRAIN-TR.DAT
IGWMC output file:  DRAIN-TR.OUT
code reference: manual, section 4.1.2, p.61
description: transient flow to a drain in a semi-infinite aquifer due to a step change in head

tested functions: transient response of heads to specified head b.c. different from initial head distribution
(recharge boundary)

assumptions: horizontal flow; isotropic, homogeneous material properties, no recharge from
precipitation; horizontal impermeable base; constant storage and transmissive
properties (confined aquifer); instantaneous change in head in fully penetrating drain
at x=0

model domain: bounded strip replacing semi-infinite aquifer

grid: single slice in x-direction (31 cells in x-direction, 1 cell in y-direction); single layer (1 cell
in z-direction); varying grid block length in x-direction from 1ft near step-change head
boundary to 300 ft at opposite boundary (see table); Ay=100 ft, Az=200 ft. (note: center
of first cell is at x=0 ft, center of second cell at x=1.25 ft, etc.)

cell spacing in x-direction (ft)

1.00 1.50 2.00 3.00 4.00 5.00 7.00 10.00

15.00 20.00 20.00 20.00 20.00 20.00 30.00 30.00

40.00 40.00 50.00 50.00 80.00 80.00 100.0 100.0

120.0 120.0 160.0 160.0 160.0 160.0 200.0

| 1.00 ft‘ 1.50 ft ‘ 2.00 ft ‘
\ | | e
cell 1 cell 2 cell 3
} + X
x=0

boundary conditions: prescribed head at node 1 (x=0); all other boundaries are no-flow by default

initial conditions: 270 ft at node 1(at x=0); 300 ft at all other nodes.



parameters used:

parameter benchmark numerical code equivalent
hydraulic conductivity [ft/day] 2.19 3.28
porosity or specific storage .20 .001
[1/7t]
aquifer thickness [ft] 300.0 200.0 (to ensure that aquifer
does not become unconfined)
resulting transmissivity 657.0 656.00
[ft/day’]
initial head before changeT<0 | 300.0 300.0
[ft]
step change [ft] 30.00 30.00
head directly after change at 270.0 270.0
T=0 [ft]

time-stepping: At, = 1.4142 At, ;; At, = 0.01 days; k=1....25
benchmark: analytical solution (Venetis, C., On the impulse response of an aquifer. IAHS Bulletin,
v.13, p. 136, 1968); data used as given in code manual

test performed by: code developers; code rerun, output checked by IGWMC using existing test data set

type of comparison: graphic plots (fig. 1.2.1 - 1.2.4) and tabular listings (Table 1.2.1 and 1.2.2) of heads
and head residuals vs. distance from head-change boundary and heads and head

residuals vs. time at given location.

statistics: series 1.2a - MPE = 0.8; MNE =-0.2; ME = 0.176; MAE = 0.208; RMSE = 0.332;
PME = 0.369; NME = -0.133; MER = 2.77
series 1.2b - MPE =0.8; MNE = -0.3; ME = 0.317; MAE = 0.367; RMSE = 0.447;

PME = 0.372; NME =-0.3; MER = 1.24

control parameters: SSOR relaxation factor=1.63; error criterion=1.0E-5; weighting factor=1.0;

tolerance for non-linear iterations=5.0E-5
iteration performance for selected time steps (# of iterations set at 1 per time step; w.b.=water balance):

time step # % w.b. error cumulative % w.b. error time step# % w.b. error _cumulative % w.b. error

1 9.687E-13 9.687E-13 19 -2.636E-11 -7.030E-12
2 -2.479E-13 4.805E-13 20 -9.936E-13 -6.063E-12
3 1.283E-13 3.796E-13 21 2.150E-11 -1.677E-12
4 1.424E-12 6.193E-13 22 3.940E-11 4.874E-12
5 -7.748E-13 3.276E-13 23 -5.894E-11 -5.291E-12
6 -9.320E-13 8.435E-14 24 6.270E-11 5.545E-12
7 3.493E-12 7.107E-13 25 5.071E-11 1.272E-11




for t=1.52 days

Table 1.2.1. Series 1.2a: comparison of heads with distance from step change boundary

distance benchmark code run residual
[ft] [ft] [ft] [ft]

1.25 270.3 270.3 0
3.00 270.7 270.8 0.1
5.50 271.3 2714 0.1
9.00 272.2 272.3 0.1
13.50 273.2 273.4 0.2
19.50 274.6 275.0 0.4
28.00 276.6 277.1 0.5
40.50 279.4 280.0 0.6
58.00 283.2 283.9 0.7
78.00 286.9 287.7 0.8
98.00 290.2 290.8 0.6
118.00 292.9 293.3 0.4
138.00 295.0 295.2 0.2
163.00 296.9 297.0 0.1
193.00 298.4 298.3 -0.1
228.00 299.3 299.2 -0.1
268.00 299.8 299.6 -0.2
313.00 299.9 299.9 0
363.00 300.0 300.0 0
428.00 300.0 300.0 0
508.00 300.0 300.0 0
598.00 300.0 300.0 0
698.00 300.0 300.0 0
808.00 300.0 300.0 0
928.00 300.0 300.0 0




IGWMC Testing of FTWORK v.2.8B
test 1-2: comparison of head changes with distance from
step change boundary for t=1.52 days
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Figure 1.2.1.Series 1.2a: comparison of heads with distance from step change boundary for t=1.52d.

IGWMC testing of FTWORK v. 2.8B

test 1-2: comparison of head changes with distance from
step change boundary for t=1.52 days

1.20
0.80 +
) i B
%]
el
g &
9]
=
5 0.40
<
=3
k=]
@ i
[
0.00 —< HHHH
-0.40 T T T T

1.0 10.0 100.0 1000.0
distance from head step change boundary [ft]

Figure 1.2.2.Series 1.2a: head residuals with distance from step change boundary for t=1.52d.
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Table 1.2.2. Series 1.2b: comparison, over time, of heads in location x=28ft (node 8) due to a

step change in head at t=0 days

time benchmark code run residual
[ft] [ft] [ft] [ft]
0.024 299.2 298.9 -0.3
0.072 294 294.5 0.5
0.169 288.0 288.8 0.8
0.362 283.0 283.8 0.8
0.748 279.3 279.9 0.6
1.520 276.6 277.1 0.5
3.070 274.7 275.0 0.3
6.160 273.3 273.5 0.2
12.300 272.4 2725 0.1
24.700 271.7 271.8 0.1
49.400 271.2 271.3 0.1
98.800 270.8 270.9 0.1




IGWMC testing of FTWORK v.2.8B

test 1-2: comparison, over time, of head changes
in location x=28ft (node 8) due to a step change in head at t=0 days
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Figure 1.2.3. Series 1.2b: comparison, over time, of heads in location x=28ft (hode 8)
due to a step change in head at t=0 days

IGWMC testing of FTWORK v.2.8B

test 1-2: comparison, over time, of residuals between code run and benchmark
in location x=28ft (node 8) due to a step change in head at t=0 days
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Figure 1.2.4. Series 1.2b: head residuals over time in location x=28ft (node 8)
due to a step change in head at t=0 days



IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

assumptions:

model domain:

FTW-TST-1.3

F3.DAT

F3.0UT

manual, section 4.1.3, p.70

unsteady flow to a well near a straight line, fully penetrating recharge boundary in a
confined aquifer

transient response to a fixed head b.c. identical to initial head distribution (recharge
boundary), and transient response to pumping a well with constant discharge

horizontal flow; isotropic, homogeneous material properties, no recharge from
precipitation; horizontal impermeable base; constant storage and transmissive
properties (confined aquifer); fully penetrating well

bounded area replacing semi-infinite aquifer; for dimensions see Figure 1.3.1.

grid: rectangular single layer area of 30 cells in x-direction, 15 cells in y-direction and 1
cell in z-direction; varying grid block length in x- and y-direction ranging from 50 to
2,000 ft (see table); Az=50ft (see Table 1.3.1.)

Table 1.3.1. Grid design for test FTW-TST-1.3

cell spacing in x-direction (ft)
50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
50.00 50.00 50.00 50.00 70.00 100.00 150.00 200.00
300.00 500.00 700.00 1000.00 | 1500.00 | 2000.00

cell spacing in y-direction (ft)
50.00 50.00 50.00 50.00 50.00 70.00 100.00 150.00
200.00 300.00 500.00 700.00 1000.00 | 1500.00 | 2000.00

boundary conditions:

initial conditions:

parameters:

time-stepping:

prescribed head at hodes where x=0 (first line of cells parallel to y-axis); all other
boundaries are no-flow by default

200 ft at all nodes
Q =0.1ft¥/sec

T =0.001 ft¥/sec
S, = 0.00001 ft

At, =1.4142 At , < 864,000 sec; At, = 1,800 sec; k=1....20
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Figure 1.3.1. Schematic diagram of problem geometry for test FTW-TST-1.3 (from Faust et al., 1993).




benchmark: analytical solution (Theis, 1935; superposition); data used as given in code manual

IGWMC implementation: MATHCAD 5.0 file: theis1-2.mcd

test performed by: problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark data set

type of comparison: tabular listing of head (see Table 1.3.2); statistical measures

MPE = 3.4; MNE =-0.2; ME = 0.608; MAE = 0.692; RMSE = 1.158; PME = 0.975;
NME =-0.167: MER = 5.838

statistics:

control parameters: SSOR relaxation factor=1.63; error criterion=1.0E-4; weighting factor=1.0;

tolerance for non-linear iteration=5.0E-4; max.# SSOR Iterations=30

iteration performance for various time steps

step #iterations % w.b.error max.head change step #iterations % w.b.error max.head change

1 24 7.421E-4 37.4 11 30(=max) -1.059E-2 4.94
2 25 -6.137E-4 17.4 12 30(=max) -0.104 4.45
3 25 1.309E-3 11.0 13 30(=max) -0.117 3.22
4 25 -4.231E-4 8.57 14 30(=max) -0.100 2.35
5 24 -2.001E-3 7.40 15 30(=max) -8.723E-2 1.80
6 24 1.889E-3 6.76 16 30(=max) -7.727E-2 1.43
7 25 -7.506E-4 6.35 17 30(=max) -6.934E-2 1.17
8 25 6.887E-4 6.04 18 30(=max) -6.288E-2 0.98
9 25 -7.816E-4 5.73 19 30(=max) -2.077E-2 0.71
10 25 1.029E-3 5.37
comments: FTWORK documentation lists time maximum as 86,400 seconds instead of 864,000
seconds (p. 70 text; Fig. 4-7 and 4-8 time axis; Fig. 4-9 legend, TABLE 4.7 title)
Table 1.3.2. Comparison of head changes with distance from well or t=864,000 sec.
distance [ft] benchmark [ft] code run [ft] residual [ft]

75 90.6 94.0 34

125 74.4 76.0 1.6

175 63.8 64.8 1.0

225 56.0 56.7 0.7

285 48.7 49.2 0.5

370 40.8 41.1 0.3

495 32.2 32.4 0.2

670 23.9 24.0 0.1

920 16.1 16.1 0.0

1320 9.0 8.8 -0.2

1920 3.9 3.7 -0.2

2770 1.2 1.1 -0.1




IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

assumptions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

IGWMC implementation:

test performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

FTW-TST-1.4

THEIS.DAT

THEIS.OUT

manual, section 4.1.4, p.70.

transient response of head distribution in a non-leaky confined aquifer due to a well
with a constant discharge rate

transient response to pumping with a constant rate in a confined aquifer; serves as
comparison with testing of leaky-confined conditions

horizontal flow; isotropic, homogeneous material properties, no recharge from
precipitation; horizontal impermeable base; constant storage and transmissive
properties; fully penetrating well

because of symmetry considerations only one quarter of the aquifer domain is
considered; bounded area replaces infinite aquifer

variably spaced grid of 15 columns by 15 rows by 1 layer with grid size increasing
away from well located in origin of grid; discretization in x- and y-direction identical
(see table 1-4a).

all boundaries are no flow by default

0 ft

Q=0.4 ft¥/sec; T=0.005 ft*/sec; S.=0.0001ft™.

geometrically: At, = 1.4142 At, ;; At, = 6 sec; k=1....12

analytical solution (Theis, 1935); data used as given in code manual.

MATHCAD 5.0 files: leakyl.mcd (compare with theis3.mcd) for distance vs.
drawdown and leaky 2.mcd (compare with theis5.mcd) for time vs. drawdown

(compare p. 84 of documentation).

problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark.

tabular listing of heads (table 1.4.1 and 1.4.2); statistical measures

series 1.4a: MPE = 0.08; MNE = -3.72; ME = -0.373; MAE =0.399; RMSE = 1.081,;
PME = 0.053; NME = -0.772; MER = -14.560 (n=12; n+=3; n-=6)
series 1.4b: MPE = 0.22; MNE = -0.45; ME = -0.121; MAE = 0.184; RMSE = 0.217;

PME = 0.190; MNE = -0.183; MER = -1.038 (n=12; n+=2; n-=10)

SSOR relaxation factor=1.90; error criterion=1.0E-3; weighting factor=1.0;
tolerance for nonlinear iteration=1.0E-3; max. # SSOR iterations=60

most time steps needed maximum # of iterations; water balance accuracy
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comparable with FTW-TST-1.3.

Table 1.4.1: Series 1.4a: comparison of head changes with distance from well for t=217 sec.

distance benchmark code run residual
[ft] [ft] [ft] [ft]

5.0 43.82 40.10 -3.72
17.5 27.91 27.65 -0.26
35.0 19.22 19.11 -0.11
60.0 12.69 12.50 -0.19
97.5 7.34 7.12 -0.22
152.5 3.30 3.23 -0.13
235.0 0.90 0.97 0.07
360.0 0.08 0.16 0.08
535.0 0 0.01 0.01
650.0 0 0 0
890.0 0 0 0
1440.0 0 0 0

Table 1.4.2: Series 1.4b: comparison of head changes with time at distance from well r=60ft.

time benchmark code run residual
[sec] [ft] [ft] [ft]

6.0 0.08 0.30 0.22
14.5 0.94 1.10 0.16
26.5 2.48 242 -0.06
43.5 4.33 4.13 -0.20
67.5 6.34 6.07 -0.26
101.0 8.46 8.16 -0.30
149.0 10.76 10.31 -0.45
217.0 12.69 12.50 -0.19
313.0 14.87 14.71 -0.16
449.0 17.06 16.94 -0.12
641.0 19.25 19.18 -0.07




912.0 21.44 21.42 -0.02
IGWMC test #: FTW-TST-1.5
input file name: LEAKY.DAT
LEAKY.OUT

IGWMC output file:
code reference:

description:

tested functions:

assumptions:

model domain:

grid:

boundary conditions:
initial conditions:
parameters:
time-stepping:
benchmark:

IGWMC implementation:

test performed by:

type of comparison:

statistics:

statistics:

control parameters:

manual, section 4.1.4, p.70

transient response of head distribution in a leaky confined aquifer due to a well with
a constant discharge rate

transient response to pumping with a constant rate in a leaky confined aquifer
horizontal flow; isotropic, homogeneous material properties, no recharge from
precipitation; horizontal impermeable base; constant storage, transmissive and

leakage properties; fully penetrating well

because of symmetry considerations only one quarter of the aquifer domain is
considered; bounded area replaces infinite aquifer

identical to test FTW-TST-1.4

identical to test FTW-TST-1.4

0 ft

Q=0.4 ft¥/sec; T=0.005 ft*/sec; S.=0.0001ft*; K'/b'=1*10°sec™.

identical to test FTW-TST-1.4

analytical solution (Hantush and Jacob, 1955); comparison with test 1.4 (Theis)
MATHCAD files: leaky3.mcd for distance vs. drawdown and leaky4.mcd for time vs.
drawdown (compare p. 84 of documentation); series approximation in leakyl.mcd

and leaky2.mcd is less accurate

problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark

tabular listing of heads (table 1.5.1 and 1.5.2); statistical measures

series 1.5a: MPE = 0.06; MNE = -3.49; ME = -.315; MAE = 0.325; RMSE = 1.008;
PME = 0.060; NME = -0.640; MER = -10.667 (n=12; n+=1; n-=6)
series 1.5b: MPE = 0.19; MNE = -0.28; ME = -0.028; MAE = 0.154; RMSE = 0.170;

PME = 0.127; NME = -0.167; MER = -1.315 (n=12; n+=6; n-=6)

SSOR relaxation factor=1.80; error criterion=1.0E-3; weighting factor=1.0;
tolerance for nonlinear iteration=1.0E-3; max. # SSOR iterations=31

# of iterations for each time step: 31, 31, 31, 31, 31, 31, 28, 27,24, 21, 17,10,6,1,1,1,1,1,1,1



water balance accuracy:

in range 2.0E-2 -- 5.0E-3 percent



Table 1.5.1. Series 1.5a: comparison of head changes with distance from well for t=217 sec.

distance benchmark code run residual
[ft] [ft] [ft] [ft]

5.0 35.02 31.53 -3.49

17.5 19.50 19.43 -0.07

35.0 11.64 11.70 0.06

60.0 6.46 6.41 -0.05

97.5 2.98 2.88 -0.10
152.5 1.03 0.97 -0.06
235.0 0.21 0.20 -0.01
360.0 0.02 0.02 0
535.0 0 0 0
650.0 0 0 0
890.0 0 0 0
1440.0 0 0 0

Table 1.5.2. Series 1.5b: comparison of head changes with time at distance from well r=60ft.

time benchmark code run residual
[sec] [ft] [ft] [ft]

6.0 0.08 0.27 0.19
145 0.85 0.95 0.10
26.5 2.10 1.98 -0.12
435 341 3.16 -0.25
67.5 4.57 4.29 -0.28
101.0 5.47 5.24 -0.23
149.0 6.10 5.94 -0.16
217.0 6.46 6.41 -0.05
313.0 6.62 6.67 0.05
449.0 6.68 6.79 0.11
641.0 6.69 6.84 0.15
912.0 6.69 6.85 0.16
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IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:
initial conditions:
parameters:
time-stepping:

benchmark:

test performed by:

type of comparison:
statistics:

control parameters:

water balance accuracy:

comments:

FTW-TST-1.6

FTWORK_F.DAT

FTWORK_F.OUT

manual, section 5.1, p.133

simulation of transient response of a regional two-aquifer flow system with constant
head in the upper aquifer to increased pumping (additional wells) in lower aquifer in
center of model domain; the real-world problem is taken from Andersen et al.
(1984)

functionality: representation of three-dimensional flow in systems with high vertical
contrast in hydraulic conductivity ; applicability: effects of a pumping well screened
in multi model layers

surficial aquifer of 30 ft thickness and a bedrock aquifer of 100 ft thickness
separated by an aquitard of 40 ft thickness; the model area is part of a regional
ground-water system and has no natural boundaries

rectangular block grid with variable grid in horizontal plane (see figure 1.6.1) and in
variable layer thickness (see Figure 1.6.2); for details see FTWORK data file

in the rectangular model area all boundaries are taken as no-flow boundaries
0 ft

see FTWORK data file

At = 1.4 At for k=1,....,8.

code intercomparison (MODFLOW, McDonald & Harbaugh, 1984); IGWMC Level
2.

problem setup for both codes by code developers; FTWORK code run by IGWMC
to check output

tabular listing (see Table 1.6.1); statistical measures
see Table 1.6.1

SSOR relaxation factor=1.60; error criterion=1.0E-3; weighting factor=1.0;
tolerance for non-linear iteration=1.0; max. # SSOR iterations=50

in range 2.5E-3 -- 1.1E-5 percent
As the authors indicated, MODFLOW and FTWORK use the same block-centered

finite difference formulations; the differences occuring in this test are due to the use
of different solvers (SOR for FTWORK and SIP for MODFLOW)
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Figure 1.6.1. Horizontal discretization for test FTW-TST-1.6 (from Faust et al., 1993).
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Figure 1.6.2. Vertical discretization for test FTW-TST-1.6 (from Faust et al., 1993).
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IGWMC test #:

input file name:
IGWMC output file:

code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:
parameters:
time-stepping:

benchmark:

tests performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

water balance accuracy:

FTW-TST-1.7.1

USGSO0.DAT

USGS0.0UT

manual, section 5.2, p.136

Steady-state flow in a system of three-aquifers separated by semi-pervious layers; flow
into the system comes from areal recharge; flow out of the system takes place through
buried drains, discharging wells, and specified head boundary cells, representing a
lake. Drain is represented using drain option; this case creates heads file USGS0.RST
for use as initial heads in test 1.7.2 and 1.7.3

drain function

a rectangular block containing three aquifers separated by confining layers, bound at
one side by a lake and at the other sides and the bottom by impermeable rock;
uniform areal recharge in the shallow unconfined aquifer (see fig. 1.7.1)

rectangular grid of square cells horizontally (15 x 15 cells of 5000 x 5000 ft); three
layers of 550 (top), 1, and 1 ft thickness, respectively; vertical flow through confining
layers is lumped

no flow at three lateral boundaries and bottom, prescibed head at fourth lateral
boundary, and uniform recharge with free surface at top boundary; 15 distributed
discharging wells, 9 (buried) drains

0 ft

see Fig. 1.7.1; well and drain details are on p. 143 of FTWORK documentation

steady-state (as determined by iteration error criterion)

code intercomparison (MODFLOW, McDonald & Harbaugh, 1984, Appendix D);
IGWMC Level 2

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output

tabular listing of heads along a line perpendicular to drain; statistical measures
see Table 1.7.1

SSOR relaxation factor=1.80; error criterion=1.0E-3; weighting factor=1.0;
tolerance for non-linear iteration=1.0E-3; max. # SSOR iterations=50;

max. # of nonlinear iteration=30

total of 7 nonlinear iterations;
# SSOR iterations per nonlinear iteration: 50, 50, 38, 34, 22, 16, 1

-1.22E-4 percent error
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to Layer 1 = 3X10-® ft/s
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Between layers 1 and 2 vertical hydraulic
conductivity divided by thickness = 2X107%/s

Between layers 2 and 3 vertical hydraulic
conductivity divided by thickness = 1X10-%/s

Figure 1.7.1. Model discretization and setup for test FTW-TST 1.7 (from Faust et al., 1993).
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IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:
parameters:
time-stepping:

benchmark:

tests performed by:

type of comparison:

statistics:

control parameters:

iteration
performance: 1 27
(timestep, 2 29
# iterations, 3 33
% w.b. error) 4 33
5 35

FTW-TST-1.7.2

USGS1.DAT

USGS1.0UT

manual, section 5.2, p.136.

transient flow in a system of three-aquifers separated by semi-pervious layers; flow into
the system comes from areal recharge; flow out of the system takes place through
buried drains, discharging wells, and specified head boundary cells, representing a
lake. Drain is represented using drain option; this case uses heads file USGS0.RST
created by test 1.7.1 as initial heads (restart option)

drain function switch on/off during transient simulation, initial head file (restart option)
a rectangular block containing three aquifers separated by confining layers, bound at
one side by a lake and at the other sides and the bottom by impermeable rock;
uniform areal recharge in the shallow unconfined aquifer (see fig. 1.7.1)

rectangular grid of square cells horizontally (15 x 15 cells of 5000 x 5000 ft); three
layers of 550 (top), 1, and 1 ft thickness, respectively; vertical flow through confining
layers is lumped

no flow at three lateral boundaries and bottom, prescibed head at fourth lateral
boundary, and uniform recharge with free surface at top boundary; 15 distributed
discharging wells, 9 (buried) drains

generated by test 1.7.1

see Fig. 1.7.1; well and drain details are on p. 143 of FTWORK documentation.

see output file

code intercomparison (MODFLOW, McDonald & Harbaugh, 1984, Appendix D);
IGWMC Level 2

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output; results are slightly different from those in table 5.4 of documentation and
are closer to those generated by the authors with MODFLOW

tabular listing of drain leakage for various times; statistical measures

see Table 1.7.2

SSOR relaxation factor=1.80; error criterion=1.0E-3; weighting factor=1.5;

tolerance for non-linear iteration=1.0E-3; max. # SSOR iterations=50;
max. # of nonlinear iterations=1

1.05E-2 6 38 3.36E-2 11 40 7.54E-2 16 42 9.86E-2 21 22 2.02E-3
5.82E-3 7 41 3.95E-2 12 43 9.14E-2 17 41 7.59E-2 22 21 7.69E-4
1.68E-2 8 40 5.01E-2 13 42 1.01E-1 18 39 4.88E-2 23 12 1.18E-3
247E-2 9 41 599E-2 14 44 1.05E-1 19 35 2.07E-2 24 1 3.25E-3
2.76E-2 10 40 6.49E-2 15 42 1.04E-1 20 29 7.15E-3 25 1 3.95E-3
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IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

tests performed by:

type of comparison:

statistics:

control parameters:

FTW-TST-1.7.3
USGS2.DAT
USGS2.0UT

manual, section 5.2, p.136

transient flow in a system of three-aquifers separated by semi-pervious layers; flow into
the system comes from areal recharge; flow out of the system takes place through
buried drains, discharging wells, and specified head boundary cells, representing a
lake. Drain is represented using stream option; this case uses heads file USGS0.RST
created by test 1.7.1 as initial heads (restart option)

stream/river boundary function, including switching between constant flux and variable
flux as depends on stream stage

a rectangular block containing three aquifers separated by confining layers, bound at
one side by a lake and at the other sides and the bottom by impermeable rock;
uniform areal recharge in the shallow unconfined aquifer (see fig. 1.7.1)

rectangular grid of square cells horizontally (15 x 15 cells of 5000 x 5000 ft); three
layers of 550 (top), 1, and 1 ft thickness, respectively; vertical flow through confining
layers is lumped

no flow at three lateral boundaries and bottom, prescibed head at fourth lateral
boundary, and uniform recharge with free surface at top boundary; 15 distributed
discharging wells, 9 (buried) drains

generated by test 1.7.1

see Fig. 1.7.1; well and drain details are on p. 143 of FTWORK documentation.

see Table 1.7.3

code intercomparison (MODFLOW, McDonald & Harbaugh, 1984, Appendix D);
IGWMC Level 2

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output; results are slightly different from those in Table 5.4 of documentation
and are closer to those generated by the authors with MODFLOW

tabular listing of stream leakage for various times; statistical measures (note: authors
present tabular listing of heads along a line perpendicular to drain for two different
times)

see Table 1.7.3

SSOR relaxation factor=1.80; error criterion=1.0E-3; weighting factor=1.5;

tolerance for nonlinear iteration=1.0E-3; max. # SSOR iterations=50;
max. # of nonlinear iteration=1
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IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:
tested functions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

tests performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

comments:

FTW-TST-1.8
ETPROB14.DAT
ETPROB14.0UT

manual, section 5.5.2, p.172

two-dimensional transient flow in a homogeneous, isotropic unconfined aquifer with
depth-limited evapotranspiration and well-pumping

depth-limited evapotranspiration and dewatering

a rectangular block containing three aquifers separated by confining layers, bound at
one side by a lake and at the other sides and the bottom by impermeable rock;
uniform areal recharge in the shallow unconfined aquifer (see Fig. 1.7.1)

uniform horizontal grid with square cells (7 x 7 cells of 100 x 100 ft)

no flow at lateral boundaries and bottom, evapotranspiration along a line of cells
(column 4), and free surface at top boundary (unconfined); 1 discharging well (node
1,1; 2500 ft*/day)

10 ft

bottom elevation = -50 ft; storage coefficient = 0.1; hydraulic conductivity = 10 ft/day;
maximum ET = 0.2 ft/day; ET extinction depth = 10 ft; ET surface elevation = 10 ft

20 time steps in 365 days with multiplier of 1.2 with an additional refinement of 20
steps in the beginning of the simulation to ensure proper mass balance for FTWORK

code intercomparison (MODFLOW; McDonald & Harbaugh, 1984); EPA MODFLOW
examples manual by Andersen (1993), problem 14; IGWMC Level 2

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output

tabular listing of heads versus time at selected nodes, and of ET rates versus time
stepping and number of iterations

not generated

SSOR relaxation factor=1.80; error criterion=1.0E-4; weighting factor=1.5;

tolerance for nonlinear iteration=1.0E-4; max. # SSOR iterations=50;

max. # of nonlinear iteration=1

water balance error in range 13.0 -- 5.0E-4 percent

According to the authors, this problem shows significant differences between the
efficiency of MODFLOW SIP solver and the FTWORK SSOR solver in cases with

significant reduction of saturated thickness during the simulation (p.174 of
documentation)
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IGWMC test #:

input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:
time-stepping:

benchmark:

test performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

comments:

factor=1.0;

FTW-TST-1.9

TRESCOT.DAT

TRESCOT.OUT

manual, section 5.5.1, p.164

two-dimensional steady-state flow in an unconfined aquifer which is separated from an
underlying aquifer by a leaky confining bed; the shallow aquifer is subject to recharge
from precipitation, depth-limited evapotranspiration, pumping, and upward leakage
from the underlying confined aquifer

steady-state evapotranspiration option

arbitrarily bounded single layer area representing the unconfined aquifer (see Figure
1.9.1)

14 cells in x-direction, 10 cells in y-direction, and 1 cell in z-direction; grid spacings
range from 1850 to 450 ft in x-direction and from 1550 to 250 ft in y-direction (see
Figure 1.9.1)

combination of specified flux, specified head and zero-flux boundaries; boundary
conditions in upper and lower aquifer are indentical (see Figure 1.9.1)

not discussed in documentation (see input and output files)
not discussed in documentation (see input and output files)
n.a.

code intercomparison using Trescott, Pinder and Larson (1976); sample problem as
given by Trescott, Pinder and Larson (1976)

problem setup for FTWORK by code developers; code run and output checked by
IGWMC using data set prepared by developers

graphical display for head comparison along a model row; tabular listing of mass
balance results

not generated

SSOR relaxation factor=1.86; error criterion=3.0E-4; weighting factor=1.0;

tolerance for nonlinear iteration=3.0E-4; max. # SSOR iterations=1,;

max. # of nonlinear iteration=500

244 nonlinear iterations; w.b.error=3.40E-2 percent

According to the authors, this problem shows significant differences between the

efficiency of MODFLOW SIP solver and the FTWORK SSOR solver for ET problems
(p.169 of documentation)

tolerance for nonlinear iteration=3.0E-4; max. # SSOR iterations=1;
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max. # of nonlinear iteration=500
iteration performance: 244 nonlinear iterations; w.b.error=3.40E-2 percent
comments: According to the authors, this problem shows significant differences between the

efficiency of MODFLOW SIP solver and the FTWORK SSOR solver for ET problems
(p-169 of documentation)
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Figure 1.9.1. Model discretization and setup for test FTW-TST 1.9 (from Faust et al., 1993)
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SOLUTE TRANSPORT PROBLEMS

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:
initial conditions:

parameters:

time-stepping:
benchmark:

test performed by:

type of comparison:

statistics:

sensitivity analysis:

FTW-TST-2.1

HI-1A.DAT, HI-1B.DAT, HI-1C.DAT, HI-1D.DAT

HI-1A.0OUT, HI-1B.OUT,HI-1C.OUT, HI-1D.OUT

manual, section 4.2.1, p.81

transient one-dimensional advective-dispersive transport in an infinite porous medium
with a uniform flow field (steady-state one-dimensional flow) representing flow and
transport from a fully-penetrating stream directly into an aquifer

numerical dispersion as function of alternate numerical approximations using different
combinations of spatial- and time-differencing approximations (upstream weighting,
time weighting, and central difference)

one-dimensional

41 one-dimensional cells of 10 m length

at x=0, C=C, for t>0 and at x=~, C=0 for t>0; dispersive flux at outer boundary is O

zero-concentrations in aquifer

hydraulic conductivity=40 m/d; porosity=0.25; hydraulic gradient=0.025; longitudinal
dispersivity=5 m; retardation factor=1; and concentration at the source C,=1 mg/m®

At=2.5 days
analytical solution (Bear, 1979, p.269.)

problem setup by code developers; code run and output checked by IGWMC using
data set prepared by developers

graphic representation of concentration profiles for two times; tabular listing of
numerical and benchmark results for concentration versus distance

not generated
time weighting factor (0.5 and 1.0); central difference versus upstream weighting

control parameters

case SSOR relax. error crit. weighting tolerance  max. # SSOR max. # nonlin. weigh-
factor factor for nonlin.  iterations iterations ing in
flow transp. flow transp. nonlin. time iterations flow transp. flow transp. space
HI-1A 16 16 1.0E-5 1.0E-5 1.0 1.0 5.0E-3 1 1 1 1 upstream
HI-l1B 16 16 1.0E-5 1.0E-5 1.0 0.5 5.0E-3 1 1 1 1 upstream
HI-1C 16 16 1.0E-5 1.0E-5 1.0 1.0 5.0E-3 1 1 1 1 central
HI-1D 16 16 1.0E-5 10E-5 1.0 0.5 5.0E-3 1 1 1 1 central




iteration performance:

case HI-1A; water balance error (%): 8.87E-13; solute balance error (%): in range 1.6E-13 -- 0.00
case HI-1B; water balance error (%): 8.87E-13; solute balance error (%): in range 8.9E-13 -- 0.00
case HI-1C; water balance error (%): 8.87E-13; solute balance error (%): in range 5.7E-14 -- 0.00
case HI-1D; water balance error (%): 8.87E-13; solute balance error (%): in range 5.7E-14 -- 0.00

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:
grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

IGWMC implementation:

test performed by:

type of comparison:

FTW-TST-2.2.1

RUN1A.DAT

RUN1A.OUT

manual, section 4.2.2, p.87

transient two-dimensional advective-dispersive transport of a conservative tracer from
a fully-penetrating point source with constant release rate in a uniform flow field in a
homogeneous confined aquifer of constant thickness using a parallel grid; cross-

products included

longitudinal and transverse dispersion in two dimensions; grid orientation effects with
or without cross-products for dispersivity (compare with test 2.2.2 and 2.2.3)

rectangular bounded area replaces infinite domain
regular grid with 39 x 19 square cells of 30 x 30m; single layer of 33.5m

two parallel prescribed head boundaries at opposite sides of model domain and no-
flow conditions at other two parallel boundaries to ensure uniform flow with given flow
rate; zero concentration at all boundary segments; constant solute injection rate at
location x=180m and y=270m from grid origin

concentration = 0 mg/|

same as in Wilson and Miller (1978); QC,=7.04 g/m.d (source strength); q=0.161 m/d
(specific discharge); $=0.35 (porosity); a:=21.3 m (transverse dispersivity); &, =4.3 m
(longitudinal dispersivity); m=33.5 m (aquifer thickness); R=1 (no retardation); A=0 d™
(decay coefficient)

At=100 days; comparison at t=1400 days
analytical solution (Wilson & Miller, 1978)
MATHCAD 5.0 fileSOL2D-01.MCD for concentration versus distance along plume
centerline; file SOL2D-04.MCD for concentration transverse to plume centerline at

distance x=420 m from source

problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark

tabular listing and graphical representation of numerical results and benchmark for
concentration versus distance from source along centerline and transverse to
centerline for different grid orientations (see Table 2.2.1-a and -b. and Figure 2.2-a and
-b), statistical measures prepared by IGWMC
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statistics:
sensitivity analysis:

control parameters:

iteration performance:

comments:

computed by IGWMC; see Table 2.2.1-a and -b
grid orientation, dispersion cross-products

SSOR relaxation factor (flow) = 1.85; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=0.0; max. # SSOR iterations (flow) = 75; max. # SSOR iterations
(transport) = 75; max. # of nonlinear iteration (flow) = 1; max. # of nonlinear iterations
(transport) = 1; central difference in space

water balance error (percent) = 3.1E-2; solute balance error (percent) in range
1.1E-4 -- 3.0E-7; 60 flow iterations; up to 20 transport iterations per time step

source strength listed in documentation as 704 g/m.d; in data file for numerical code
source strength is set at 7.04 g/m.d

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:
parameters:
time-stepping:
benchmark:

IGWMC implementation:

FTW-TST-2.2.2

RUN2A.DAT

RUN2A.OUT

manual, section 4.2.2, p.87

transient two-dimensional advective-dispersive transport of a conservative tracer from
a fully-penetrating point source with constant release rate in a uniform flow field in a
homogeneous confined aquifer of constant thickness using a skewed grid; cross-

products included

longitudinal and transverse dispersion in two dimensions; grid orientation effects with
or without cross-products for dispersivity (compare with test 2.2.1 and 2.2.3)

rectangular bounded area replaces infinite domain

regular grid with 39 x 39 square cells of 30 x 30m under 45° with flow direction; single
layer of 33.5m

fixed head along all boundaries such that uniform flow is achieved; zero concentration
at all boundary segments; constant injection rate at location x=254.5m and x=0m from
grid origin

concentration = 0 mg/I

seetest 2.2.1

100d; comparison at t=1400d

analytical solution (Wilson & Miller, 1978)

MATHCAD 5.0 file SOL2D-02.MCD for concentration versus distance along plume

centerline; MATHCAD file SOL2D-03.MCD for concentration transverse to plume
centerline at x=424.26 m from source
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test performed by:

type of comparison:

statistics:
sensitivity analysis:

control parameters:

iteration performance:

problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark

tabular listing and graphical representation of numerical results and benchmark for
concentration versus distance from source along centerline and transverse to
centerline for different grid orientations (see Table 2.2.2-a and -b. and Figure 2.2-a and
-b), statistical measures prepared by IGWMC

computed by IGWMC; see Table 2.2.2-a and -b
seetest2.2.1

SSOR relaxation factor (flow) = 1.85; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=0.0; max. # SSOR iterations (flow) = 75; max. # SSOR iterations
(transport) = 75; max. # of nonlinear iteration (flow) = 1; max. # of nonlinear iterations
(transport) = 1; central difference in space

water balance error (percent) = 1.2E-7; solute balance error (percent) <8.4E-6; 60 flow
iterations (steady-state); up to 15 transport iterations per time step

comments: seetest2.2.1
IGWMC test #: FTW-TST-2.2.3

input file name: RUN4A.DAT

IGWMC output file:  RUN4A.OUT

code reference:

description:

tested functions:
model domain:

grid:

boundary conditions:

initial conditions:

parameters:

manual, section 4.2.2, p.87

transient two-dimensional advective-dispersive transport of a conservative tracer from
a fully-penetrating point source with constant release rate in a uniform flow field in a
homogeneous confined aquifer of constant thickness using a skewed grid; lumped
cross-products

same as tests 2.2.1 and 2.2.2

rectangualr bounded area replaces infinite domain

regular grid with 39 x 39 square cells of 30 x 30m under 45° with flow direction; single
layer of 33.5m

fixed head along all boundaries such that uniform flow is achieved; zero concentration
at all boundary segments; constant injection rate at location x=254.5m and x=0m from
grid origin

concentration = 0 mg/I

see test 2.2.1
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time-stepping:
benchmark:
IGWMC implementation:

test performed by:

type of comparison:

statistics:

control parameters:

iteration performance:

comments:

100d; comparison at t=1400d
analytical solution (Wilson & Miller, 1978)
same as test 2.2.2

problem setup for numerical code by code developers; code run and benchmark
comparison by IGWMC using IGWMC generated benchmark

tabular listing and graphical representation of numerical results and benchmark for
concentration versus distance from source along centerline and transverse to
centerline for different grid orientations (see Table 2.2.3-a and -b. and Figure 2.2-a and
-b), statistical measures prepared by IGWMC

computed by IGWMC; see Table 2.2.3-a and -b

SSOR relaxation factor (flow) = 1.85; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=0.0; max. # SSOR iterations (flow) = 75; max. # SSOR iterations
(transport) = 75; max. # of nonlinear iteration (flow) = 1; max. # of nonlinear iterations
(transport) = 1; central difference in space

water balance error (percent) = 1.2E-7; solute balance error (percent) <4.7E-6; 60 flow
iterations (steady-state); up to 15 transport iterations per time step

As mentioned in the code documentation, the results suggest that when the grid is
oriented parallel to the flow direction, the code produces accurate results. When the
grid is oriented at a maximum angle with the flow direction, the distribution of the solute
in both the flow direction and transverse to the flow direction is poorly simulated. This
is of special concern when the plume front or edges are of interest (i.e., low
concentration areas); the relative error or residuals reach the same order of magnitude
as the actual concentrations. This problem is even exacerbated when the cross-
products for the dispersion coefficient are lumped
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Figure 2.2-a: Combination plot of residuals and relative residuals along plume centerline

(relative residuals are obtained by dividing residuals by the numerical results).
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Figure 2.2-b: Combination plot of residuals and relative residuals transverse to plume centerline
(relative residuals are obtained by dividing residuals by the numerical results).



IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:
model domain:
grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:
benchmark:

IGWMC implementation:

test performed by:

type of comparison:

statistics:

control parameters:

FTW-TST-2.3

HI3.DAT, HI3_RADN.DAT
HI3.0UT, HI3_RADN.OUT
manual, section 4.2.3, p.105

transient two-dimensional advective-dispersive transport of a nonconservative tracer
from a fully-penetrating point source with constant release rate in a uniform flow field
in a homogeneous confined aquifer of constant thickness using a parallel grid; the
tracer is subjected to retardation and first-order (radio-active) decay

retardation and decay
rectangular bounded area replaces infinite domain
regular grid with 39 x 19 square cells of 30 x 30m; single layer of 33.5m

two parallel prescribed head boundaries at opposite sides of model domain and no-
flow conditions at other two parallel boundaries to ensure uniform flow with given flow
rate; zero concentration at all boundary segments; constant solute injection rate at
location x=180m and y=270m from grid origin

concentration = 0 mg/|

same as in Wilson and Miller (1978); QC,=7.04 g/m.d (source strength); q=0.161 m/d
(specific discharge); $=0.35 (porosity); a:=21.3 m (transverse dispersivity); &, =4.3 m
(longitudinal dispersivity); m=33.5 m (aquifer thickness); R=2 (retardation coefficient);
A=0.0019 d* (decay coefficient).

At=100 days; comparison at t=1400 days
analytical solution (Wilson & Miller, 1978); intracomparison with FTW-TST-2.2.1

MATHCAD 5.0 fileSOL2D-06.MCD for concentration versus distance along plume
centerline; file SOL2D-07.MCD for concentration transverse to plume centerline at
distance x=420 m from source

authors; visually checked by IGWMC

tabular listing and graphical representation of numerical results and benchmark (with
and without decay) for concentration versus distance from source along centerline and
transverse to centerline, and for point at centerline for various times

not generated

SSOR relaxation factor (flow) = 1.85; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-7; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance
for non-linear iteration=0.0; max. # SSOR iterations (flow) = 75; max. # SSOR
iterations (transport) = 75; max. # of nonlinear iteration (flow) = 1; max. # of nonlinear
iterations (transport) = 1; central difference in space



iteration performance:

comments:

HI3: water balance error (percent) = 3.1E-2; solute balance error (percent)
< 4.9E-8; 65 flow iterations (steady-state); up to 20 transport iterations
per time step

HI3_RADN: water balance error (percent) = 3.1E-2; solute balance error (percent)

< 4.5E-8; 65 flow iterations (steady-state); up to 20 transport iterations
per time step

FTWORK overpredicts slightly along centerline and in time, especially in the steep part
of the curve; the code underpredicts slightly in transverse direction

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:
model domain:
grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:
benchmark:
test performed by:

type of comparison:

statistics:
sensitivity analysis:

control parameters:

FTW-TST-2.4.1

FR-6A.DAT, FR-6B.DAT, FR-6C.DAT
FR-6A.0OUT, FR-6B.OUT, FR-6C.OUT
manual, section 4.2.4, p.105

transient one-dimensional advective-dispersive transport of a non-conservative tracer
in a uniform flow field with nonlinear adsorption as defined by Freundlich isotherms

Freundlich-type of adsorption
16cm long one-dimensional domain
Ax=0.02, 0.04, 0.08, 0.17, 0.30 cm, followed by 39 x 0.40 cm

constant concentration at upgradient boundary (0.05 mg/l) and zero solute-flux at the
downgradient boundary

concentration = 0 mg/I|

g=0.037 cm/s (Darcy velocity or specific discharge); $=0.37 (porosity); &,=1.0 cm
(longitudinal dispersivity); Qc,=0.00185 mg cm? sec' (contaminant mass flux); n=0.7,
1.0, 0.3 (Freundlich adsorption exponent); C,=0.3 cm®/g (Freundlich adsorption
coefficient); A=0.0019 d* (decay coefficient); p,=2.519 g/cm? (aquifer bulk density)
At=1 sec; comparison at t=160 sec

code intercomparison using BIO1D (Srinivasan and Mercer, 1987)

authors; FTWORK code run by IGWMC to check output

tabular listing and graphical representation of numerical results of FTWORK and
BIO1D (intercomparison) for concentration versus distance

not generated
Freundlich isotherms exponents of n=0.7, 1.0, and 0.3

SSOR relaxation factor (flow) = 1.6; SSOR relaxation factor (transport) = 1.6; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
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iteration performance:

comments:

nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance
for non-linear iteration=5.0E-3; max. # SSOR iterations (flow) = 1; max. # SSOR
iterations (transport) = 1; max. # of nonlinear iterations (flow) = 1; max. # of nonlinear
iterations (transport) = 15; central difference in space

FR-6A: water balance error (percent) = 2.7E-10; solute balance error (percent)
gradually increasing from < 1.0E-10 in the early time steps to 3.4E-2 in
the final time step (160 time steps)

FR-6B: water balance error (percent) = 2.7E-10; solute balance error (percent)
varies between 6.1E-2 and 1.6E-4 (160 time steps)

FR-6C: water balance error (percent) = 2.7E-10; solute balance error (percent)

varies between 83.8 and 9.7E-3 with most values > 20.0 (160 time steps)

Documentation cautions for use of small values for n; may cause convergence
problems; tests show poor mass balance for n=0.3

IGWMC test #:

input file name:

IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:
boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

test performed by:

type of comparison:

statistics:

FTW-TST-2.4.2

FR-6D.DAT

FR-6D.OUT

manual, section 4.2.4, p.105

transient one-dimensional advective transport of a non-conservative tracer in a uniform
flow field with nonlinear adsorption as defined by Freundlich isotherms and molecular
diffusion

molecular diffusion

same as 2.4.1

same as 2.4.1

same as 2.4.1

same as 2.4.1

same as 2.4.1, except longitudinal dispersivity=0.0 cm, molecular diffusion coefficient
is 0.1 cm?s, and n=0.3 (Freundlich exponent)

same as 2.4.1
code intercomparison using BIO1D (Srinivasan and Mercer, 1987)
authors; FTWORK code run by IGWMC to check output

tabular listing and graphical representation of numerical results of FTWORK and
BIO1D (intercomparison) for concentration versus distance; intracomparison

not generated



control parameters:

iteration performance:

SSOR relaxation factor (flow) = 1.6; SSOR relaxation factor (transport) = 1.6; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=5.0E-3; max. # SSOR iterations (flow) = 1; max. # SSOR iterations
(transport) = 1; max. # of nonlinear iterations (flow) = 1; max. # of nonlinear iterations
(transport) = 15; central difference in space

water balance error (percent) = 2.7E-10; solute balance error (percent) varies between
61.8 and 1.3E-3 (160 time steps)

comment: The mass balance error is comparable with the one occuring in test 2.4.1. due to the
low Freundlich exponent value
IGWMC test #: FTW-TST-2.5
input file name: BATU.DAT
IGWMC output file: BATU.OUT

code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:
benchmark:
test performed by:

type of comparison:

manual, section 4.2.5, p.114

transient two-dimensional advective-dispersive transport of a non-conservative tracer
from a constant flux-type source (third type or Cauchy condition at the inlet boundary);
uniform flow field in a homogeneous porous medium; vertical plane source from top
to bottom of aquifer, perpendicular to the flow direction

constant 3rd type boundary condition, longitudinal and horizontal transverse dispersion,
retardation.

rectangular bounded domain with source asymmetrically placed at inlet boundary (see
Fig. 2.5.1)

rectangular grid with 19 x 39 varying size cells (see Fig. 2.5.1)

two parallel no flow boundaries and two parallel constant head boundaries for flow
creating uniform flow perpendicular to source boundary (see Fig. 2.5.1); source
width=5 m, source strength=0.0375 g/m/d

concentration = 0 mg/l

specific discharge=0.15 m/d; porosity = 0.25; longitudinal dispersivity = 21.3 m;
transverse dispersivity = 4.3 m; aquifer length = 185 m; aquifer width = 53 m; hydraulic
conductivity = 13.875 m/d (both horizontal directions); retardation coeff. = 1.0

180 steps of 1 day

analytical solution (Batu, 1992)

authors; FTWORK code run by IGWMC to check output

tabular listing and graphical representation of numerical results of FTWORK and

benchmark for concentration versus distance from source in flow direction and
perpendicular to flow direction, and versus time for a specific location
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statistics:

control parameters:

iteration performance:

comments:

not generated

SSOR relaxation factor (flow) = 1.85; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-5; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 1.0; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=0.0; max. # SSOR iterations (flow) = 75; max. # SSOR iterations
(transport) = 75; max. # of nonlinear iterations (flow) = 1; max. # of nonlinear iterations
(transport) = 1; central difference in space

water balance error (percent) = 2.8E-2 in 70 iterations; solute balance error (percent)
decreases from about 5.0E-3 to about 1.5E-5 with time (180 time steps)

slight differences with benchmark contributed by authors to spatial and temporal
discretization

IGWMC test #:
input data file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:
benchmark:
test performed by:

type of evaluation:

statistics:

FTW-TST-2.6

NEW3.DAT

NEW3.0UT

manual, section 5.4, p.156

simulation of three-dimensional steady-state flow and transient transport in a three-
aquifer system with variable thickness; the aquifers are separated by aquitards; model
includes streams, seeplines, seepage basins, ground-water divides, and near-
impermeable confining layers at part of the boundary

applicability to support conceptualization, determining effects of preferentialflow paths
on plume migration, and studying effects of source removal options (closure and
capping of seepage basins) on downgradient concentration distribution

irregular shaped bounded model domain simulated in quasi-three-dimensional mode

44 by 43 variably size cells (see Fig. 2.6.1) and three layers of varying thickness
representing the aquifers

combination of various 1st, 2nd and 3rd type boundary conditions
no benchmark, no comparison; applicability demonstration
authors; FTWORK code run by IGWMC to check output

normalized concentration contours for each aquifer, at beginning of closure;
concentration versus time graph for downgradient node

n.a.
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Figure 2.5.1. Model discretization and setup for test FTW-TST 2.5 (from Faust et al., 1993).




control parameters:

iteration performance:

comments:

SSOR relaxation factor (flow) = 1.80; SSOR relaxation factor (transport) = 1.3; error
criterion (flow) = 1.0E-3; error criterion (transport) = 1.0E-5; weighting factor for
nonlinear iterations = 0.75; weighting factor for time derivative = 0.5; tolerance for
nonlinear iteration=1.0E-3; max. # SSOR iterations (flow) = 30; max. # SSOR iterations
(transport) = 35; max. # of nonlinear iterations (flow) = 10; max. # of nonlinear
iterations (transport) = 1; upstream weighting in space

7 nonlinear iterations for flow with diminishing number of SSOR iterations; water
balance error (percent) = 1.3E-2; solute balance error (percent) jumps between 1.3E-2
and about 1.0E-7 from step to step (44 time steps)

documentation cautions for use of quasi-three-dimensional approach in case of
significant vertical fluxes through the aquitards

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:

initial conditions:

parameters:

time-stepping:

benchmark:

tests performed by:

FTW-TST-2.7.1

ETTRANO.DAT, ETTRAN7.DAT, ETTRAN14.DAT

ETTRANO.OUT, ETTRAN7.OUT, ETTRAN14.0UT

manual, section 5.5.3, p.174

two-dimensional transient flow and transport in a homogeneous, isotropic unconfined
aquifer with depth-limited evapotranspiration or drain-discharge, and welljpumping; an

injection well creates solute mass in the model

evapotranspiration as a transport boundary including the evapotranspiration
concentration multiplier (ETC) to reflect varying levels of solute uptake by plants

a rectangular block containing three aquifers separated by confining layers, bound at
one side by a lake and at the other sides and the bottom by impermeable rock;
uniform areal recharge in the shallow unconfined aquifer (see Fig. 1.7.1)

uniform horizontal grid with square cells (7 x 7 cells of 100 x 100 ft)

no flow at lateral boundaries and bottom, evapotranspiration along a line of cells
(column4), and free surface at top boundary (unconfined); 1 discharging well (node
1,1; 2500 ft*/day); zero solute flux at all boundaries and 1 injection well (node 7,7) at
100 ft3/day and 100 ppm; solute outflux through evapotranspiration or internal drains
10 ft head, zero concentration

bottom elevation = -50 ft; storage coefficient = 0.1; hydraulic conductivity = 10 ft/day;
maximum ET = 0.2 ft/day; ET extinction depth = 10 ft; ET surface elevation = 10 ft;
ETC=1.0, 0.5, and 0.0; drain leakance rate = 0.02 day™, drain elevation = 0.0 ft

20 time steps in 365 days with multiplier of 1.2 with an additional refinement of 20
steps in the beginning of the simulation to ensure proper mass balance for FTWORK

intracomparison with drain function (see test FTW-TST-2.7.2)

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output



type of comparison:

statistics:

control parameters:

iteration performance:

tabular listing and graphic representation of concentration versus time at selected node
for both evapotranspiration and drains, and table of concentration versus time for
different ETC values

not generated

SSOR relaxation factor (flow) = 1.80; SSOR relaxation factor (transport) = 1.2; error
criterion (flow) = 1.0E-4; error criterion (transport) = 1.0E-6; weighting factor for
nonlinear iterations = 1.5; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=1.0E-4; max. # SSOR iterations (flow) = 50; max. # SSOR iterations
(transport) = 30; max. # of nonlinear iterations (flow) = 1; max. # of nonlinear itertions
(transport) = 1; upstream weighting in space

water balance error (percent) varies between 7.6E-1 and 5.0E-3; solute balance error
(percent) increases from 1.5E-14 at the start to about 1.0E-5 at the end (320 time
steps)

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:
model domain:
grid:

boundary conditions:
initial conditions:
parameters:
time-stepping:
benchmark:

test performed by:
type of comparison:
statistics:

control parameters:

FTW-TST-2.7.2

DRTRAN14.DAT

DRTRAN14.0UT

manual, section 5.5.3, p.174

drain transport problem to test the evapotranspiration transport function using
ETC=1.0; problem set up identical to 2.7.2 with evapotranspiration nodes replaced by
drain nodes

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

see FTW-TST-2.7.1

not performed

SSOR relaxation factor (flow) = 1.80; SSOR relaxation factor (transport) = 1.2; error
criterion (flow) = 1.0E-4; error criterion (transport) = 1.0E-6; weighting factor for
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nonlinear iterations = 1.5; weighting factor for time derivative = 0.5; tolerance for non-
linear iteration=1.0E-4; max. # SSOR iterations (flow) = 50; max. # SSOR iterations
(transport) = 30; max. # of nonlinear iterations (flow) = 1; max. # of nonlinear iterations
(transport) = 1; upstream weighting in space

iteration performance: water balance error (percent) varies between 1.0 and 5.0E-4; solute balance error
(percent) increases from 1.0E-14 to about 1.0E-6 in early part and then varies between
1.0E-5 and 1.0E-7 (320 time steps)




INVERSE FLOW PROBLEMS

IGWMC test #:
input file name:
IGWMC output file:
code reference:

description:

tested functions:

model domain:

grid:

boundary conditions:
initial conditions:
parameters:
time-stepping:
benchmark:

tests performed by:

type of comparison:
statistics:

comments:

FTW-TST-3.1

PARA.DAT

PARA.OUT

manual, section 5.3, p.148

simulation of steady-state three-dimensional flow in a four-aquifer/three-aquitard
system subject to pumping and uniform areal recharge; hydraulic conductivity is

homogeneous within each layer but transmissivity varies with layer thickness

automatic parameter estimation for horizontal and vertical hydraulic conductivity and
recharge

irregularly bounded domain

30 x 30 uniformly spaced grid with cells of 4000 x 4000 ft; six variable-thickness nodal
layers (only two aquitards separately modeled)

various 1st, 2nd, and 3rd type boundary conditions
n.a.

see input and output files

n.a.

manual calibration; applicability demonstration

problem setup for both codes by code developers; FTWORK code run by IGWMC to
check output

tabular listing of estimates and head residuals for each iteration
not generated

actual calibration of the model took more than 60 runs; example shown in
documentation is one of these runs




DOCUMENTATION ERRATA

Program: FTWORK
Version: 2.8B

Release Date: 3/1993
Custodian: GeoTrans, Inc., Sterling, Virginia
Prepared by: Paul K.M. van der Heijde, IGWMC

Date: May 5, 1995

The following are errors in the documentation and test data sets encountered by IGWMC test running of
FTWORK. It should be noted that this list is not complete. Send E-mail or fax if other discrepancies in
documentation, coding or test files are encounterd.

Test 4.1.1:

Test 4.1.2:

Test 4.1.3:

Test 4.1.4:

Test 4.2.2:

Test 4.2.3:

typo in column 1 of table 4.1 (page 63, line 4): distance x=360 ft should read x=320 ft

typo in column 1 of table 4.3 (page 69, line 11): distance x=28.00 ft should read x=98.00 ft
documentation lists time maximum as 86,400 seconds instead of 864,000 seconds as used in
data file F3.DAT (p. 70, line 21; fig. 4-7 and 4-8 time axis should display from 10' - 10’ seconds
for the same curve; legend of fig. 4-9 legend should read time=864,000 seconds; caption of
table 4.7 should read time=864,000 seconds)

S, in figure 4.10 should have as units ft*

source strength listed in table 4.12 as 704 g/m/d is in actuality in the data files (RUN1A.DAT,
RUN2A.DAT, and RUN4A.DAT) set at 7.04 g/m/d; this is calculated as:

QCyb = 0.2 m%d * 1.1792 kg/m®/ 33.5 m
= 0.00704 kg/m/d or 7.04 g/m/d.
QC, = 0.23584 kg/d

The concentration values in tables 4-13, 4-14, and 4-15 are given in kg/m? (if multiplyer 1E-03
listed in table headings is used).

Although the documentation lists the same source strength and saturated thickness in Table
4.17 as given in Table 4.12 for test case 4.2.2, in actuality the data files (HI3.DAT and
HI3_RADN.DAT) contain a different value for the concentration: C,=0.11792 kg/m®. This
results in calculated concentrations which are a factor 10 lower than listed in Tables 4-18,4-19
and 4-20, assuming that the concentrations listed in these tables should be multiplied by a
factor 1E-03 as is the case in the tables for Problem 4.2.3. Furthermore, table headings of
Table 4-18, 4-19, and 4-20 should include the concentration multiplication factor 1E-03

The data sets HI3.DAT and HI3_RADN.DAT have ITIME in card 8A set as 1 (=seconds); this
should be 4 (days); this does not affect numerical results, only time unit display
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APPENDIX F

SELECTED ANALYTICAL SOLUTIONS

PROGRAMMED WITH MATHCAD® FOR WINDOWS
Version 5.0 Plus

MathCad is a trademark of MathSoft, Inc., Cambridge, Massachusetts
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Figure F-1. Definition sketch for mounding due to recharge in a rectangular area.



MND-EPA1 Analytical solution for transient mounding in a confined aquifer or an
unconfined aquifer with constant thickness resulting from recharge in a
rectangular area (regular spacing).

DESCRIPTION:

This model is based on the linearized Boussinesq equation for two-dimensional
horizontal flow in a homogeneous, isotropic unconfined aquifer using the Glover (1960)
solution for mounding resulting from a continuous recharge from a rectangular surface
basin. It uses the Hantush (1967) method of linearizing transmissivity to include the
effects of mounding on the average saturated thickness at the point of interest. The
governing equation is formulated in an orthogonal coordinate system with its origin in
the center of the recharge area. The aquifer is infinite in areal extent. Before
recharge starts, the aquifer is at rest at h=h ;. Once recharge is initiated, the aquifer is
under the influence of an uniform recharge rate W, applied to the rectangular
recharge basin at the surface. The base of the aquifer is taken as the reference level
for hydraulic head.

DEFINITION OF VARIABLES:

Kp =10 hydraulic conductivity [ft/d]

h; = 200 initial hydraulic head [ft]

Wnh=1 recharge rate [ft/d]

S y - storage coefficient

L x =500 width of recharge area in X-direction [ft]
L y - 500 width of recharge area in Y-direction [ft]

COMPUTATIONAL DATA:

calculation time: T = 121 days tolerance: TOL =1'10°

calculation distance from center of mound [ft]

X-direction:

Jtotal = 41 number of calculation points on X-axis ji=0.Jtotal - 1

stepx = 125 startx ‘=0 g-0 Jtotal — 1

T,

Xg = startx + g-stepx -2 X = startx , startx + stepx .. startx + (Jtotal — 1)-stepx
Y-direction:

Ktotal =1 number of calculation points on Y-axis k = 0..Ktotal — 1

stepy = 10 starty = 0

Y, = starty + k-stepy y = starty , starty + stepy .. starty + (Ktotal — 1)-stepy
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OPERATIONAL EXPRESSIONS AND EQUATIONS:

Mounding solution for rectangular basin according to Glover (1960) and Hantush
(1967) including saturated thickness correction as discussed by Warner et al. (1989):

K h-h W .-h;
a h'li B - mi
S y 2:S y
To L L L L
— Xy Xy -y y -y y
‘, 2 2 2
z(x,y) = B erf + erf -| erf + erf dt
AN4-a-T AN4-a-T N4-a-T N4-a-T
Mounding above initial water table [ft]: h (x,y) =-hj+,h iz +2(x,Y)
Final position of water table [ft]: hi(x,y) =h;+hpn(xy)
RESULTS:
Mounding for 121 days
250 T T T T
240 -
=
2 230~ —
@ hy(x,0)
O —o—
k)
E
5 220~ —
©
S
210 —
200 | | | |
0 500 1000 1500 2000 2500 3000 3500

X
distance from center of mound [ft]
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For T.=121 days distance from center water table

of recharge area [ft] mounding [ft] elevation [ft]
X h_m<_xc '0> h_t <Xg : 0)
0 40.774 240.774
250 33.955 233.955
500 22.928 222.928
750 16.195 216.195
1000 11.624 211.624
1250 8.360 208.360
1500 5.979 205.979
1750 4.234 204.234
2000 2.961 202.961
2250 2.041 202.041
2500 1.384 201.384
2750 0.923 200.923
3000 0.604 200.604
3250 0.388 200.388
3500 0.245 200.245
3750 0.151 200.151
4000 0.091 200.091
4250 0.054 200.054
4500 0.031 200.031
4750 0.018 200.018
5000 0.010 200.010

References:

Glover, R.E. 1960. Mathematical Derivations as Pertain to Groundwater Recharge. Agric.
Res. Service, USDA, Ft. Collins, Colorado.

Hantush, M.S. 1967. Growth and Decay of Groundwater Mounds in Response to Uniform
Percolation. Water Resources Research, Vol. 3, No.1, pp. 227-234.

Warner, J.W., D. Molden, M. Chehata, and D.K. Sunada. 1989. Mathematical Analysis of
Artificial Recharge from Basins. Water Resources Bulletin, Vol. 25(2), pp. 4-11.
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MND-EPA2: Analytical solution for transient mounding in a confined aquifer or an
unconfined aquifer with constant thickness resulting from recharge in a
rectangular area (irregular spacing).

DESCRIPTION:

This model is based on the linearized Boussinesq equation for two-dimensional horizontal
flow in a homogeneous, isotropic unconfined aquifer using the Glover (1960) solution for
mounding resulting from a continuous recharge from a rectangular surface basin. It uses
Hantush (1967) method of linearizing transmissivity to include the effects of mounding on
the average saturated thickness at the point of interest. The governing equation is
formulated in an orthogonal coordinate system with its origin in the center of the recharge
area. The aquifer is infinite in areal extent. Before recharge starts, the aquifer is at rest at
h=h;. Once recharge is initiated, the aquifer is under the influence of an uniform recharge
rate W, applied to the rectangular recharge area at the surface. The base of the aquifer is
taken as the reference level for hydraulic head.

DEFINITION OF VARIABLES (unconfined aquifer):

Kp =10 hydraulic conductivity [ft/d]

h; = 200 initial hydraulic head [ft]

Wnh=1 recharge rate [ft/d]

S y " 2 storage coefficient

L x =500 width of recharge area in X-direction [ft]
L y - 500 width of recharge area in Y-direction [ft]

COMPUTATIONAL DATA:

calculation time: T =121 days tolerance: TOL =110 °
calculation distance from center of mound [ft]:
X-direction:
number of calculation points on X-axis: Xtotl = 31 Xtot2 = 35 Xtot = Xtotl + Xtot2

define regular spaced points along x-axis:
stepx = 125 startx ‘=0 j1 = 0. Xtotl - 1

X1, = startx + jl-stepx -2

read-in additional irregular spaced points from file:

j2 =0.Xtot2 - 1 X2j2 '= READ(MND_EPA2) based on one-eighth sector of
regular finite difference grid
Y-direction:
Ktotal =1 number of calculation points on Y-axis k = 0..Ktotal — 1

stepy = 10 starty = 0
Y, = starty + k-stepy y = starty ,starty + stepy ..starty + (Ktotal — 1)-stepy
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OPERATION EXPRESSIONS AND EQUATIONS:

Mounding solution for rectangular basin according to Hantush (1967) including
saturated thickness correction as discussed by Warner et al. (1989):

a‘iKh'h| B:Wm'hi
S y 2:S y
To L L L L
— Xy Xy -y y -y y
‘, 2 2 2 2
z(x,y) = B erf + erf erf + erf dt
4-0-1 4-0-1 N4-a-T 4-a-t
0
Mounding above initial water table [ft]: h(x,y)=-hj+./h iz +2(x,Y)
Final position of water table [ft]: hi(x,y) =h;+hpn(xy)
RESULTS (combination of regular and irregular spaced points):
Mounding for 121 days
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For T . =121 days

distance from center water table  distance from center water table
of recharge area [ft] mounding [ft] elevation [ft] of recharge area [fff mounding [ft] elevation [ft]
X1y hm(X13,0)  he(X1;.0) X2 h m(X2,.0)  h(X2,.0]
0 40.77 240.77 707 17.16 217.16
250 33.96 233.96 1118 9.95 209.95
500 22.93 222.93 1414 6.72 206.72
750 16.19 216.19 1581 5.35 205.35
1000 11.62 211.62 1803 3.93 203.93
1250 8.36 208.36 2062 2.7 202.7
1500 5.98 205.98 2121 2.48 202.48
1750 4.23 204.23 2236 2.08 202.08
2000 2.96 202.96 2500 1.38 201.38
2250 2.04 202.04 2550 1.28 201.28
2500 1.38 201.38 2693 1.01 201.01
2750 0.92 200.92 2828 0.81 200.81
3000 0.6 200.6 2915 0.7 200.7
3250 0.39 200.39 3041 0.56 200.56
3500 0.24 200.24 3162 0.45 200.45
3750 0.15 200.15 3202 0.42 200.42
4000 0.09 200.09 3354 0.32 200.32
4250 0.05 200.05 3536 0.23 200.23
4500 0.03 200.03 3606 0.2 200.2
4750 0.02 200.02 3640 0.19 200.19
5000 0.01 200.01 3808 0.13 200.13
5250 0.01 200.01 3905 0.11 200.11
5500 0 200 4031 0.09 200.09
5750 0 200 4123 0.07 200.07
6000 0 200 4243 0.05 200.05
6250 0 200 4272 0.05 200.05
6500 0 200 4301 0.05 200.05
6750 0 200 4472 0.03 200.03
7000 0 200 4528 0.03 200.03
7250 0 200 4610 0.02 200.02
7500 0 200 4717 0.02 200.02
4743 0.02 200.02
4924 0.01 200.01
4950 0.01 200.01
5000 0.01 200.01
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References:

Glover, R.E. 1960. Mathematical Derivations as Pertain to Groundwater Recharge. Agric.
Res. Service, USDA, Ft. Collins, Colorado.

Hantush, M.S. 1967. Growth and Decay of Groundwater Mounds in Response to Uniform
Percolation. Water Resources Research, Vol. 3, No.1, pp. 227-234.

Warner, J.W., D. Molden, M. Chehata, and D.K. Sunada. 1989. Mathematical Analysis of
Artificial Recharge from Basins. Water Resources Bulletin, Vol. 25(2), pp. 4-11.
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MND-EPA3: Analytical solution for transient mounding in a confined aquifer or an
unconfined aquifer with constant thickness resulting from recharge in a
rectangular area (irregular spacing).

DESCRIPTION:

This model is based on the linearized Boussinesq equation for two-dimensional horizontal
flow in a homogeneous, isotropic unconfined aquifer using the Glover (1960) solution for
mounding resulting from a continuous recharge from a rectangular surface basin. It also
uses the Hantush (1967) method of linearizing transmissivity (as modified by Warner et al.
1989) to include the effects of mounding on the average saturated thickness at the point of
interest. The governing equation is formulated in an orthogonal coordinate system with its
origin in the center of the recharge area. The aquifer is infinite in areal extent. Before
recharge starts, the aquifer is at rest at h=h ;. Once recharge is initiated, the aquifer is
under the influence of an uniform recharge rate W |, applied to the rectangular recharge
area at the surface. The base of the aquifer is taken as the reference level for hydraulic
head.

DEFINITION OF VARIABLES (confined aquifer):

Kp =10 hydraulic conductivity [ft/d]

h; = 200 initial hydraulic head [ft]

Wnh=1 recharge rate [ft/d]

S y " .001 storage coefficient

L x =500 width of recharge area in X-direction [ft]
L y - 500 width of recharge area in Y-direction [ft]

COMPUTATIONAL DATA:

calculation time: T =21 days tolerance: TOL =1:10°

calculation distance from center of mound [ft]:

X-direction:

Jtotal = 25 number of calculation points on X-axis ji=0.Jtotal - 1

X, = READ(MND_EPA3)

Y-direction:
Ktotal =1 number of calculation points on Y-axis k = 0..Ktotal — 1
stepy = 10 starty = 0
Y, = starty + k-stepy y = starty ,starty + stepy .. starty + (Ktotal — 1)-stepy



OPERATION EXPRESSIONS AND EQUATIONS:

Mounding solution for rectangular basin according to Glover (1960):

LN _ Wnh; W
Sy 28 s,

Mounding above initial water table [ft]:

rT _ .
c
L L
h g(x,y) =y erf 2 | erf 2 dt
A/4a<TCfT A/4a<chr
L L
x_ X y,J
+ | -erf 2 + | -erf 2
4-a-<chr> 4a<chr>
Jo ) -
Final position of water table [ft]: H g(x,y) =hi+h g(x,y)

Mounding solution for rectangular basin according to Hantush (1967) including
saturated thickness correction as discused by Warner et al. (1989):

c
L L L L
— X x Xy y+y Y7y
Zy(x,y) =B erf + erf 2 -| erf + erf 2 dt
AN4-a-T AN4-a-T N4-a-T N4-a-T
0

Mounding above initial water table [ft]: hw(x,y) =-h;+ Jh iz +Zw(Xx,y)
Final position of water table [ft]: Hw(X,y) =hj+hy(x,y)

Deviation between solutions: dh(x,y) =h g(x,y) - h(x,y)
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RESULTS:

Mounding for 21 days
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For T .=21 days

water table water table
mounding [ft] mounding [ft] distance from center elevation [ft] elevation [ft]
(Warner et al.) (Glover) of recharge area [ft] (Warner et al.) (Glover)
h w(%,0) hg<xj,0> X, Hw(X,0) Hg<xj,0>
68.43 80.13 0 268.43 280.13
67.49 78.87 100 267.49 278.87
64.55 74.96 200 264.55 274.96
57.54 65.82 350 257.54 265.82
50.67 57.09 550 250.67 257.09
43.72 48.5 850 243.72 248.5
37.39 40.88 1250 237.39 240.88
31.76 34.28 1750 231.76 234.28
27.5 29.39 2250 227.5 229.39
24.1 25.55 2750 224.1 225.55
21.27 22.4 3250 221.27 222.4
18.86 19.75 3750 218.86 219.75
16.77 17.47 4250 216.77 217.47
14.96 15.52 4750 214.96 215.52
13.36 13.81 5250 213.36 213.81
11.94 12.3 5750 211.94 212.3
10.67 10.96 6250 210.67 210.96
9.02 9.22 7000 209.02 209.22
7.19 7.32 8000 207.19 207.32
5.71 5.79 9000 205.71 205.79
451 4.56 10000 204.51 204.56
3.55 3.58 11000 203.55 203.58
2.77 2.79 12000 202.77 202.79
2.14 2.15 13000 202.14 202.15
1.65 1.65 14000 201.65 201.65

References:

Glover, R.E. 1960. Mathematical Derivations as Pertain to Groundwater Recharge. Agric.
Res. Service, USDA, Ft. Collins, Colorado.

Hantush, M.S. 1967. Growth and Decay of Groundwater Mounds in Response to Uniform
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