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Computer Protection Program

CPP Completes Deployment of New Internal Monitoring Systems

The Computer Protection Program completed its deployment of a number of new monitoring technologies designed to provide additional visibility inside the local area network.  Netflow data is being captured from network routing infrastructure and fed, via custom designed software, to the Bro intrusion detection system.  This technology allows for early detection of stealthy attackers who use a single compromised machine to launch attacks against other internal systems.  Nearly 1,000 UNIX systems at LBNL now log to a central syslog server, which replicates local system logs, and automatically detect and block attackers trying to brute-force passwords.  
Contact: Dwayne Ramsey, 510/495-2971, DGRamsey@lbl.gov
Website: http://www.lbl.gov/cyber
Computer Protection Program Meets Training Goals
For the first time this year, an annual computer security refresher course was required of all employees at LBNL.  Previously, this training had been integrated into a security awareness survey.  LBNL's contract with DOE set a target of 80 percent of specifically targeted organizations trained in our first year.  LBNL easily met and exceeded this milestone, successfully training 84 percent of all employees over the last four months.  
Contact: Dwayne Ramsey, 510/495-2971, DGRamsey@lbl.gov
Website: http://www.lbl.gov/cyber
Institutional Systems
New Web-based Procurement System in Production 

In early July, the new web-based procurement system called eBuy, which uses PeopleSoft eProcurement and XML technology, was rolled out to the entire Lab. Similar to Amazon.com, this system puts requisitioning capability onto the desktops of staff members, integrating and automating requisitions, purchase orders, invoices, and payments.  The initial rollout focused on office supplies, extending into a pilot for industrial and computer supplies planned for September.
Contact: Rich Nosek, 510/486-6192, RDNosek@lbl.gov
New Funds Management System in Production

IT successfully implemented the Funds Management phase of the new Budget and Planning System in late August. This initial rollout provides the Lab with its first-ever fully integrated Funds Management System. Using PeopleSoft technology and advanced Cognos reporting tools, this system replaces shared Excel spreadsheets and provides LBNL business analysts with real-time comparisons between costs and authorized funding levels.  

Contact: Rich Nosek, 510/486-6192, RDNosek@lbl.gov
Gelco Travel System Upgrade Complete

The upgrade from Gelco 8.1 to version 9.0 was completed in May.  The new improved version requires fewer screens, and is more intuitive and easier to understand.

Contact: Rich Nosek, 510/486-6192, RDNosek@lbl.gov
Email Improvement Project Underway

The Lab’s IMAP email server and storage consolidation project migrated all of its email accounts to the new SAN, allowing IT to increase the mail storage quota for customers to 1GB. Another new SAN will be a mirrored email system located at UC Davis, which is the Lab’s disaster recovery site.  New email gateway appliances are being purchased and planned to be in production by the end of the calendar year, and a new Veritas backup system is now fully operational.

Contact: Mark Rosenberg, 510/486-6708, MLRosenberg@lbl.gov
BRS Released 

The BLIS Reporting System (BRS) is a decision-support reporting environment that provides an easy-to-use web interface for generating  financial and HR reports from the enterprise data warehouse and source systems.  It is a custom user interface built on top of the Cognos reporting toolset. Piloted to a select group of users in May, the number of BRS users is now about 130 and growing. This system is actively being developed and enhanced with several new releases planned in the future.
Contact: Vik Bhatia, 510/486-5038, VBhatia@lbl.gov
PeopleSoft Human Resources Management System Version 8.9 Upgrade 

The upgrade of PeopleSoft Human Resources Management modules from version 8.3 to 8.9 is progressing well, despite delays in hiring consultants. Since May, the team has completed four upgrade passes. The eRecruitment module was re-written in this release and has proven to be most challenging. The project is on schedule for completion in November.

Contact: Daisy Guerrero, 510/486-4013,  DCGuerrero@lbl.gov
Facilities and Financial Systems Integration   
Since the majority of the cost related components for the MAXIMO work orders are recorded in the Financial Management System, it was challenging for the Facilities Division users get the sufficient amount of details from MAXIMO. To meet this need, IT developed and deployed a set of programs to bring the data related to the costs incurred against the work orders into MAXIMO, which proved very useful to Facilities. IT re-tuned the MAXIMO Enterprise Adapter (MEA) to seamlessly synchronize information between MAXIMO and other application systems, including PeopleSoft Financials 8.8.  MAXIMO e-Query was also developed and implemented. 
Contact: Pankaj Bhide, 510/486-4681, PBhide@lbl.gov
Infrastructure


10 Gig Upgrades

LBNL's Wide Area Network connection is provided by ESnet, a DOE Office of Science high speed network similar in scale to Internet2 that is managed by LBNL's Computing Research Division for the entire scientific community. ESnet's connectivity to the Lab increased from 1G to 10G earlier this year with the introduction of the Bay Area Metropolitan Area Network.  The first upgrade phase will be connecting LBNL to ESnet at 10G, followed by upgrades of the core routers to 10G over the next fiscal year, and then upgrades to buildings and certain systems over the next two years.

Contact: Linda Smith, 510/486-4440, LKSmith@lbl.gov
UNIX and Windows Platforms, Security Updated
The standardization of specifications for IT’s server configurations and security controls for Unix and Windows platforms was completed. Symantec Anti-Virus version 10 was rolled out and the administration of production firewalls was consolidated. 


Contact: Greg Balin, 510/495-2950, GBalin@lbl.gov
Hardware Installed at UC Davis Disaster Recovery Site

IT began the installation of hardware at our UC Davis disaster recovery site. Currently, IT has an email gateway and remote access control server installed.

Contact: Greg Balin, 510/495-2950, GBalin@lbl.gov
User Support

Workstation Standardization and Centralization Update

The rollout of Workstation Standardization and Centralization (WSC) to the Lab’s Operations staff continues. A baseline measurement of the Total Cost of Ownership (TCO) for FY05 was calculated using Gartner’s TCO model.  
Contact: Rosemary Lowden, 510/495-2426, RALowden@lbl.gov
Website: http://wsc.lbl.gov/index.html
Computer Configuration Management System

Over 1,500 Windows systems have been electronically inventoried. Nearly half of them have a DOE asset tag number written to the registry of each computer. This will assist with property management as well as planning for preventive maintenance of IT managed computers. A successful prototype of a property self audit capability (validated by electronic inventory data, where available) is now leading to a possible Labwide rollout in order to reduce the costs of physical inventories.  The Computer Configuration Management System is entering its second year and can now provide automated replenishment forecasts for managed systems.

Contact: Charlie Verboom, 510/486-6134, CEVerboom@lbl.gov or Jeff Willer, 510/486-8624, JRWiller@lbl.gov

Website: http://www.lbl.gov/IT/WSC/projects.html
Scientific Cluster Support Program Expands
The use of Linux cluster computing for scientific research continues to grow at a steady pace.  Two large clusters--a Dell 296 Intel processor Infiniband at the new Molecular Foundry Nanoscience facility and a Dell 388 Intel processor Infiniband for Geophysics and Geochemistry applications—are now in full production. Meanwhile, a 20 processor Infiniband cluster was built and installed for the Earth Sciences Yucca Mountain project, and a 48 processor Myrinet cluster was built and installed for the Accelerator and Fusion Research Division.

Contact: Gary Jung, 510/486-4894, GMJung@lbl.gov
Website: http://scs.lbl.gov/
Active Directory Deployment Reaches 90% of Windows Desktops
LBNL has focused on ensuring that computers are members of the Windows Active Directory, even if users are not.  This allows computers to receive consistent patching, security templates, and firewall rules without significantly altering the behavior of the system, or requiring users to give up very much administrative control over their systems. The deployment of these features has now reached over 90 percent of Windows desktops at LBNL.
Contact: Rosemary Lowden, 510/495-2426, RALowden@lbl.gov
Website: http://www.lbl.gov/IT/AD/
Active Directory Report Site Added

A new Active Directory Report site adds inventory data to that captured from almost 2,800 Windows systems by virtue of domain membership. Firewall, security templates, estimated location of the physical unit (using subnet information), software and hardware components, and Active Directory deployed policy are all displayed in graphical as well as tabular format.


Contact: Charlie Verboom, 510/486-6134, CEVerboom@lbl.gov
Office of the CIO

Cyber Team from DOE Gave LBNL High Ratings
A team from the Office of Science conducted a large-scale review of the Lab's cyber security programs in early June that included full scale penetration testing of all LBNL systems, and social engineering attacks against LBNL employees. The team noted the Lab's accomplishments and recommended a number of improvements. Mike Robertson, the Office of Science's cyber manager, said Berkeley Lab has an impressive cyber

security culture, ranking it number one among all DOE labs in this area.
Contact: Dwayne Ramsey, 510/495-2971, DGRamsey@lbl.gov
Website: http://www.lbl.gov/IT/Security/
PAGE  
1

