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1. Introduction
1.1. Background

CODATA, the Committee on Data for Science and Tech-
nology, was established in 1966 as an interdisciplinary com-
mittee of the International Council for Science (ICSU), for-
merly the International Council of Scientific Unions. It seeks
to improve the quality, reliability, processing, management,
and accessibility of data of importance to science and tech-
nology.

The CODATA Task Group on Fundamental Constants
was established in 1969. Its purpose is to periodically pro-
vide the scientific and technological communities with a self-
consistent set of internationally recommended values of the
basic constants and conversion factors of physics and chem-
istry based on all of the relevant data available at a given
point in time. The first such set was published in 1973 (CO-
DATA, 1973; Cohen and Taylor, 1973) and the second in
1986 (Colhen and Taylor, 1986; Cohen and Taylor, 1987).
This paper gives the third such set together with a detailed
description of the 1998 adjustment of the values of the subset
of congtants on which it is hased. T.ike its 1986 predecessor,
the 1998 set of recommended values is available on the
World Wide Web at physics.nist.gov/constants.

The 1973 CODATA adjustment, and to some extent that
of 1986, built on the 1969 adjustment of Taylor, Parker, and
Langenberg (1969), which in turn built on the 1965 adjust-
ment of Cohen and DuMond (1965). Adjustments carried out
in the 1950s include those of Bearden and Thomsen (1957)
and of Cohen et al. (1955). The origin of such endeavors is
the pioneering analysis of the values of the constants carried
out in the late 1920s by Birge (1929). [Birge (1957) later
made insightful observations concerning the evaluation of
the constants based on 30 years of experience.] Viewed from
this perspective, the 1998 adjustment is simply the latest in a
continuing series that began 70 years ago.

The 1986 CODATA adjustment took into consideration all
relevant data available by 1 January 1986. Since that closing
date, a vast amount of new experimental and theoretical
work has been completed. The relative standard uncertainties
(that is, relative estimated standard deviations—see Sec. 1.3)
of the results of this new work range from about 2% 1073 for
measurements of the Newtonian constant of gravitation, to
3.4X 10713 for a measurement of the frequency of the 1S-2S
transition in hydrogen, to essentially zero uncertainty for the
analytic calculation of the sixth-order term in the theoretical
expression for the magnetic moment anomaly of the electron.

The impact of the new results reported between the clos-
ing date of the 1986 adjustment and mid-1990 on the 1986
recommended values was examined in a status report by
Taylor and Cohen (1990). They found that, in general, the
new results would have led to new values of most of the
constants with standard uncertainties one-fifth to one-seventh
of the standard uncertainties assigned the 1986 values, and
that the absolute values of the differences between the 1986
values and the new values would have been less than twice
the assigned uncertainties of the earlier values. The reduction
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in the 1986 uncertainties was mainly due to three new re-
sults: a value of the fine-structure constant « obtained from
the electron magnetic moment anomaly, a value of the
Planck constant & obtained from a moving-coil watt balance
experiment, and a value of the molar gas constant R obtained
from a measurement of the speed of sound in argon.

Because of the major role that these three additional data
would play in determining the values and uncertainties of the
constants in any future adjustment, Taylor and Cohen sug-
gested that before a new adjustment was carried out, more
data should be in hand that provide a value of a, of i, and of
R with an uncertainty comparable to that of the correspond-
ing new value and that corroborates it. Although only a value
of h that meets this criterion has become available since their
report, the CODATA Task Group has decided that, because
the 1986 set is some 13 years old and because the data al-
ready in hand can yield values of the constants with signifi-
cantly reduced uncertainties, it is time to provide a new set
of recommended values. '

Because data that influence our knowledge of the values of
the constants become available nearly continuously, and be-
cause of the modern and highly beneficial trend of having
new information immediately and widely available on the
Web, the Task Group has also decided that 13 years between
adjustments is no longer acceptable. In the future, by taking
advantage of the high degree of automation incorporated by
the authors in the 1998 adjustment, CODATA will issue a
new set of recommended values at least every 4 years, and
more frequently if a new result is reported that has a signifi-
cant impact on the values of the constants. This paper has
been written with this new approach in mind; we have at-
tempted both to structure it and to include sufficient detail to
allow future adjustments to be understood with only a dis-
cussion of new work.

It should be recognized that carrying out an adjustment
provides two important results. The obvious one is a self-
consistent set of recommended values of the basic constants
and conversion factors of physics and chemistry; the less
obvious one is an analysis of the broad spectrum of experi-
mental and theoretical information relevant to the constants.
In general, such an analysis may uncover errors in theoretical
calculations or experiments, will reevaluate uncertainties so
that all are expressed as standard uncertainties, may identify
inconsistencies among results and weaknesses in certain ar-
eas, possibly stimulating new experimental and theoretical
work, and will summarize a large amount of rather diverse
information in one place.

It has long been recognized that a significant measure of
the correctness and over-all consistency of the basic theories
and experimental methods of physics is the comparison of
the values of the constants as obtained from widely differing
experiments. Nevertheless, throughout this adjustment, as a
working principle, we assume the validity of the physical
theory that underlies it including special relativity, quantum
mechanics, quantum electrodynamics (QED), the standard
model of particle physics, combined charge conjugation, par-
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ity inversion, and time-reversal (CPT) invariance, and—as
discussed in Sec. 2.4—the theory of the Josephson and quan-
tum Hall effects, especially the exactness of the relationships
between the Josephson and von Klitzing constants and the
elementary charge ¢ and Planck constant /.

1.2. Units, Quantity Symbols, Numerical Values,
Numerical Calculations ‘

We generally use in this paper units of the International
System of Units, universally abbreviated SI from the French
name Systéme International d’Unites. Detailed descriptions
of the SI, which is founded on seven base units—the meter
(m), kilogram (kg), second (s), ampere (A), kelvin (K), mole
(mol), and candela (cd)—are given in a number of pubhca-
tions (BIPM, 1998; Taylor, 1995).

We also generally employ symbols for quantities recom-
mended by the International Organization for Standardiza-
tion (ISO), the International Electrotechnical Commission
(IEC), the International Union of Pure and Applied Chemis-
try (TUPAC), and the International Union of Pure and ‘Ap-
plied Physics (ITTPAP) (ISO, 1993h: TRC, 1992; Mills et al
1993; Cohen and Giacomo, 1987). Following the recommen-
dations of these bodies, unit symbols are printed in roman
(upright) type and quantity symbols in italic (sloping) type.
A subscript or superscript on a quantity symbol is in roman
type if descriptive, such as the name of a person or a particle,
and the subscript or superscript is in italic type if it repre-
sents a quantity, a variable, or an index that represcuts au
integer.

The value of a quantity is expressed as a number times a
unit. Formally, the value of quantity A can be written as A
={A}-[A], where {A} is the numerical value of the quantity
A when A is expressed in the unit [A] (ISO, 1993b). The
numerical value {A} can therefore be written as {A}
=A/[A], where A/[A] is interpreted to mean the ratio of
quantity A to a quantity of the same kind with the value
1[A]. An example of this notation is 1eV=(e/C) J~1.60
X 1071J, where e/C is the numerical value of the elemen-
tary charge e when e is expressed in the SI derived unit the
coulomb, symbol C.

Occasionally the reader may find that the stated result of a
calculation involving several quantities differs slightly from
the result one would obtain using the values of the quantities
as given in the text. This is because values of quantities are
presented with a number of significant figures appropriate to
their associated standard uncertainties (see the following sec-
tion), whereas the calculations are in general performed with
values having more significant figures in order to minimize
rounding error.

1.3. Uncertainties

Because the uncertainty assigned to a datum determines its
level of agreement with other values of the same quantity as
well as its weight in a least-squares adjustment, uncertainty
evaluation is of critical importance.

1719

In evaluating and expressing the uncertainty to be associ-
ated with a result obtained either by measurement or calcu-
lation, we follow to a great extent the philosophy, terminol-
ogy, and notation of the Guide to the Expression of
Uncertainty in Measurement published by ISO in the name
of seven international organizations, including TUPAC and
TUPAP (ISO, 1993a). [A concise summary is also available
(Taylor and Kuyatt, 1994).] '

The basic approach described in the Guide is straightfor-
ward and has been used in the field of precision measure-
ment and fundamental constants for many years. The stan-
dard uncertainty u(y) (or simply u) of a result y is taken to
represent the estimated standard deviation (the square root of
the estimated variance) of y. If the result y is obtained as a
function of estimated values x; of other quantities, y .
=f(xy, x5,...), then the standard uncertainty u(y) is ob-
tained by combining the individual standard uncertainty
components u(x;), and covariances u(x;, x;) where appro-
priate, using the law of propagation of uncertainty as given
in Eq. (F11) of Appendix F. [The law of propagation of
uncertainty is also called the ‘‘root-sum-of squares’’ (square
root of the sum of the squares) or rss method.] The relative
standard uncertainty of a result y, u(y) (or simply u,), is
defined by u,(y)=u(y)/|y}, if y#0, with an analogous defi-
nition for individual components of uncertainty.

Further, the evaluation of a standard uncertainty by the
statistical analysis of series of observations is termed a Type
A evaluation, while an evaluation by means other than the
statistical analysis of series of observations is termed a Type
B evaluation. A Type A evaluation of standard uncertainty is
one based on any valid statistical method for treating data,
while a Type B evaluation is usually based on scientific
judgment using all the relevant information available and an
assumed probability distribution for the possible values of
the quantity in question.

As part of our review of the data for the 1998 adjustment,
we carefully consider the uncertainty assigned to each result
in order to ensure that it has been properly evaluated and that
it represents a standard uncertainty. We clearly indicate in
the text those cases where we have had to alter an uncer-
tainty originally assigned by an author, either because of our
reevaluation or our application of additional corrections. We
also pay careful attention to correlations among the data,
calculating covariances and the corresponding correlation
coefficients whenever deemed necessary based on Egs. (F7)
and (F12) of Appendix F. However, if the absolute value of
the correlation coefficient is less than about 0.01, the corre-
lation between those particular items is usually ignored be-
cause of its insignificant consequences.

In many cases involving theoretical expressions for quan-
tities it is necessary to evaluate the uncertainty due to terms
that are likely to exist bul arc not yet calculated. In such
cases we assign an uncertainty, based on experience with
similar theoretical expressions where terms are known, such
that the absolute value of the expected contribution of the
uncalculated terms has a probability of 68 % of being smaller
than the assigned uncertainty, and we assume that such the-
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oretical uncertainties may be treated on an equal footing with
statistically estimated standard deviations. The underlying
probability distribution is taken to be normal to the extent
that there is a 95 % probability that the absolute value of the
contribution of the uncalculated terms is smaller than twice
the assigned uncertainty. Further in regard to theoretical ex-
pressions for quantities, in cases where only some terms of a
given magnitude have been calculated while other terms that
are expected to be of similar magnitude or even larger have
not, we occasionally follow the practice of not including the
known terms and accounting for all omitted terms by means
of an appropriate standard uncertainty.

In presenting numerical data in the text, we follow (in
part) the general form that has become common in the pre-
cision measurement/fundamental constants field. That is, we
usnally write a result as, for example,

y=1234.56789(12)x 10~ °U [9.7x107%],

where U represents a unit symbol and the number in paren-
theses is the numerical value of the standard uncertainty of y
referred to the last figures of the quoted value. The number
in square brackets is the relative standard uncertainty of y.
(Note that we do not use ppm, ppb, and the like (0 express
relative standard uncertainties, because such symbols are not
part of the SI.) Although not always justified, uncertainties
are usually quoted with two-figure accuracy to limit round-
ing errors to an acceptable level. In general, numbers with
more than four figures on either side of the decimal point are
written with the figutres in groups of three counting from the
decimal point toward the left and right, with the exception
that when there is a single separated figure followed by a
two-figure standard uncertainty in parentheses, the single fig-
ure is grouped with the previous three figures. Thus we
write, for example, 1.234 5678(12). It should also be under-
stood that 12345.6(1.2) means that the standard uncertainty
of the figures 5.6 is 1.2. .

1.4. Data Categorization and Selection

In the past, the data entering a least-squares adjustment of
the constants were divided into two distinct categories: sto-
chastic input data and auxiliary constants. In general, sto-
chastic input data were those quantities whose values were
simultaneously adjusted, while auxiliary constants were
those quantities whose uncertainties were judged to be suffi-
ciently small, based on the magnitude of the uncertainties
and the way the quantities entered the adjustment, that they
could be taken as exact. In other words, if the auxiliary con-
stants were treated as stochastic data, their values would not
be significantly changed by the adjustment. The motivation
for this classification scheme was in part computational con-
venience (it reduces the number of ‘‘unknowns’’ in the ad-
justment and hence the size of the matrices that must be
inverted).

However, for the following reasons we abandon such cat-
egorization in the 1998 adjustment and treat essentially all
quantities on an equal footing. First, with modern computers

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999

P. J. MOHR AND B. N. TAYLOR

computational convenience is not a consideration. Secund,
dividing the data into these categories is somewhat arbitrary,
and not doing so ensures that all components of uncertainty
and correlations are taken into account. Finally, as discussed
in Sec. 1.1, it is the intention of the CODATA Task Group
on Fundamental Constants to issue sets of recommended val-
ues of the constants more frequently, and one of the purposes
of this paper is to establish the framework for doing so.
Treating all data in essentially the same way will provide
continuity between adjustments by avoiding changes in the
classification of quantities from one adjustment to the next.

On the other hand, in a few cases in the current adjustment
a constant that enters the analysis of input data is taken as a
fixed quantity rather than an adjusted quantity. An example
of the most extreme case is the Fermi coupling constant,
which is taken to have the fixed value given by the Particle
Data Group (Caso et al., 1998), because the data that enter
the current adjustment have a negligible effect on its value.
An intermediate case is where a quantity is in some contexts
taken as a variable and in others as fixed. For example, the
electron-muon mass ratio m./m, is taken as an adjusted
quantity in the theoretical expression for the muonium hy-
perfine splitting, but it is taken as a fixed quantity in the
calculation of the theoretical expression for the magnetic
moment anomaly of the electron a(th). The reason is that
a(th) depends so weakly on m./m,, that the particular value
used is unimportant. Consistent with these examples, we
only omit the dependence when it is of no consequence,
However, in the intermediate cases, rather than use arbitrary
values for the fixed constants, we effectively use the 1998
recommended values by iterating the least-squares adjust-

“ment several times and replacing the fixed values by the

adjusted values after each iteration.

As in the 1986 adjustment, the initial selection of the data
for the 1998 adjustment is based on two main criteria: the
date on which the result became available and its uncer-
tainty.

Any datum considered for the 1998 adjustment had to be
availablc by 31 Dccember 1998. As noted in Sce. 1.1, data
that influence our knowledge of the values of the constants
become available nearly continuously, and it is never a
straightforward task to decide when to carry out a new ad-
justment. Rather than delay the completion of the current

* adjustment until a particular experiment or calculation is

completed, the above closing date was established with the
knowledge that, based on the new schedule for adjustments
(see Sec. 1.1), changes in the recommended values of the
constants that might result from the completion of work cur-
rently underway could be taken into account within 2 years.
A datum was considered to have met the 31 December 1998
closing date, even though not yet reported in an archival
journal, as long as a detailed written description of the work
was available and allowed a valid standard uncertainty to be
assigned to the datum.

As in the 1986 adjustment, each datum considered for the
1998 adjustment had to have a standard uncertainty u suffi-
ciently small that its weight w=1/u® was nontrivial in com-



CODATA RECOMMENDED VALUES

parison with the weight of other directly measured values of
the same quantity. This requirement means that in most cases
a result was not considered if its standard uncertainty was
more than about five times the standard uncertainty of other
similar results, corresponding to a weight smaller by a factor
of less than 1/25. However, a datum that meets this criterion
may still not be included as a final input datum if it affects
the adjustment only weakly.

This “‘factor-of-five rule’’ accounts for the fact that an
experiment that determines the value of a particular quantity
with a valid uncertainty one-fifth to one-tenth of the uncer-
tainty achieved in another experiment is necessarily qualita-
tively different from the other experiment. In particular, it
must be assumed that the more accurate experiment achieved
its significantly reduced uncertainty because it was designed
and carried out in such a way that systematic effects at a
level of only marginal concern in the less accurate experi-
ment were carefully investigated.

In a number of cases, a particular laboratory has reported
two or more values of the same quantity obtained from simi-
lar measurements carried out several years apart, with the
most recent value having a smaller uncertainty due to im-
proVements 1n apparatus and technique. Because of the many
factors common to the results, such as personnel, method,
equipment, and experimental environment, they cannot be
viewed as fully independent. Hence, unless there are special
circumstances (duly noted in the text), we adopt the general
policy that the latest result, which is usually the most accu-
rate, supersedes the earlier results of the same laboratory.

1.5. Data Evaluation Procedures

In the 1986 adjustment, the data were analyzed using two
extended least-squares algorithms that were designed to in-
corporate information on the reliability of the initial standard
uncertainty u assigned to each input datum. This information
was quantitatively represented by v, the effective degrees of
freedom associated with u; it was calculated from the
Welch—Satterthwaite formula and the effective degrees of
freedom of each component of uncertainty that contributed
to u. In these calculations, the effective degrees of freedom
of each Type B component of uncertainty was somewhat
arbitrarily taken to be 1. This generally led to a compara-
tively small effective degrees of freedom for each datum.

We have taken the opportunity of the 1998 adjustment to
review the idea of trying to quantify the ‘‘uncertainty of an
uncertainty’’ and of using the result of such quantification in
a modified least-squares algorithm. After due consideration,
we have been forced to conclude that while such an attempt
may seem attractive initially, it is virtually impossible to
implement in a meaningful way. This conclusion was
reached as a consequence of our detailed review of literally
hundreds of experimental and theoretical results relevant to
the fundamental constants, a review which has extended over
nearly a 4 year period and has involved well in excess of
1000 email exchanges with both experimentalists and theo-
rists in aneffort to understand and evaluate the uncertainties
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of results. Simply stated, because of the complexity of mea-
surements and calculations in the field of fundamental con-
stants, it is difficult enough to evaluate the uncertainty of a
result in this field in a meaningful way, let alone the ‘‘uncer-
tainty”’ of that uncertainty. We have therefore not calculated
a value of v for any input datum and use the standard least-
squares algorithm in our data analyses.

In further support of our approach, we make the following
three observations:

First, although carrying out Type B evaluations of uncer-
tainty is rarely easy, it is our experience that such evaluations
are usually done reliably for known effects. The difficulty
with an experiment or theoretical calculation most often
arises from an unrecognized effect, that is, an effect for
which no component of uncertainty has been evaluated be-
cause its existence was not realized. Trying to assign an ‘‘un
certainty to an uncertainty’’ based only on known compo-
nents of uncertainty is not necessarily reliable.

Second, as emphasized by one of the CODATA Task-
Group-members, if there are doubts about the reliability of
an initially assigned uncertainty, then one should use the
information on which the doubts are based to reevaluate it
(which in most cases means increasing the uncertainty) so
that the doubts are removed. In short, all available informa-
tion should be used in the evaluation of components of un-
certainty.

The third and final observation concems the possibility of
including a margin of safety in the recommended values of
the constants as is sometimes suggested. In particular, shoutd
the uncertainty of the values include an extra component so
that they are ‘‘certain’’ to be correct? We do not include
such an extra component of uncertainty, but rather give the
best values based on all the available information, which in
some cases means relying on the validity of the result of a
single experiment or calculation. This approach, which is
consistent with a view expressed earlier by one of the authors
(Taylor, 1971), provides a faithful representation of our cur-
rent state of knowledge with the unavoidable element of risk
that that knowledge may include an error or oversight.

1.6. Outline of Paper

The remainder of the paper is organized as follows: Sec-
tion 2 deals with special quantities and units such as the
speed of light in vacaum c, the unified atomic mass unit u,
the conventional values of the Josephson and von Klitzing
constants Kj_ogy and Rg_gy, and the conventional electric
units that they imply.

Section 3 and Appendices A-D are the most critical por-
tions of the paper because they are devoted to the review of
all the available data that might be relevant to the 1998 ad-
justment. This includes theoretical expressions for bound-
state corrections to magnetic moments (Sec. 3.3.2), energy
levels of the hydrogen atom (Appendix A), the magnetic
moment anomalies of the electron and muon a. and a,, (Ap-
pendices B and C), and the ground-state hyperfine splitting
in muonium Awvyy, (Appendix D).
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TABLE 1. Some exact quantities relevant to the 1998 adjustment.

Quantity Symbol

Value

speed of light in vacuum ¢, o
magnetic constant . o

electric constant €
molar mass of 12C M(*C)
conventional value of Josephson constant K 9
conventional value of von Klitzing constant Ryg_..gy

299792458 ms™!

41X 107" NA2=12.566370614... 107" N A2
(poc?)"1=8.854187817... X10"2Fm™

12x 1073 kg mol ™!

483597.9GHz V™!

25 812.807 Q

The experimental data include relative atomic masses of
various atoms, transition frequencies in hydrogen, magnetic
moment ratios involving various atomic particles such as the
electron and muon, values of Avy,, shielded gyromagnetic
ratios involving the proton and the helion (nucleus of the *He
atomy), values of the Josephson and von Klitzing constants K|
and Ry, the product K7Ry, the {220} lattice spacing of sili-
con dyy, the quotient h/mdqyg (m,, is the neutron mass), the
Faraday and molar gas constants, and the Newtonian con-
stant of gravitation.

In order to keep this paper to an acceptable length, theo-
retical calculations and experiments are described only in
sufficient detail to allow the reader to understand our treat-
ment of them and the critical issues involved, if any. It is left
to the reader to consult the original papers for additional
details and to understand fully the difficulty of experimen-
tally determining the value of a quantity with a relative stan-
dard uncertainty of 1X 10~ (one part in 100 million), or of
calculating a fractional contribution of 1X107? to the theo-
retical expression for a quantity such as Avy,.

There is nothing special about the order in which the ma-
jor categories of data are reviewed. It was selected on the
basis of what seemed reasonable to us, but-a different order-
ing could very well have been chosen. Similarly, there is
nothing special about the order in which we review measure-
ments of the same quantity from different laboratorics. Fac-
tors that influenced our ordering choice in any particular case
include the uncertainty quoted by the experimenters, the date
the result was published, and the alphabetical order of the
laboratories.

To avoid confusion, we identify a result by its year of
publication rather than the year the result became available.
For example, if a result was given at a meeting in 1988 but
the publication date of the paper formally reporting the result
is 1990, the date used in the result’s identification is 1990
rather than 1988.

Section 4 gives our analysis of the data. Their consistency
is examined by first comparing directly measured values of
the same quantity, and then by comparing directly measured
values of different quantities through the values of a third
quantity such as the fine-structure constant « or Planck con-
stant / that may be inferred from the values of the directly
measured quantities. The data are then examined using the
standard method of least squares, which is described in Ap-
pendix E, and based on this study the final input data (in-
cluding their uncertainties) for the 1998 adjustment are de-
termined.
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Section 5 gives, in several tables, the 1998 CODATA rec-
ommended values of the basic constants and conversion fac-
tors of physics and chemistry. Included among the tables is
the covariance matrix of a selected group of constants, the
utilization of which, together with the law of propagation of
uncertainty, is reviewed in Appendix F. The tables are fol-
lowed by a summary of how the 1998 recommended values
are obtained from the values of the subset of constants re-
sulting from the least-squares fit of the final input data.

Section 6 concludes the main text with a comparison of
the 1998 set of recommended values with the 1986 set, a
discussion of the implications of some of the 1998 recom-
mended values, the outlook for the future based on work
currently underway, and suggestions for future work.

2. Special Quantities and Units

Some special quantities and units that are relevant to the
1998 adjustment are reviewed in the following sections.
Those special quantities with exactly defined numerical val-
ues are given in Table 1.

2.1. Speed of Light in Vacuum ¢ and Realization of
the Meter

The current definition of the umnit of length in the SI, the
meter, was adopted by the 17th General Conference on
Weights and Measures (CGPM, Conférence Générale des
Poids et Mesures) in 1983. It reads (BIPM, 1998) ‘“The
meter is the length of the path traveled by light in vacuum
during a time interval of 1/299 792458 of a second.’” This
definition replaced the definition adopted by the 11th CGPM
in 1960 based on the krypton 86 atom, which in turn re-
placed the original definition of the meter adopted by the 1st
CGPM in 1889 based on the international Prototype of the
meter. As a consequence of the 1983 definition, the speed of
light in vacuum c¢ is now an exact quantity:

¢=299792 458 m/s. 1)

A number of the experiments relevant to the 1998 adjust-
ment of the constants require an accurate practical realization
of the meter. The three ways to realize the meter recom-
mended by the International Committee for Weights and
Measures (CIPM, Comité International des Poids et
Mesures) are (BIPM, 1998) (a) by means of the length I
traveled by electromagnetic waves in vacuum in a time ¢
using the relation /=c ¢; (b) by means of the wavelength in
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vacuum A of a plane electromagnetic wave of frequency f
using the relation A=c/f; and (c) by means of one of the
“CIPM recommended radiations and its stated wavelength or
stated frequency. The CIPM published its first list of recom-
mended values of specified radiations in 1983 (called ‘‘Mise
en Pratique of the Definition of the Meter’’), and subse-
quently issued an improved and extended Mise en Pratique
in 1992 and again in 1997 (Hudson, 1984; Quinn, 1993;
BIPM, 1998).

For experiments requiring the accurate measurement of a
length, except for those related to the determination of the
Rydberg constant, the changes in the recommended values
from one Mise en Pratique to the next are well below the
uncertainties of the experiments and need not be taken into
account. In the case of the Rydberg constant, the changes
would need to be taken into account in analyzing data that
span the changes in recommended values. However, as dis-
cussed in Sec. 3.2, the older data are no longer competitive,
and in the newer experiments the frequencies of the relevant
lasers used were determined in terms of the SI definition of
the second based on the cesium atom. That definition is as
follows (BIPM, 1998): ‘“The second is the duration of
9192631770 periods of the radiation corresponding to the
transition between the two hyperfine levels of the ground
state of the cesium 133 atom.”

2.2. Magnetic Constant u, and Electric
Constant €,

The definition of the ampere, the unit of electric current in
the SI, reads (BIPM, 1998) ‘“The ampere is that constant
current which, if majntained in two straight parallel conduc-
tors of infinite length, of negligible circular cross section,
and placed 1 meter apart in vacuum, would produce between
these conductors a force equal to 2X 1077 N/m of length.”’

The expression from electromagnetic theory for the force
F per length [ between two straight parallel conductors a
distance d apart in vacuum, of infinite length and negligible
cross section, and carrying currents I; and I, is

F polily
1 2md - @
This expression and the definition of the ampere in combj-

nation imply that the magnetic constant u, also called the
permeability of vacuum, is an exact quantity given by

to=47X10""NA™?
=4mx10""Hm™?
=12.566370614...X10""N A2, (3)

Because the electric constant €p, also called the permittivity
of vacuum, is related to g by the expression ¢y— 1/pyc?, it
too is an exact quantity:

1
T 4wX10 TNA 2¢?

€n

=8.854187817...X 10" 2Fm™1, @)
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2.3. Electronvolt eV, Unified Atomic Mass Unit u,
and Related Quantities

The electron volt eV and the unified atomic mass unit u
are not units of the SI but are accepted for use with the SI by
the CIPM (BIPM, 1998). Energies and masses of atomic
particles are more conveniently expressed in eV and u than
in the corresponding. SI units of energy and mass, the joule
and the kilogram, and in the case of mass, with significantly
smaller uncertainties. _

One electronvolt is the kinetic energy acquired by an elec-
tron in passing through a potential difference of 1 V in
vacuum. It is related to the joule by

1eV=(e/C) J~1.60x10"¥7, )

where e is the elementary charge and e/C is the numerical
value of the elementary charge when expressed in the unit
Coulomb (see Sec. 1.2).

The unified atomic mass unit u is + times the mass
m(12C) of a free (noninteracting) neutral atom of carbon 12
at rest and in its ground state:

m( EZC)

—5— ~1.66X 10~ % kg, (6)

lu=m,=
where the quantity m, is the atomic mass constant.
The relative atomic mass A (X) of an elementary particle,
atom, or more generally an entity X, is defined by
m(X)
AX)=—=, ™

u

where m(X) is the mass of X. Thus A(X) is the numerical
value of m(X) when m(X) is expressed in u, and evidently
A(*C)=12 exactly. [For particles such as the electron e
and proton p, the symbol my rather than m(X) is used to
denote the mass. Further, for molecules the term relative mo-
lecular mass and symbol M (X) are used.]

The quantity ‘‘amount of substance’’ of a specified el-
ementary entity is one of the seven base quantities of the SI.
and its unit the mole, with symbol mol, is one of the seven
base units of the SI (BIPM, 1998). One mole is the amount
of substance n(X) of a collection of as many specified enti-
ties X as there are atoms in 0.012 kg of carbon 12, where it
is understood that the carbon atoms are free, neutral, at rest,
and in their ground state.

The molar mass M (X) is the mass of a collection of enti-
ties X divided by the amount of substance n(X) of the col-
lection. Clearly, the molar mass of free carbon 12 atoms at
rest. M(12C), is exactly

M(2C)=12x10"3 kgmol =12 M, ®)

where for convenience we introduce the molar mass constant
M, defined by

M,=10"3kgmol ™}, ©)
so that in general

MX)=AX)M,. (10)
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[Mills ez al. (1993) use M to represent 10~ 3 kgmol !, but
we believe that M, is preferable, because it does not require
a special font.]

The Avogadro constant Ny~6.02X 102 mol ™! is defined
as the quotient of the molar mass and atomic mass constants:

M
Na=3, (11)
u
or equivalently
N =@ (12)
AT m(X)

For a collection of L different types of free entities X,
X5, ..., X;, the total amount of substance of the collective
entity X is

L
n<x>=§1 n(X,), (13)
and '
_ n(X;)
x(X)= Y5l (14)

is the amount-of-substanice fraction (also called mole frac-
tion) of entity X;. The mean relative atomic mass of X is
given by

L
Ar(><>=l_=21 x(X) ALXy), (15)

and the mean molar mass is
M(X)=A(X)M,. (16)

An example relevant to Sec. 3.8 is the mean molar mass
M(Ag) of the silver atoms of a given sample containing the
two naturally occurring isotopes '’Ag and '®Ag. In this
case M(Ag)=A(Ag) M,, where

AlAg)=x(""Ag) A("TAg)+x('®Ag) A("PAg), (17)

nnd_ x(AAg)=n(AAg)/n(Ag) is thc amount-of-substance
fraction of the silver isotope of nucleon number (mass num-
ber) A.

2.4. Josephson Effect and Josephson Cdnstant
K;, and Quantum Hall Effect and von
Klitzing Constant Ry

This section briefly reviews two truly remarkable quantum
phenomena of condensed-matter physics known as the Jo-
sephson effect (JE) and quantum Hall effect (QHE), as they
relate to the fundamental physical constants.

2.4.1. Josephson Effect

It is now well known that the ac and dc Josephson effects
are characteristic of weakly coupled superconductors, for ex-
ample, a superconductor—insulator-superconductor (SIS)
tunnel junction, or a superconductor—normal metal-
superconductor (SNS) weak link {see, for example, the book
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by Likharev (1986)1. When such a Josephson device is irra-
diated with electromagnetic radiation of frequency f, usually
in the range 10 GHz to 100 GHz, its current vs. voltage
curve exhibits current steps at precisely quantized Josephson
voltages U;. The voltage of the nth step, where n is an
integer, is related to the frequency f by
n

Uyn)= FJ: . (18)
Here Kj is the Josephson constant, formerly called the Jo-
sephson frequency—voltage quotient, because it is equal to
the step number » times the quotient of the frequency and
voltage. [Note that, under certain circumstances, steps that
accurately obey Eq. (18) with » replaced by n= % may also
be observed (Geneves et al., 1993).]

An impressive body of experimental evidence has accu-
mulated since the Josephson effect was predicted nearly 40
years ago (Josephson, 1962) that clearly demonstrates that K
is a constant of naturc. For cxamplc, with diffcrent but small
uncertainties, Ky has been shown to be independent of ex-
perimental variables such as irradiation frequency and
power. current, step number, type of superconductor, and
type of junction [see Refs. 12-22 of Taylor and Witt
(1989)]. In one experiment (Tsai, Jain, and Lukens, 1983) it
was shown that Ky was the same for two SNS junctions
composed of different superconductors (biased on their n
=1 steps) to within the 2% 107! relative uncertainty of the
comparison. More recently, it was shown that K for a weak
link of the high T, ceramic superconductor YBa,Cu;07_ 5
was equal to Ky for a weak link of Nb to within the 5
X 107% relative uncertainty of the experiment (Tarbeyev
et al., 1991).

The theory of the JE predicts, and the experimentally ob-
served universality of K is consistent with the prediction,
that

2e
KJ=-17 ~483 598 GHz/V, (19)

where e 1s the elementary charge and 4 is the Planck con-
stant (Clarke, 1970; Langenberg and Schrieffer, 1971;
Hartle, Scalapino, and Sugar, 1971; Likharev, 1986). Some
arguments given for the cxactness of Eq. (19) arc based on
the quite general theoretical grounds of flux conservation
(Bloch, 1968; Bloch, 1970; Fulton, 1973).

In keeping with the experimental and theoretical evidence.
we assume for the purpose of the 1998 adjustment, as was
assumed for the 1969, 1973, and 1986 adjustments (see Sec.
1.1), that any correction to Eq. (19) is negligible compared to
the standard uncertainty of measurements involving K;. At
present this uncertainty is larger than 4X 1078 Ky, and it is
likely to be larger than 1X107° K for the foreseeable fu-
ture.

2.4.2. Quantum Hall Effect

1t is also now well known that the integral and fractional
quantum Hall effects are characteristic of a two-dimensional
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electron gas (or 2DEG) [see, for example, the book by
Prange and Girvin (1990)]. In practice, a 2DEG may be re-
alized in a high-mobility semiconductor device such as a
GaAs—-Al,Ga,; _ As heterostructure or a silicon-metal-oxide-
semiconductor field-effect transistor (MOSFET), of usual
Hall-bar geometry, when the applied magnetic flux density B
is of order 10 T and the device is cooled to a temperature of
order 1 K. Under these conditions, the 2DEG is fully quan-
tized and for a fixed current I through the device, there are
regions in the curve of Uy vs. B for a heterostructure, or of
Uy vs. gate voltage U, for a MOSFET, where the Hall volt-
age Uy remains constant as B or U, is varied. These regions
of constant Uy are called quantized Hall resistance (QHR)
plateaus.

In the limit of zero dissipation in the direction of current
flow, the QHR of the ith plateau Ry(Z). which is the quotient
of the Hall voltage of the ith plateau Uy(i) and the current /,
is quantized:

Uyx(i) Rg

Ry()=—F—=—, (20)

where i is an integer and Rk is the von Klitzing constant.
(The integer i has been interpreted as the filling factor—the
number of Landau levels fully occupied and equal to the
number of electrons per flux quantum threading the sample.
We confine our discussion to the integral QHE because, to
date, no experimental work on the fractional QHE is relevant
to the fundamental constants.) It follows from Eq. (20) that
the von Klitzing constant Ry is equal to the QHR of the ith
plateau times the plateau number, and hence is equal to the
resistance of the first plateau.

As with the Josephson effect, a significant body of experi-
mental evidence has accumulated since the discovery of the
QHE nearly 20 years ago (von Klitzing, Dorda and Pepper,
1980) that clearly demonstrates that R¢ as defined by Eq.
(20) is a constant of nature. To measure this constant accu-
rately, certain experimental criteria must be met. These cri-
teria are given in technical guidelines developed by the
CIPM’s Consultative Committee for Electricity and Magne
tism (CCEM, Comite Consultatif d’Electricité et Magnetism,
formerly Comité Consultatif d’Electricité or CCE) and pub-
lished by Delahaye (1989). Although the universality of Ry
has not yet been demonstrated to a level of uncertainty ap-
proaching that for the Josephson constant K, for dc currents
in the range 10 pA to 50 pA and for ohmic contacts to the
2DEG with resistances <1{), Jeckelmann, Jeanneret and In-
glis (1997) have shown Ry to be independent of device type,
device material, and plateau number within their experimen-
tal relative uncertainty of about 3.5X 1071, In particular,
these experimenters showed that the anomalous values of Ry
observed for certain Si MOSFETs are very likely due to the
resistances of the voltage contacts on the devices, and that
the universal value of Ry is found if all the criteria of the
CCEM technical guidelines are met. In addition, Jeanneret
et al. (1995) have shown that for a specially prepared set of
GaAs/AlGaAs heterostructures of widths that varied from 10
pm to 1 mm, Ry was independent of device width to within
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the 1X 10™? relative uncertainty of the measurements. [Tests
of the universality of Ry have also been carried out by other
researchers; see for example Refs. 28—34 of Taylor and Witt
(1989) and also Delahaye, Satrapinsky and Witt (1989);

Piquemal et al. (1991); Delahaye and Bournaud (1991);

Hartland et al. (1991).]
The theory of the QHE predicts, and the experimentally
observed universality of Ry is consistent with the prediction,

_ that

Ry=—=""~258130, 1)

e2

Hoc
2a
where as usual « is the fine-structure constant. There is a vast
literature on the QHE [see for example the bibliography
compiled by Van Degrift, Cage, and Girvin (1991) of impor-
tant papers of the 1980s]. In particular, there have been many
publications on the theory behind Eq. (21) and why it is
believed to be an exact relation, some of which invoke rather
general principles [see, for example, the books by Prange
and Girvin (1990), Stone (1992), and JanBen et al. (1994),
the papers for nonspecialists by Yennie (1987) and Watson
(1996), and the popular article by Halperin (1986)].

In analogy with the JE, in keeping with the experimental
and theoretical evidence, we assume for the purpose of the
1998 adjustment, as was assumed for the 1986 adjustment,
that any correction to Eq. (21) is negligible compared to the
standard uncertainty of experiments involving Ry . Currently
this uncertainty is larger than 2X 1073 Ry, and it is likely to
be larger than 1X 10™° Ry for the foreseeable future. Since
Mo and ¢ are exact constants in the SI, this assumption and
Eq. (21) imply that a measurement of Ry in the unit O with
a given relative standard uncertainty provides a value of «
with the same relative standard uncertainty.

It is of interest to note that Ry, a, and the characteristic
impedance of vacuum Zy=+uq/€y= poc~377Q are re-
lated by

Zo=2aRg. 22)

2.5. Conventional Josephson Constant K;_,
Conventional von Klitzing Constant Rx_g,
and Conventional Electric Units

It has long been recognized that the Josephson and quan-
tum Hall effects can be used to realize accurate and repro-
ducible representations of the (SI) volt and (ST) ohm (Taylor
et al., 1967; von Klitzing et al., 1980). In order to achieve
international uniformity in measurements of voltage and re-
sistance, on 1 January 1990 the CIPM introduced new rep-
resentations of the volt and the ohm for worldwide use based
on these effects and conventional (i.e., adopted) values of the
Josephson constant K and von Klitzing constant Ry {Quinn,
1989). These assigned exact values, denoted respectively by
Ky_gp and Ryg_gp, are

K]_.90= 483 597.9 GHz/V (233)
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They were derived by the CCEM of the CIPM from an
analysis of all the relevant data available by 15 June 1983
(Taylor and Witt, 1989). These data included measurements
of K; and Ry as well as other fundamental constants. The
goal was to select conventional values of the Josephson and
von Klitzing constants (within certain constraints) that were
as close to their SI values as possible so that the new volt and
ohm representations would closely approximate the volt and
the ohm.

For the purpose of the 1998 adjustment, we interpret the
CIPM’s adoption of K;_g9 and Rg_oq as establishing conven-
tional, practical units of voltage and resistance Vg and Qg
defined by

K;=483597.9GHz/Vy, (24a)

{Note that Vg, and Qg are printed in italic type in recogni-
tion of the fact that they are physical quantities.) The con-
ventional units Vgy and {2qq are related to the SI units V and
Q by

K;_
Voo= ;(190 v (252)
R
Q=5 X0, (25b)
K—-90

which follow from Egs. (23) and (24). _

The conventional units Vgq and Qg are readily realized in
the laboratory: 1 Vy is the voltage across the terminals of an
array of a large number of Josephson devices in series when
the product of the total number of steps n of the array and the
frequency f of the applied microwave radiation is exactly
4835979 GHz [see Eq. (18)]; and 1y, is exactly
i/25 812.807 times the resistance of the ith QHR plateau [see
Eq. (20)]. )

In practice, Vg, can be realized at the 1 V level with a
relative standard uncertainty of less than 1X10™%; and Qg
can be realized at the 1 () level with a relative standard
uncertainty that approaches 1X107°. Such a small uncer-
tainty for Vg is possible because of the development, begin-
ning in the mid-1980s, of series arrays consisting of some
20000 Josephson tunnel junctions on a single chip capable
of generating well in excess of 10 V [see, for example,
Hamilton, Burroughs, and Benz (1997); Popel (1992)]. The
above uncertainties for Vg and (299 have been demonstrated,
for example, through comparisons carried out by the Inter-
national Bureau of Weights and Measures (BIPM, Bureau
International des Poids et Mesures), of the Joscphson cffect
voltage standards and the quantum Hall effect resistance
standards of the national metrology institutes of various
countries with BIPM transportable versions of such stan-
dards [for JE voltage standards see for example Reymann
et al. (1998); Quinn (1996); Witt (1995); Quinn (1994); Rey-
mann and Witt (1993); and for QHE resistance standards see
Delahaye et al. (1997); Delahaye et al. (1996); Delahaye
et al. (1995)].
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Other conventional electric units follow directly from Vgq
and Q). Examples are the conventional units of electric
current and power, A gy= Vgo/Qqy and Weq= Vgol Qqy, which
are related to the ST units A and W by

K;_o0Rx-90
QO—WA (26a)
K7_9oRx-90
0= o (26b)
KjRy

Equation (26b) is noteworthy, because if one assumes Kj
=2e/h and Rg=h/e?, then

Woo_ KiooRi-o0
W 4

Since Kj_gp and Rg_gg have no uncertainty, an experimental
determination of the unit ratio Woy/W with a given uncer-
tainty determines the Planck constant # with the same rela-
tive uncertainty. This is the basis of the watt-balance mea-
surements of 4 discussed in Sec. 3.7.

It is evident that for a voltage U,

U UKy
Voo °° Voo K

That is, the numerical value of U when U is expressed in the
S1 unit V, is equal to the numerical value of U when U is
expressed in the conventional unit Vo, multiplied by the ratio
K;j_g/K;. Similar expressions apply to other electric quan-
titics; thosc of intcrcst here arc resistance R, current I, and
power P. To summarize,

h. - (27

U

(28)

U K9
U=— \Y% 29a)
Voo Ky (
r= 2 Rx (29b)
" Oy Ry
I Kj_goRx-00
I= -~ A (29¢)
P K% o Rg-
p=— I K0 (29d)

W90 K %R X

Throughout the 1998 adjustment we attempt to express all
electric-unit-dependent quantities in terms of conventional
electric units. However, in some experiments carried out
prior to 1990, an alternative value of K; was adopted to
define the laboratory unit of voltage Vi ,g. We denote such
values by Ky_j ap and apply appropriate factors to convert to
K;_gg. Turther, prior to 1990, no laboratory unit of resis-
tance was based on the conventional value of Rk, but in
most cases of interest the laboratory unit of resistance was
calibrated using the quantum Hall effect. That is, Ry is
known in terms of Qy g at the time of the experiment. On
the other hand, if a laboratory’s practical units of voltage and
resistance were based on artifact voltage and resistance stan-
dards such as standard cells and standard resistors with no
connection to the Josephson or quantum Hall effects, then
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we have, for example, in analogy with Eq. (29a), U
=(U/Vias)(Vias/V) V, where in general the ratio Vi zg/V
is not well known.

2.6. Acceleration of Free Fall g

The acceleration of free fall, or acceleration due to gravity
g, is of course not really a fundamental physical constant: its
fractional variation with height near the Earth’s surface is
—3X 1077 /m, its fractional variation from equator to pole is
about 0.5 %, and it can have significant fractional variations
over a day at a fixed location, for example, of order 2
%1077 at 40° latitude, due mostly to the varying influences
of the moon and sun. For reference purposes, a conventional
value called ‘‘standard acceleration of gravity’’ given by

=9.806 65 m/s* (30)

“has been adopted internationally (BIPM, 1998).

A number of experiments relevant to the 1998 adjustment,
for example the measurement of K ?RK using a watt balance
(see Sec. 3.7), require the determination of a force based on
the weight of a standard of mass and hence the value of g at
the site of the measurement. Fortunately, significant ad-
vances in the development of highly accurate, portable, and
commercially available absolute gravimeters have been
made in recent years [see, for example, Niebauer ¢t al
(1995) and Sasagawa et al. (1995)]. Such instruments allow
g to be determined at a given site with a sufficiently small
uncertainty that lack of knowledge of g is not a significant
contributor to the uncertainty of any experiment of interest in
the adjustment. Indeed, the two most recent international
comparisons of absolute gravimeters, carried out in 1994
(ICAG94) and in 1997 (ICAG97) at the BIPM and-organized
by Working Group 6 of the International Gravity Commis-
sion, show that g can be determined with' modern absolute
gravimeters with a relative standard-uncertainty of the order
of 4X1077 (Marson et al., 1995; Robertsson, 1999). Al-
though this uncertainty is negligible compared to the ap-
proximate 9 X 10~ 8 relative standard uncertainty of the most
accurate experiment that requires knowledge of g, namely,
the most recent measurement of K2Ry (see Sec. 3.7.2), the
uncertainty of g¢ may no longer be negligible if such experi-
ments achieve their anticipated level of uncertainty.

3. Review of Data

This portion of the paper reviews the experimental data
relevant to the 1998 adjustment of the values of the constants
and in some cases the associated theory reyuired for their
interpretation. As summarized in Appendix E, in a least-
squares analysis of the fundamental constants the numerical
data, both experimental and theoretical, also called observa-
tional data or input data, are expressed as functions of a set
of independent variables called adjusted constants. The func-
tions that relate the input data to the adjusted constants are
called observational equations, and the least-squares proce-
dure provides best estimated values, in the least-squares
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sense, of the adjusted constants. Thus the focus of this Re-
view of Data section is the identification and discussion of
the input data and observational equations of interest for the
1998 adjustment. Although not all observational equations
that we use are explicitly given in the text, all are summa-
rized in Tables 17.A.2 and 19.A 2 of Sec. 4.3.

3.1. Relative Atomic Masses

We consider here the relative atomic masses A (X) (see
Sec. 2.3.) of a number of particles and atoms that are of
interest for the 1998 adjustment. In this work, the relative
atomic masses of the electron A (e), neutron A (n), proton

A(p), deuteron A(d), helion A(h) (the helion h is the

nucleus of the *He atom), and alpha particle A (o) are in-
cluded in the set of adjusted constants. The relevant data are
summarized in Tables 2 to 5, and are discussed in the fol-
lowing sections.

3.1.1. Atomic Mass Evaluation: 1995 Update

A self-consistent set of values of the relative atomic
masses of the neutron and neutral atoms has been periodi-
cally generated for use by the scientific community for many
years. The values listed in Table 2 are taken from the 1995
update of the 1993 atomic mass evaluation of Audi and
Wapstra (1993). The update, also due to Audi and Wapstra,
is available in printed form (Audi and Wapstra, 1995),
and a more extensive electronic version is available at
www-csnsm.in2p3.fr/amdc/amdc_en.html, the Web site of
the Atomic Mass Data Center (AMDC), Centre de Spectrom-
étrie Nucléaire et de Spectrométrie de Masse (CSNSM) Or-
say, France.

The 1995 update and the 1993 full evaluation are the most
recent compilations available. The latter replaced the 1983
full evaluation (Wapstra and Audi, 1985), the results of
which were used in the 1986 adjustment, and the next full
evaluation is scheduled for completion in 2000 (Audi and
Wapstra, 1999). Many of the values given in the 1995 update
that are of greatest interest to the 1998 adjustment are
strongly influenced by the highly accurate mass ratio mea-
surements made by both the MIT and the University of
Washington groups using single ions stored in a Penning trap
(DiFilippo et al., 1995a; DiFilippo et al., 1995b; DiFilippo
et al, 1994; Van Dyck, 1995; Van Dyck, Farnham, and
Schwingberg, 1995; Van Dyck, Farnham, and Schwingberg,

1993a; Van Dyck, Farnham, and Schwingberg, 1993b).

The relative atomic mass of the’ neutron A(n) and its
treatment in the 1998 adjustment are discussed in Sec.
3.13.c.

3.1.2. Binding Energies

To calculate the relative atomic masses of various nuclei
from the data of Table 2, and to calculate A (e) from the
measured ratio 6m,/m(*2C%") (see Sec. 3.1.3.a) and A (p)
from the measured ratio m( 12C‘H)/AfmP (see Sec. 3.1.3.b)
requires the ionization energies Ey given in Table 3. In that
table, the value quoted for each atom or ion is the energy
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TABLE 2. Values of the relative atomic masses of various neutral atoms, as
given in the 1995 update to the 1993 atomic mass evaluation.

Relative atomic Relative standard

P. J. MOHR AND B. N. TAYLOR

TABLE 4. Input value of the mass ratio 6m,/m('*C®") and the value of
A(e) it implies; values of A(p), A,(d), A,(h), and A o) that may be
inferred from the relative atomic masses of the corresponding neutral atoms
as given in Table 2; and input value of the mass ratio m('*C**)/4m,, and the

Atom mass A(X) uncertainty u, value of A/(p) it implies.

H 1.007 825 032 14(35) 3.5X10710 Relative standard

2y 2.014 101 777 99(36) 1.8% 1071 Quantity Value uncertainty u,

He 3.016 029 309 70(86) 2.8x10710 —— =

He 4.002 603 2497(10) 25%10°10 6m,/m(*“C°") 0.000 274 365 185 89(58) 2.1X10

285 27.976 926 5327(20) 7.0x10™1 Afe) 0.000 548 579 9111(12) 21X107°

®si 28.976 494 719(30) 1.0x107 AdD) 1.007 276 466 83(35) 3.5X10710

s 29.973 770 218(45) 1.5x107° Ald) 2.013 553 212 68(36) 1.8x1071°

3Ar 35.967 546 28(27) 7.6Xx107° A(h) 3.014 932 234 69(86) 2.8%x10710

BAr 37.962 732 16(53) 1.4x107% Ala) 4.001 506 1747(10) 2.5%10710

40 —11

g 39.962 383 1232(30) 76x10" m(2CH*) tdm, 2.977783 715 20(42) 14% 10710
Ag 106.905 0930(60) S6X107 ALD) 1.007 276 466 89(14) 1.4X 10710

1097 ¢ 108.904 7555(34) 3.1X10

required to remove one electron from the ground state and
leave the atom or ion in the ground state of the next higher
charge state. The total ionization energies, or binding ener-
gies Ey (the sum of the individual ionization energies), of
3He, “He, and '°C are also given.

In Table 3, the wave numbers for the binding energies for
'H and ?H are obtained from the 1998 recommended values
of the relevant constants and the analysis of Appendix A. For
4He 1 we usc the wave number given by Drake and Martin
(1998), and for the 3He I and “He I difference, we use the
value recommended by Martin (1998). The other wave num-
bers are those given by Kelly (1987). However, since Kelly’s
values for hydrogenic helium and hydrogenic carbon are the
same as the values calculated by Erickson (1977) who used
the 1973 CODATA value of R,, (Cohen and Taylor, 1973),
for completeness we rescale these values by the ratio of the
1998 to the 1973 recommended values of R, . For informa-
tion, we also give the binding energies in eV, obtained using

TaBLE 3. Ground-state ionization energies for 'H and 2H, and for neutral
and ionized *He, “He, and 1*C, where E represents E; or E, as appropriate
(sce texe).

Tonization energy

Atom/ion (10'm™ (eV) 10°E/m,c?
H 1.096 787 717 13.5984 14.5985
H 1.097 086 146 13.6021 14.6025
*He 1 1.983 002 24.58061 26.3942
He n 4.388 892 54.4153 58.4173
3He Total 6.371 894 79.0014 84.8115
“He 1 1.983 107 24.5874 26.3956
“He 1t 4.389 089 54.4178 58.4199
“He Total 6.372 195 79.0051 84.8155
¢y 0.908 204 11.2603 12.0884
LCcn 1.966 647 24.3833 26.1766
2cm 3.862410 47.8878 51.4096
2Cw 5.201 784 64.4939 69.2370
ey 31.623 950 392.087 420.923
2C vy 39.520 614 489.993 526.029
12C Total 83.083 610 1030.105 1105.864

the 1998 recommended value for the factor that relates wave
numbers in m~! to the equivalent energy in eV. The last
column of the table gives the ratio of the binding energy to
the energy equivalent of the atomic mass constant obtained
using the 1998 recommended value for the factor that relates
wave numbers in m™~" to the equivalent mass in u. The un-
certainties of these two conversion factors are negligible in
this application (see Table 30 for their values). No uncertain-
ties are given for the binding energies in Table 3, because
they are inconsequential compared to the uncertainties of the
quantities with which the binding energies are used. Indeed,
binding energies represent sufficiently small corrections that
the number of significant digits shown in the last column of
the table is more than needed.

3.1.3. Relative Atomic Masses of e, n, p, d, h, and «a Particle

We give in Table 4 the measured value of the mass ratio
6m,/m('2C5*) and the value of the relative atomic mass of
the electron A (e) that it implies. These are followed by the
values of the relative atomic masses A (p), A(d), A(h), and
A (a) inferred from the data in Tables 2 and 3. The last two
entriecs are the measured value of the mass ratio
m(*2C**)/4m, and the value of A,(p) it implies. Each in-
ferred value is indented for clarity and is given for compari-
son purposes only; in practice, it is the data from which they
are obtained that are used as the input data in the 1998 ad-
justment (as noted above, the relative atomic masses of p, d,

TABLE 5. The variances, covariances, and correlation coefficients of the
values of the relative atomic masses of hydrogen, deuterium, and the helium
three atom [the covariances involving A (*He) are negligible]. The numbers
in boldface above the main diagonal are 10'® times the numerical values of
the covariances; the numbers in boldface on the main diagonal are 10'®
times the numerical values of the variances; and the numbers in italics
below the main diagonal are the correlation coefficients.

ACH ALCH) A(*He)
A('H) 0.1234 0.0402 0.0027
ALCH) 0.3141 0.1323 0.0088
A(CHe) 0.0089 0.0281 0.7330
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h, and « are adjusted constants). These data are, in addition
to 6m,/m(1*C*") and m(**C**)/4m,,, the values of A,('H),

r(2H), (3He) A (4He) given in Table 2, and their rel-
evant covariances given in Table 5. The following sections
discuss in some detail Tables 4 and 5 and our treatment of
A(n). :

a. Electron. Using a Penning trap mass spectrometer,
Farpham, Van Dyck, and Schwinberg (1995) at the Univer-
sity of Washington measured the ratio of the cyclotron fre-
quency of a fully ionized carbon 12 atom f( 12¢6y
=6eB/2mm(1?C®*) to the cyclotron frequency of an elec-
tron f(e)=eB/2mm, in the same magnetic flux density B.
The value of the ratio they report, which is based on the
simple mean of six values obtained in separate runs, is

fL2C8  6m, 6A.(e)
fc(e) m(12c6+) Ar( 12C6+)
=0.00027436518589(58) [2.1X107°].

(31

Although adequate resolution was achieved for the determi-
nation of fo(*?C%*) using single ions, most of the electron
cyclotron frequency data were taken using small clouds con-
sisting of 5 to 13 electrons in order to achieve the necessary
resolution. Because of the instability of the magnetic flux
density B, it was necessary to acquire data over a time period
sufficiently long to determine the fractional drift rate of B,
which was about 2X107'°h™!, and to average out short-
term fluctuations that on occasion were observed to be as
large as =3X 107 B. For example, the value of the fre-
quency ratio resulting from one of the six runs was obtained
by comparing 3 d of f(12C") data with 2 d of f,(e) data.

In their experiment Farnham et al. (1995) investigated and
took into account a number of systematic effects, including
the influence of the number of electrons in the cloud and
magnetic-field gradients. The net fractional correction for
such effects that had fo be applied to the simple mean of the
six values was —1.6X 107°. The statistical relative standard
uncertainty of the mean was found to be 1.0X10™% (Type
A), while the relative standard uncertainty due to all system-
atic effects was 1.9X 1077 (Type B).

The relation of A (e) 1o the Tatio 6m,/m(>C®*) follows
from the expression for the mass m(X) of a neutral atom X
in terms of its constituents:

m(X)c?=m(N)c?+Zm.c*— Ey(X), (32)

where m(N) is the mass of the nucleus of the atom, Z is its
atomic number, and E,, is the total binding energy of its Z
electrons. This relation together with Eq. (31) and the defi-
nition A,(*2C)=12 yields

-1

Ey(1C) (33)

2
myc

m 12cﬁ+
N ( )

+
12 =

Ale)=

or the foHowing observational equation for the value of the
ratio given in Eq. (31):

1729

6bm, 6A (e)
m(12C5+) 12— 6A,(e) + Ey(2C)imyc?

(34)

Here, the symbol = is used, because in general an observa-
tional equation does not express an equality (see Sec. 4.3).
Although the quantity

5 2Rohc
- (35)
a*Ae)

in Eq. (34) is a function of adjusted constants (excepting c),
we take the ratio Ey(*2C)/m,c? to be an exact fixed number,
because in this context its uncertainty is negligible and Eq.
(34) does not have a significant influence on its value. There
are, however, cases in which the dependence of m“c2 on the
adjusted constants must be taken into account.

Using the value of 6m,/m(1*C®") given in Eq. (31) and
the value of Ey(*?C)/m,c? given in Table 3, we obtain from
Eq. (33)

A(e)=0.0005485799111(12) [2.1X107°]. (36)

Unfortunately, there is no other direct measurement of
A(e) with which this result may be compared. However,
using it and the 1998 recommended value of A (p), which
has a significantly smaller uncertainty, we can obtain a value
of the mass ratio m,/m, and compare it to other measured
values of this ratio. The result for m;/m. based on Eq. (36) is

e 1836.1526670(39) [2.1x107°].  (37)
[
This may be compared to m,/m.=1 836.152701(37) [2.0
X 10™%], which was obtamed from similar Penning trap cy-
clotron frequency measurements on single electrons and pro-
tons at the University of Washington by Van Dyck et al.
(1986a), and which was used as an auxiliary constant in the
1986 adjustment. The two values are in agreement, differing
by less than the standard uncertainty of their difference.
The two less accurate values my/m.=1836.152 680(88)
and mp/m.=1 836.152 68(10) also agrce with Eq. (37). The
first was obtained by Gabrielse ez al. (1990b) as a result of
experiments at CERN (European Laboratory for Particle
Physics. Geneva. Switzerland) to determine the antiproton-—
proton mass ratio from cyclotron frequency measurements in
a Penning trap of a radically different geometry than that
used in the University of Washington experiments. The sec-
ond was obtained by de Beauvoir, et al. (1997) from their
analysis of earlier absolute frequency measurements of the
25-8S/D transitions in hydrogen and deuterium carried out
for the determination of the Rydberg constant (see Sec. 3.2).
Because the relative standard uncertainty of the Farnham
et al. (1995) value of A (e) is about one-tenth of the uncer-
tainty of the value of A (e) that could be derived from the
Van Dyck et al. (1986a) result for m,,/m., and because both
experiments were carried out in the same laboratory using
similar techniques, we view the 1995 result as superseding
the 1986 result. Therefore the earlier value is not included as
an input datum in the 1998 adjustment.
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b. Proton, deuteron, helion, and o particle. Values of the
relative atomic masses A (p), A(d), A (h), and A (o) may
be calculated by dividing Eq. (32) by m,c? and solving for
the relative atomic mass of the nucleus m(N)/m,=A(N).
The observational equation for the relative atomic mass of a
neutral atom X in terms of A(N) and A (e) is thus

Ey(X

5
myc

A(X)=A(N)+ZA (e) -

(38)

Evaluation of this expression with the relative atomic masses
of the atoms 'H, ?H, *He, and “He in Table 2, the 1998
recommended value of A,(e), and the ratios E,/m,c? in
Table 3 yields the inferred values in Table 4. In this appli-
cation, the uncertainty of A (e) is negligible. ‘

Because the values of A ('H), A.(*H), A,(He), and
A/("He) of Audi and Wapstra (1995) are .the results of a
least-squares calculation, they are correlated. Table 5 gives
their non-negligible covariances and, for information, the
corresponding correlation coefficients [see Appendix F, Eq.
(F12)], all based on the covariances given by Audi and Wap-
stra in the electronic version of their 1995 update.

Recently, the University of Washington group has signifi-
cantly improved its Penning trap mass spectrometer by re-
placing the existing magnet—cryostat system by a specially
designed system that reduces fluctuations of the applied
magnetic flux density B to about 2X 10" !B h™! (Van Dyck
et al., 1999b). Such fluctuations were a major contributor to
the uncertainties of the group’s earlier mass ratio measure-
ments [see Van Dyck (1995), Van Dyck et al. (1995), and
the above discussion of the measurement of 6m,/m(12C%")
by Farnham ez al. (1995)]. Using the new spectrometer, Van
Dyck et al. (1999a) have determined the ratio of the cyclo-
tron frequency of a proton f(p) to that of a four-times ion-
ized carbon 12 atom f(*>C**) in the same flux density and
obtained (Van Dyck, 1999)

fp)  m(PCH) A(7Ct)
APy Amy T 4A(p)

=2.97778371520(42)

[1.4x10719],
39)

In this first significant mass-ratio measurement with the new
spectrometer, Van Dyck er al. (1999a) carefully investigated
a number of systematic effects and assigned a component of
relative standard uncertainty (Type B) to the frequency ratio
in the range 1X107!! to 8 X 10! for each effect. The two
largest components are 8 X 10™!! for a residual temperature
and/or pressure effect and 7X 107 1! for the influence of the
applied axial drive power. The statistical relative standard
uncertainty (Type A) is given as 5X 10711,
. The observational equation for the measured ratio
m(*2C**)/4m,, is, in analogy with Eq. (34),

m(2C*) 12-4A.(e) +[Ey(*C) = Ey(*CH))im,c?

4m, 4A(p) ’
(40)
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where Ey('2C**)/m,c? is the relative atomic mass equivalent
of the binding energy of a ?C** atom and from Table 3 is
equal to 946.952X 1077, Using this result and the value of
E(**C)/myc? also from Table 3, the 1998 recommended
value of A (e), the uncertainty of which is negligible in this
context, and the value of 172(12C4+)/4mp given in Eq. (39),
we find from Eq. (40)

A(p)=1.00727646689(14) [1.4x1071°]. (41)

This inferred value, which is the last entry of Table 4, agrees
with the inferred value of A;(p) also given in that table and
which was obtained from A ('H). However, the value of
A (p) implied by m(12C4+)/4mp has an uncertainty 0.4 times .
that of the value implied by A, (*H). Although the 1995

“value of A('H) of Audi and Wapstra is based in part on

earlier University of Washington mass ratio measurements,
we take both the 1995 value of A ('H) and the value of
m(**C**)/4m,, as input data in the 1998 adjustment. This is
justified by the fact that the new result was obtained from a
significantly modified and improved apparatus.

¢. Neutron. The relative atomic mass of the neutron A (n)
is one of the results of the least-squares -adjustment carried
out by Audi and Wapstra to obtain their 1995 recommended
values of relative atomic masses. They give

A(n)=1.0086649233(22) [22X107%]. (42)

The input datum that most affects the adjusted value of
A(n), in the sense that its uncertainty makes the largest

-contribution to the uncertainty of A (n), is the binding en-

ergy of the neutron in the deuteron S,(d). This binding en-
ergy is determined by measuring the 2.2 MeV capture vy ray
emitted in the reaction n+p—d+y. The value of S (d) em-
ployed by Audi and Wapstra in their adjustment is the result
obtained by Wapstra (1990), who calculated the weighted
mean of four different measured values (Greene et al., 1986;
Adam, Hnatowicz, and Kugler, 1983; Van Der Leun and
Alderliesten, 1982; Vylov et al., 1982). The analysis of
Wapstra took into account the known error in all four results
due to the approximate 1.8X 107 fractional error in the
measurement of the {220} lauice spacing of silicon (see Sec.
3.9.1). Of these four values, that of Greene et al. (1986) car-
ried the dominant weight and thus played a major role in the
determination of the 1995 value of A (n) given in Eq. (42).

The relation between the neutron mass and the binding
energy Sp(d) is

mnc7—rrtdc’)“mpcv-l-Sn(d), (43)
which is equivalent to

. Sa(d)
Ar(n) =Ar(d)_Ar(p)+ W, (44)

u
or

0

myc?

Ar(n)=Ar(2H)_Ar(1H)+ (45)

if one neglects the inconsequential difference in binding en-
ergy of the electron in hydrogen and deuterium.
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The Greene et al. (1986) result for the wavelength of the
critical 2.2 MeV capture -y ray was obtained at the GAMS4
crystal diffraction facility at the high-flux reactor of the In-
stitut Max von Laue-Paul Langevin (ILL), Grenoble, France,
using a flat crystal spectrometer in a National Institute of
Standards and Technology (NIST, formerly the National Bu-
reau of Standards, NBS), Gaithersburg, Md, and ILL col-
laboration. In the following 10 years, a number of improve-
ments were incorporated into the GAMS4 facility including
a vibration-isolation platform for the crystal spectrometer,
improved angle interferometers, a permanently installed
angle calibration facility, advanced -y-ray detection instru-
mentation, and temperature stabilization of the spectrometer.
Motivated by the fact that these improvements might have
significantly reduced or eliminated errors that were possibly
present in the Greene et al. (1986) determination, in a second
NIST-ILL collaboration, Kessler ef al. (1999a) remeasured
the wavelength of the 2.2 MeV +y ray. Their result, obtained
in two separate measurement campaigns (February—March
1995 and March 1998), has an uncertainty that is nearly one-
sixth of the 1X 107 relative standard uncertainty of the ear-
lier result. However, the new result is smaller than the earlier
result by the fractional amount 4.2X 1076, Although the rea-
son for the discrepancy between the two values is not fully
understood, the NIST-ILL researchers put forward plausible
reasons why the earlier result might be in error. In view of
the many GAMS4 improvements and the agreement between
the results obtained in two measurement campaigns 3 years
apart and from three different crystal configurations, the re-
searchers believe that the new result is significantly more
reliable, and it is the only one we consider. [The uncertain-
ties of the other values used by Wapstra (1990) in his analy-
sis are so large compared to the uncertainty of the new result
that those values are no longer competitive. Note that the
work of Rottger, Paul, and Keyser (1997) is not relevant,
because they did not employ an independent calibration of
their Ge detector in the 2.2 MeV region.]

The new measurements were carried out with the ILL
GAMS4 two-axis flat silicon crystal spectrometer in trans-
mission at 26 °C and in air at a pressure p~100kPa.- All
angle measurements were corrected to a crystal temperature
of 22.5°C using the accepted linear thermal coefficient of
expansion of silicon. Each silicon crystal in the spectrometer

‘is a 2.5 mm thick plate cut in such a way that the (220)
lattice planes are perpendicular to the crystal surface and
oriented so that the normal to the crystal planes is normal to
the axis of rotation (for a detailed discussion of the {220}
lattice spacing of Si, see Sec. 3.9). The final value of the
relevant first-order Bragg angle from all of the data, taking
into account all known components of uncertainty (both
Type A and Type B), is (in radians)

Opmeas=0.00145215224(25) [1.7X1077]. (46)

This result is based on 52 Bragg-angle measurements made
in February—March 1995 in two separate orders and 89 mea-
surements made in March 1998 in three separate orders. The
angle interferometer of the GAMS4 spectrometer was cali-
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brated once at the time of the 1995 runs and three times at
the time of the 1998 runs. The final result given in Eq. (46)
is the weighted mean of the two values obtained in the two
campaigns, and its relative standard uncertainty includes
Type B components from systematic effects that total 1.1
x1077.

Based on the Bragg relation, the measured wavelength of
the emitted gamma ray A, is given by

Sin Opess.  (47)

Ameas™= 2d220(ILL)( 1-

In Eq. (47), dyo(1LL) is the {220} lattice spacing of the 2.5
mm thick silicon crystals of the ILL GAMS4 spectrometer at
22.5°C in vacuum. Further, in Eq. (47), the volume-
compressibility-related term in parentheses, with elastic con-
stants ¢;;=165.7 GPa and ¢1,=63.9 GPa (McSkimin, 1953),
accounts for the fact that the crystals were actually in air at
p~100kPa and the lattice spacing variables we use in the
adjustment apply to Si crystals at the reference temperature
22.5°C in vacuum (see Sec. 3.9). Since the effect of pressure
on the lattice spacing is small and the elastic constants are
relatively well known, this factor introduces no uncertainty.
The input datum determined in this mcasurcment is. therefore

Cll+2612

meas

A .
————=0.00290430246(50) [1.7x1077]. 48
Ty (50) [17x107].  (43)
In the NIST-ILL experiment, the protons are in hydrogen

atoms of a plastic target and the incident neutrons have neg-

ligible kinetic energy, hence it may be assumed that the ini-
tial state is one of a proton and neutron at rest. The final state
consists of a photon and a recoiling deuteron. The relativistic
kinematics of this reaction gives

CAmeas my+m,
h (mn+mp)2—mﬁ ’

(49)

which, with the aid of Eq. (35), yields the following obser-
vational equation for the input datum given in Eq. (48):

Amcas (y2Al(e) A‘L(n) +AI( p)

Taol1) Rl D) [ (o) + AT A28

where d,yo(ILL) on the right-hand side is also an adjusted
constant. Note that, although treating the recoil relativisti-
cally gives an observational equation that is simpler than its
nonrelativistic analog, the nonrelativistic treatment is a good
approximation. Further, because the value of S (d) used by
Audi and Wapstra, in their 1995 update has negligible im-
pact on the determination of their 1995 values of A ( 'H) and
A,(*H) (Audi and Wapstra, 1998), it is legitimate to use the
latter as input data by means of Eq. (38) together with Eqs.
(48) and (50). ‘

As part of their effort to redetermine S,(d), Kessler et al.
(1999a) compared a presumably representative sample of the
ILL Si crystals to samples of three other Si crystals in order
to obtain the lattice spacing of the ILL crystal in meters.
These three crystals, whose significance is discussed in Sec.
3.9, are labeled WASO 17, MO*4, and SH1. (Note that
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throughoﬁt this paper, the designation WASO n is abbrevi-
ated as Wn in equations.) The results of the comparisons,
which we also take as input data, are

dyo(ILL) —dgpo(W17)

(D) =—8(22)x107° (51)

—_ %
d”"(mz)mgﬁ‘))mo Y _g6(27)x 102 (52)
dago(ILL) — dyp0(SH1) —34(22)% 10°° (53)

dyo(ILL)

Related results from the Physikalisch—Technische Bundesan-
stalt (PTB), Braunschweig, Germany, are given in Sec. 3.9,
together with additional discussion of lattice spacing com-
parisons. Here we note that the disagreement hetween NIST
and PTB lattice comparison results reported by Kessler,
Schweppe, and Deslattes (1997) has been reduced to a sta-
tistically acceptable level by subsequent work of the NIST
group (Kessler ez al., 1999b). This was accomplished by em-
ploying an improved method of surface preparation of the
silicon samples and eliminating temperature measurement
errors. The above results were obtained after these advances
were incorporated into the NIST lattice comparison protocol.

It is important to recognize that crystal designations such
as ILL, WASO 17, MO*4, etc., refer to any one of several
samples from a particular large single-crystal silicon boule,
and in general precision measurements involving a silicon
lattice spacing and lattice spacing comparisons are carried
out with different samples. Measurements of lattice spacings
as a function of position in a boule typically show fractional
variations at the level of 1X 10~8 or more over its volume,
where the actual variations depend on the level of impurities
in the boule (Kessler et al., 1999b; Windisch and Becker,
1990). In general, to account for this variation, we assign a
component of relative standard uncertainty of v2X 1078 to
the lattice spacing of each crystal sample, such that the mea-
sured lattice spacing difference between any two particular
samples from the same boule includes a component of un-
certainty of 2X 1078, Thus the uncertainty of the value of
Ameas/d2po(ILL) given in Eq. (48) contains a component of
relative standard uncertainty of vZX 10~8 in addition to. the
components assigned by Kessler et al. (1999b). For measure-
ments involving MO¥4 samples, the additional component
of uncertainty assigned is (3/v2) X 10~%, because the MO*4
crystal contains an unusually large amount of carbon (Martin
et al.,, 1999). This uncertainty is consistent with the frac-
tional difference results obtained at NIST and PTB using
different samples of the MO*4 crystal.

The standard uncertainty of each of the above fractional
differences includes appropriate uncertainty components for
sample variation as just discussed, the 9.3X 1072 standard
uncertainty (Type B) of the NIST instrument used to com-
pare the lattice spacings of different crystals, and the statis-
tically calculated standard uncertainty (Type A) of order 4
X107 of each comparison (Kessler, 1999). This last uncer-
tainty is the standard deviation of the mean of several mea-
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surements made over the length of the sample being com-
pared to the ILL crystal, but due to the limited size of the
sample, this statistical component of uncertainty does not
account for lattice spacing variations among different crys-
tals from the same boule. .

Because there is a total component of uncertainty of 1.6
X 1078 common to the uncertainty of the NIST fractional
differences given above, the covariance of any two of them
is 258 1078 [see Appendix F, Eq. (F7)] and leads to cor-
relation coefficients of approximately 0.5.

The 1998 recommended value of A (n), which relies
heavily on the NIST-ILL measurement of the 2.2 MeV cap-
ture vy ray, is

A (n)=1.008 664 91578(55) [54x10719]. (54)

Comparison of this 1998 value to the 1995 value of Audi and
Wapstra given in Eq. (42) shows that the uncertainty has
been reduced by a factor of 4.0 and that the new value differs
from the 1995 value by 3.4 times the uncertainty of the latter.
This substantial change is apparently due to an error in the
earlier y-ray measurement of Greene er al. (1936).

3.2. Hydrogenic Transition Frequencies
and the Rydberg Constant R,

The Rydberg constant is related to other constants by

mec
2h°

2

Ro=a (55)
It can be determined to high accuracy by combining the mea-
sured ‘wavelengths or frequencies corresponding to transi-
tions between levels in hydrogenic atoms having different
principal quantum numbers n with the theoretical expres-
sions for the wavelengths “or frequencies.

Although the most accurate values of R, are obtained
from measurements on hydrogen and deuterium, for com-
pleteness we note that similar measurements have also been
carried out in other hydrogenlike systems. Using Doppler-
free two-photon laser spectroscopy, Maas et al. (1994) have
measured the frequency of the 1S-28S transition in muonium
(n*e” atom) and find

v1,(Mu)=2455529002(57) MHz [2.3X107%].  (56)

This measurement does not provide a competitive value of
R, at present, because its relative standard uncertainty is of
the order of 10° times the uncertainties of measured transi-
tion frequencies in hydrogen. On the other hand, the value
for the muon-electron mass ratio m,/m. implied by this
measurement is closer to being competitive with other val-
ues; see Sec. 3.3.9..

Also using Doppler-free two-photon spectroscopy, Fee
et al. (1993) have measured the 1S—2S transition frequency
in positronium (e*e” atom) and find

v12(Ps)=1233607216.4(3.2) MHz [2.6X107°]. (57)
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TABLE 6. Summary of reported values of the Rydberg constant R., with a relative standard uncertainty 10~ W<y <1077 and the 1986 CODATA value (H is

hydrogen and D is deuterium).

Atom and Reported value
Authors Laboratory* transition R, /m™! 10%,

CODATA 1986 (Cohen and Taylor, 1987) 10973 731.534(13) 12
Biraben et al. (1986) : LKB H,D: 25-8D/10D 10973 731.5692(60) 55
Zhao et al. (1986) Yale H.D: 25-3P 10973 731.5689(71) 6.5
Zhao et al. (1987); Zhao et al. (1989) Yale H,D: 25-4P 10973 731.5731(29) 2.6
Beausoleil et al. (1987); Beausoleil (1986) Stanford H: 1S-2S 10973 731.5715(67) 6.1
Boshier er al. (1987); Boshier e al. (1989) Oxford H,D: 1S-28 10973 731.5731(31) 2.8
Mclntyre et al. (1989) Stanford H: 1S-28 10973 731.5686(78) 7.1
Biraben e al. (1989); Garreau et al. (1990a);

Garreau et al. (1990b); Garreau et al. (1990c) LKB H,D: 25-8D/10D/12D 10973 731.5709(18) 1.7

3LKB: Laboratoire Kastler-Brossel, Paris (Laboratoire de Speciroscopie Hertzienne prior to 1994).

Because of its large uncertainty compared to the uncertain-
ties of measured transition frequencies in hydrogen and be-
cause of the substantially larger uncertainty of the relevant

theory (Sapirstein and Yennie, 1990), this result does not

provide a competitive value of R, .

The 1986 CODATA recommended value of R.,, which is
given in Table 6, was based to a large extent on the 1981
value vbtained Ly Aunin, Caldwell, and Lichten (1981) at
Yale University, suitably corrected for the 1983 redefinition
of the meter. The experiment was subsequently repeated with
a number of improvements, yielding the result also given in
Table 6 (Zhao et al., 1986). The difference between this re-
sult and the earlier result is not understood. However, a num-
ber of other measurements of R, reported after the 1 January
1986 closing date for the 1986 adjustment with relative stan-
dard uncertainties u,<<10™° agree with the 1986 value of
Zhao et al. (1986). Such reported values with 107 10<y,
<107? are also listed in Table 6. [Two experiments with
u,>107° reported after the 1986 closing date are not in-
cluded in the table (Hildum et al., 1986; Barr et al., 1986).]

Because experiments reported after 1990, which are based
on optical frequency metrology, have uncertainties at least an
order of magnitude smaller than those in Table 6, which are
based on optical wavelength metrology, we do not consider
the earlier results any further. _

More recent measurements of R, are given in Table 7.
Note that the first six results for the Rydberg constant are
based on two principal measurements of frequencies: that of

Andreae et al. (1992) and that of Nez ez al. (1993); the vari-
ous values for R, from the same laboratory differ because of
differences in the theoretical analysis and the auxiliary quan-
tities used.

The measured transition frequencies that we consider as
input data in our own analysis for the least-squares adjust-
ment are given in Table 8. These have been appropriately
adjusted to remove the hyperfine shift by the groups report-
ing the values. Covariances associated with values obtained
in the same laboratory are, in general, not reported in the
literature. However, for the purpose of the 1998 adjustment,
we obtained from the experimental groups the information
needed to evaluate the covariances, and we include them in
the least-squares calculation. These covariances are given in
the form of correlation coefficients in Table 14.A.2.

These data, as well as related data that we do not use, are
reviewed in the following sections, but our discussion is nec-
essarily brief because of the large number of data and com-
plexity of the experiments; the references should be con-
sulted for details. Following this review, we discuss the
values of the bound-state root-mean-square (rms) charge ra-
dius of the proton and deuteron that we consider for use as
input data. Such radii enter the theoretical expressions for
hydrogenic energy levels, as discussed in Appendix A.

3.2.1. MPQ

~ The group at the Max Planck Institut fiir Quantenoptik -
(MPQ) in Garching, Germany and its predecessor at Stanford

TaBLE 7. Summary of some reported values of the Rydberg constant R, with a relative standard uncertainty u,< 107 (H is hydrogen and D is deuterium).

Atom and Reported value
Authors Laboratory® transition R, /m™! 1022y,

Andreae et al. (1992) MPQ H: 15-28 10973 731.568 41(42) 38
Nez et al. (1992) * LKB H: 25-8S/8D 10973 731.568 30(31) 29
Nez et al. (1993) . LKB H: 2S-8S/8D 10973 731.568 34(24) 22
Weitz et al. (1994); Schmidt-Kaler et al. (1995) MPQ H: 1S-28 10973 731.568 44(31) 28
Weitz et al. (1995) MPQ H: 1S-2S 10 973 731.568 49(30) 27
Bourzeix et al. (1996a) LKB H: 25-8S/8D 10973 731.568 36(18) 17
de Beauvoir et al. (1997) LKB/LPTF H,D: 25-8S/8D - 10973 731.568 59(10) 9

Udem et al. (1997) MPQ H: 1S-2S 10 973-731.568 639(91) 8.3

*MPQ: Max-Planck-Institut fir Quantenoptik, Garching. LKB: Laboratoire Kastler-Brossel, Paris (Laboratoire de Spectroscopie Hertzienne prior to 1994).

LPTE: Laboratoire Primaire du Temps et des Fréquences, Paris.
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TABLE 8. Summary of measured transition frequencies v considered in the present work for the determination of the Rydberg constant R, (H is hydrbgen and

D is deuterium).

Reported value Rel. stand.
Authors Laboratory® Frequency interval(s) v/kHz uncert. u,
Udem et al. (1997) MPQ v(181,-28,) 2466 061 413 187.34(84) 3.4%10713
Weiiz er al. (1995) MPQ vi(2S1—4S1) — 41 vy(18,,-281) 4797 338(10) 2.1X107¢
Vei(281,-4Ds) — + 141(181,-28,) 6490 144(24) 3.7x107¢
p(2812-4S1) — Evp(181,-281) 4801 693(20) 4.2x1076
v0(281,-4Dsr) — & vp(181,-281) 6494 841(41) 6.3x1076
Huber et al. (1998) MPQ vp(181,-281) — vu(181,-28:1) 670994 334.64(15) 22X10710
de Beauvoir et al. (1997) LKB/LPTF vu(281,-8S1) 770 649 350 012.1(3.6) 1.1x107!
vu(2S,-8D3p) 770 649 504 450.0(8.3) 1.1x1071
v(2S,,-8Ds,) 770 649 561 584.2(6.4) 83X 10712
vp(281,-8S11) 770 859 041 245.7(6.9) 8.9x10712
vp(25,-8Dsp) 770 859 195 701.8(6.3) 8.2x107 1
vp(251,—8Dsp) 770 859 252 849.5(5.9) 7.7x10""
Schwob et al. (1999) LKB/LPTF vu(281,-12D3p) 799 191 710 472.7(9.4) 1.2x1071
vu(2S1p-12Dsp) 799 191 727 403.7(7.0) 8.7x 10712
vp(281,-12D5) 799 409 168 038.0(8.6) 1.1x1071
vp(28;,-12Dsy) 799 409 184 966.8(6.8) 8.5x 10712
Bourzeix e al. (1996b) LKB 141281268 12) —  Va(181~3812) 4197 604(21) 49x1076
: P(281p-6Ds) — § vis(181-3811) 4699 099(10) 22%1076
Berkeland et al. (1995) Yale (28 12-4P1) — & v(1S1,-28 1) 4 664 269(15) 3.2X107¢
V(2S12-4Pys) — 5 (18,2251 6035 373(10) 1.7x107¢
Hagley and Pipkin (1994) Harvard va(281,—2P31) 9911 200(12) 1.2x1078
Lundeen and Pipkin (1986) Harvard va(2P1,~25,53) 1057 845.0(9.0) 85X 1076
Newton et al. (1979) U. Sussex ve(2P1,~281) 1 057 862(20) . 1.9%1073

*MPQ: Max Planck-Institut fiir Quantcnoptik, Garching. LKB: Laboratoirc Kastler-Brosscl, Paris. LPTF: Laboratoirc Primairc du Temps ct des Fréquences,

Paris.

University have a long history of high-accuracy measure-
ments of hydrogenic transition frequencies. The MPQ fre-
quencies given in Table 8 are the most recent and accurate
values reported by the group for the indicated transitions and
transition differences. In keeping with the policy stated at the
end of Sec. 1.4, we view the more recent results as supersed-
ing the earlier results. In particular. the 1997 measurement of
the 1S-28 transition (first entry of Table 8) discussed in the
following paragraph and on which the last value of R, in
Table 7 is based, supersedes the 1992 measurement of this
transition on which the other MPQ values of R, in Table 7
are based.

Prominent among the MPQ results is the 1S;,~2S,, tran-
sition frequency with a relative standard uncertainty of 3.4
X 10713 (Udem et al., 1997). This experiment used longitu-
dinal Doppler-free two-photon spectroscopy of a.cold atomic
beam: the required light at 243 nm was obtained by doubling
the frequency of an ultrastable 486 nm dye laser. Using as an
intermediate reference a transportable CH,-stabilized He~Ne
_laser at 3.39 pm, Udem efal (1997) compared the
1S(F=1)—2S(F=1) resonance frequency to the fre-
quency of a cesium atomic clock using a phase-coherent la-
ser frequency chain. The method takes advantage of the near
coincidence of the 15-28 resonance and the 28th harmonic
of the He—Ne laser frequency. The 2.1 THz frequency mis- .
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match near the 7th harmonic was measured using a phase-
locked chain of five frequency dividers. The 3.4X 10~ 13 rela-
tive standard uncertainty is principally statistical (Type A)
and ariscs mainly from thc instability of thc He—Nc refer-
ence; the resonant line shape is sufficiently understood that
the line center could be determined with a relative uncer-
tainty of 1.5X 104 if a sufficiently stable optical frequency
standard were available.

The approximately 5 GHz differences between the fre-
quencies of the transitions 2S/,—4S;,/4Ds, and one-fourth
the frequency of the transition 1S;,~2S;5, in hydrogen and
deuterium were determined by direct optical frequency com-
parisons (Weitz et al., 1995). The 1S-2S and 2S-4S/4D
[osonances woro obsoived simuliancously iu scpataic 1S aud
2S atomic beams using two-photon excitation of each tran-
sition. The 243 nm radiation used to drive the 1S-2S two-
photon transition was obtained by doubling the frequency of
a 486 nm stabilized dye laser as in the 1S-2S experiment
described above, and the 972 nm radiation used to drive the
2S-4S/4D two-photon transitions was obtained from a stabi-
lized Ti~sapphire laser. The approximately 5 GHz frequency
difference was determined by measuring the beat frequency
between the doubled frequency of the 972 nm radiation and
the 486 nm radiation using a fast photodiode. In order to
achieve the quoted uncertainty, a number of effects had to be
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investigated and appropriate corrections applied. The latter
included corrections for (i) the rather large ac Stark effect in
the 2S-4S/4D transitions; (ii) second-order Doppler shift
based on measurements of the velocity distributions of the
hydrogen and deuterium atoms in the beams; and (iii)
second-order Zeeman shift. (The ac Stark effect was taken
into account by incorporating it in the theoretical line shape
and correcting for the residual dependence on laser power by
extrapolating the beat frequency to zero power.) Neverthe-
less, the uncertainties of the frequency differences are domi-
nated by the statistical uncertainties (Type A) of the beat
frequency measurements. Based on a detailed uncertainty
budget provided by these experimenters (Weitz, 1998), we
have calculated the six independent pairwise covariances of
the four difference frequencies and, as indicated above, in-
clude them in the calculations for the 1998 adjustment (the
corresponding correlation coefficients range from 0.01 to
0.21).

The 671 GHz difference between the 1S;,—2S;,, transi-
tion frequency in deuterium and in hydrogen, commonly re-
ferred to as the 1S-2S isotope shift, was measured by com-
paring each frequency to a CHy-stabilized He—Ne laser at
3.39 pm via a phasc-coherent frequency chain (Huber ¢t al.,
1998). The experiment is somewhat similar to the measure-
ment of the 1S—28S transition in hydrogen described above,
but in this case the cold atomic beam contained both hydro-
gen and deuterium atoms. Using longitudinal Doppler-free
two-photon excitation, Huber er al. (1998) sequentially ob-
served-the 1S(F=1)—2S(F=1) transition frequency in hy-
drogen and the 1S(F=3/2)—2S(F=3/2) transition fre-
quency in deuterium. All but about 2% of the frequency
difference between the two resonant frequencies was bridged
with the aid of an optical frequency comb generator driven at
a modulation frequency of 6.34 GHz, spanning a frequency
range of 3.5 THz, and inserted in the frequency chain at a
stage where each frequency of 2.5X 10 Hz and the 671
GHz frequency difference is reduced to its eighth subhar-
monic. At this stage it was possible to compare this eighth
subharmonic of each frequency to the fourth harmonic of the
He—Ne reference laser by counting a frequency of 244 MHz
in the case of hydrogen and 1702 MHz in the case of deute-
rium. The frequency of the He—Ne laser does not need to be
known, because it drops out when calculating the difference
frequency; it is only required to be stable. However, its sta-
bility is the dominant factor in determining the 0.15 kHz
uncertainty of the final result. The uncertainty contributions
from other effects such as ac Stark shifts, dc Stark shifts, and
pressure shifts are insignificant by comparison.

3.2.2. LKB/LPTE

The group at the Laboratoire Kastler-Brossel (LKB),
Ecole Normale Supérieure et Université Pierre et Marie Cu-
rie, Paris, France has a history of high-accuracy spectroscopy
of simple atomic systems. Recently the LKB researchers
have collaborated with colleagues at the Laboratoire Pri-
maire du Temps et des Fréquences (LPTF), Bureau National
de Meétrologie-Observatoire de Paris, to make absolute fre-
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quency measurements in hydrogen and deuterium with rela-
tive standard uncertainties of less than 1X 107!, As in the
case of the MPQ measurements, we view the more recent
results of the LKB/LPTF group as superseding the earlier
results of the LKB group. In particular, the 1997 measure-
ments of the 2S;,—8S,,,/8D3,,/8Ds, transition frequencies in
H and D (Table 8) discussed below supersede the values
obtained earlier.

It should be noted that the LKB/LPTF values given in
Table 8 are revised values provided by Biraben and Nez
(1998) that reflect the remeasurement in terms of the SI defi-
nition of the second of the LPTF CO,/0sO, secondary fre-
quency standard (Rovera and Acef, 1999) as well as a num-
ber of improvements in the analysis of the original data,
including corrections for the effects of stray electric fields
and blackbody radiation. Further, these researchers provided
a detailed uncertainty budget for each of the LKB/LPTF and
LKB frequencies which allows us to caiculate the covari-
ances of any two values (the corresponding correlation coef-
ficients range from 0.02 to 0.67).

The 2S—-8S/8D transition frequencies were determined by
inducing two-photon transitions in a metastable atomic beam
of either H or D collincar -with counterpropagating lascr
beams from a Ti—sapphire laser at 778 nm (de Beauvoir
et al., 1997). The theoretical line shape used to fit the ob-
served resonances took into account the light shift, saturation
of the transition, hyperfine structure of the 8D levels, second-
order Doppler shift (based on the inferred velocity distribu-
tion of the atoms), and photoionization of the excited levels.
To determine the absolute frequency of the transitions, the
Ti-sapphire laser was compared to a 778 nm (385 THz)
laser diode (L.D) stabilized via a two-photon transition in Rb.
The comparison was carried out using a Schottky diode to
mix the two optical frequencies together with a 13 GHz mi-
crowave signal for H (48.4 GHz for D). The beat frequency
between the third harmonic-of the microwave frequency and
the approximate 40 GHz optical frequency difference for H
(144 GHz for D) was counted continuously. The frequency
of this LD/Rb laser at LKB was compared to the frequency
of a similar laser at LPTF by means of a 3 km long optical
fiber. The frequency of the LPTF LD/Rb laser, in turn, was
compared to a Cs clock using a phase-locked frequency
chain and a CO,/0s0, secondary ifrequency standard. In
these measurements, as well as for the other LKB/LPTF and
LKB measurements listed in Table 8, the statistical uncer-
tainty (Type A) played a major role in determining the total
uncertainty.

The determination of the 2S—12D transition frequencies
was similar to that for the 2S—-8S/8D frequencies; the main
difference was in the measurement of the frequency of the
400 THz Ti-sapphire laser used to drive the two-photon
transitions (Schwob ef al., 1999). In this case, the frequency
of the Ti—sapphire laser was measured by comparing it to the
frequency of a similar auxiliary Ti—sapphire laser and com-
paring the sum of this auxiliary laser’s frequency and the
frequency of a 371 THz (809 nm) diode laser to the doubled

- frequency of the 385 THz (778 nm) LD/Rb laser standard.
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1736

This measurement at the LKB only determined the sum of
the frequencies of the two lasers. Their difference, and hence
the absolute frequency of the 400 THz Ti-sapphire laser,
was determined by comparison to lasers at the LPTF via two
optical fibers connecting the two laboratories. One fiber was
used to compare a 400 THz laser diode at the LPTF to the
400 THz auxiliary Ti—sapphire laser and the other to com-
pare a 371 THz laser diode at the LPTF to the similar laser
diode at the LKB. The 29 THz frequency difference between
these two LPTF lasers was measured in terms of the fre-
quency of the LPTF CO,/0s0, secondary standard, using as
an intermediary the P(8) line of a CO, laser (10 p.m band) in
the case of H or the R(4) line in the case of D. The 2S-12D
measurements complement the 2S—8S/8D measurements,
because the observed 2S—12D transition frequencies are very
sensitive to stray electric fields (the shift of an energy level
due to the quadratic stark effect varies with principal quan-
tam number 7 as n’). Hence the 2S—12D results provide a
critical test of the Stark corrections.

Bourzeix er al. (1996b) determined the approximately 4
GHz differences between the frequencies of the transitions
2S1,—6S1,/6Ds, and one-fourth the frequency of the transi-
tion 181,-3S,, in H by exciting the 2S-6S/6D two-photon
resonance with a Ti—sapphire laser at 820 nm and the 1S-3S
two-photon resonance with radiation from the same laser af-
ter two successive frequency-doubling stages. The approxi-
mately 2.4 GHz change in the frequency of the laser was
measured using a Fabry—Pérot reference cavity. The second
doubling of the 820 nm radiation -required to induce the
1S-3S two-photon transition was challenging; the 205 nm
UV radiation consisted of 3 ps pulses at a frequency of 30
kHz and was obtained by modulating the length of the cavity
containing the frequency-doubling crystal. The experiment
was carried out in such a way that the frequency shift of the
UV radiation due to the modulation of the cavity canceled
between successive pulses, and the residual frequency shift
was estimated to be less than 3 kHz. The researchers took a
number of effects into account in analyzing the data and
assigning uncertainties, including possible drift of the laser
frequency, second-order Doppler effect, Zeeman shifts, dc
Stark shifts, and light shifts.

3.2.3. Yale University

The measurement in hydrogen of the difference between
the 25;,—4P;/4P;, transition frequencics and one-fourth
the 1S,,—2Sy,, transition frequency carried out at Yale Uni-
versity used two tunable lasers at 486 nm, one the primary
laser, the other the reference laser locked to an appropriate
saturated absorption line in *°Te, (Berkeland, Hinds, and
Boshier, 1995). The primary laser was-used to observe the
2S-4P single-photon resonance in one beam of H atoms and,
after its frequency was doubled, the Doppler-free two-photon
1S—2S resonance in another beam of H atoms. The first-
order Doppler shift of the 2S—4P resonance was reduced to a
negligible level by cnsuring that the laser beam was ncarly
perpendicular to the atomic beam. The change in frequency
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of the primary laser required to alternately excite the two
transitions was measured by heterodyning the primary and
reference lasers. Each observed resonance was fitted with a
theoretical line shape that took into account, as appropriate,
background light, saturation, decreasing metastable beam in-
tensity, measured laser intensity fluctuations, and pressure
shift. Corrections were made for effects such as atomic recoil
from the single-photon absorption, the second-order Doppler
shift, and distribution of atoms among hyperfine sublevels of
the 2S states. The effect of stray electric and magnetic fields
was estimated to be negligible. The uncertainty of each tran-
sition frequency is dominated by its statistical uncertainty
(Type A). Because the uncertainties of the second-order
Doppler shift correction for the two transitions are common,
the two frequencies are correlated with a correlation coeffi-
cient of 0.08 (Boshier, 100%)

3.2.4. Harvard University

The measurements in hydrogen of the 2S;,—2P5, interval
(Hagley and Pipkin, 1994) and classic 2P;,-2S;, Lamb
shift (Lundeen and Pipkin, 1986) carried out at Harvard Uni-
versity were done in a similar manner using a fast metastable
atomic beam and the well-known Ramsey separated-
oscillatory-field technique. This method, which employs two
separated interaction regions, allows the observation of the
transitions with a linewidth significantly less than the 100
MHz natural linewidth due to the 1.6 ns finite lifetime of the
2P state. The 50 keV to 100 keV metastable 2S beam of
hydrogen atoms used in these measurements was produced
by passing a beam of fast protons through nitrogen gas to
capture an electron and then a state selection region to reduce
the 2S(F=1) population. (Both measurements employed ¥
=0—F=1 transitions.) The technique requires a fast atomic
beam so that the decay length of H atoms in the 2P state is a
convcnicnt laboratory distance (of order 5 em). Microwave
signals that have either 0 or  phase difference are applied in
the two interaction regions and the depletion of the meta-
stable population of the beam as a function of microwave
frequency is observed. The narrow decay profile is obtained
by taking the difference between the distributions for the 0
and  phase difference.

In these experiments, a critical factor was control of the
relative phase of the oscillatory fields in the two interaction
regions. The main effect of error in the relative phase was
climinated in both cxperiments by combining data with the
relative time order of the two interaction regions inter-
changed. Similarly, residual first-order Doppler shifts were
eliminated by reversing the direction of propagation of the
oscillatory fields. Many other possible corrections and
sources of uncertainty were also considered, including time
dilation due to the fast beam motion, Bloch—Siegert and ac
Stark shifts, incomplete cancellation of the phase-
independent part of the 0 and v phase signals due to power
variation, overlap of the oscillatory fields in the two interac-
tion regions, and the effect of stray clectric and magnctic
fields. The statistical uncertainty (Type A) dominates the un-
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certainty of the 28;,—2P;, result of Hagley and Pipkin
(1994), while Type B components of uncertainty dominate
the uncertainty of the 2P;,~2Sp, result of Lundeen and Pip-
kin (1986).

3.2.5. University of Sussex

The measurement of the classic 2P;,—2S;,, Lamb shift at
the University of Sussex (Newton, Andrews, and Unsworth,
1979) was done using a single microwave region in the form
of a 50 Q transmission line, which has the advantage of a
higher signal strength, less complex apparatus, and a simpler
line-shape analysis compared to the separated-oscillatory-
field approach. In this experiment, a 21 keV beam of hydro-

- gen atoms in the metastable 2S state was produced by
charge-exchange collisions of protons with molecular hydro-
gen gas in a cell followed by hyperfine state selection to
increase the fraction of atoms in the 2S(F=1) state. The
beam entered the microwave region in which the micro-
waves propagated perpendicular to the beam direction in or
der to eliminate first-order Doppler shifts. Residual first-
order Doppler effects were canceled by reversing the
direction of propagation of the microwave fields. The applied
microwave power was carefully controlled in order to keep it
constant as the frequency was swept through the resonance
in order to avoid a shift of the apparent line center. Since the
goal of the experiment was to measure the center of the
resonance with an uncertainty of less than s of the line-

. width, a reliable expression for the theoretical line shape was
necessary and required precise knowledge of the electric
field in the transmission line. Possible corrections and
sources of uncertainty considered in this experiment include
the Bloch—Siegert shift, motional electric fields due to the
earth’s magnetic field, time dilation, power and frequency
measurement, stray electromagnetic fields, and n=4 reso-
nances. The uncertainty of this result is in fact dominated by
Type B components of uncertainty.

3.2.6. Other Data

A number of other potentially relevant results have been
reported, but are not included in the 1998 adjustment for a
variety of reasons.

The result 1057852(15) kHz for the classic hydrogen

Lamb shift obtained by van Wijngaarden, Holuj, and Drake

(1998), based on the anisotropy of emitted photons in an
applied electric field, is not included, because its agreement
with the Harvard University and University of Sussex values
is viewed by van Wijngaarden et al. (1998) as a verification
of the anisotropy method rather than an independent deter-
mination. This verification was deemed necessary because of
the disagreement between the theoretical value of the Lamb
shift in He™ and the experimental result obtained using this
method. :

The result 1057 851.4(1.9) kHz for the Lamb shift in hy-
drogen reported by Pal’chikov, Sokolov, and Yakovlev
(1985) is also omitted. For this experiment, it was necessary
to know the velocity of the metastable beam; it was deter-

1737

mined by measuring the decay length of atoms in the 2P state
and deducing the velocity from the theoretically calculated
decay rate. This required measurement of the decay length
and calculation of the decay rate with an unprecedented rela-
tive uncertainty of less than 2 X 1075, These and other issues
have been discussed in the literature, and in our view the
reliability of the measurement and calculation at this level of
uncertainty has not been established (Hinds, 1988;
Karshenboim, 1994; Pal’chikov, Sokolov, and Yakovlev,
1997; Karshenboim, 1995).

Earlier results (mainly for the classic Lamb shift, the
28,,—2P;, interval, and the fine-structure interval
2P,;,—2P5,, all in hydrogen) are omitted either because of-
their large uncertainties or significant disagreement with the
more modern measurements. Summaries and discussion of
earlier work are given by Pipkin (1990), Cohen and Taylor
(1973), and Taylor et al. (1969). {Note that the result of
Safinya et al. (1980) listed in Pipkin (1990) is corrected by
Hagley and Pipkin (1994).]

3.2.7. Nuclear Radii

The theoretical expressions for the finite nuclear size con-
tributions to hydrogenic energy levels in Appendix A are
given in terms of the bound-state nuclear rms charge radius
Ry with N—p, or N—d for H or D. The values of R}, and R4
that we consider as input data are determined from elastic
electron—nucleon scattering experiments.

A comprehensive analysis of the relevant existing low-
and high-energy e—p data and low-energy neutron—atom
data based on dispersion relations, together with various the-
oretical constraints, has yielded the result for the proton scat-
tering radius rp=0.847(8) fm (Mergell, MeiBner, and
Dreschsel, 1996). This value differs somewhat from the ear-
lier value r,=0.862(12) fm (Simon et al., 1980). Although
this earlier result is based solely on low-energy data, such
data are the most critical in determining the value of r,,. [We

do not consider still earlier values, for example, r,

=0.805(11) fm (Hand. Miller. and Wilson. 1963). because
the more recent results had available a larger set of data and
improved methods of analysis.] Mergell et al. (1996) have
stressed the importance of simultaneously fitting both the
proton and the neutron data and note that if the value of
0.862 fm is used, one cannot simultaneously fit both sets of
data in their dispersion-theoretical analysis. Clearly, to ob-
lain & more accurate value of ry, iwproved low-encigy data
are necessary. In the absence of additional information, for
the purpose of the 1998 adjustment we take 7,
=().8545(120) fm, which is simply the unweighted mean of
the values of Mergell et al. (1996) and Simon et al. (1980)
with the larger of the two uncertainties.

For hydrogen, in the context of the expressions in Appen-
dix A, R, is the same as rp, and hence

R,=0.8545(120) fm. (58)
[Note that for the proton, as well as for the deuteron dis-
cussed below, the interpretation of the quoted value obtained
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from the scattering data depends on whether muonic and/or
hadronic vacuum polarization has been included as a correc-
tion to the data (Friar, Martorell, and Sprung, 1999). How-
ever, at the level of uncertainty of current interest, such
vacuum polarization effects may be neglected.]

The world data on elastic electron—deuteron scattering,

consisting of some 340 data points below 10 GeV/c momen-
tum transfer, has been used by Sick and Trautmann (1998) in
a thorough analysis that includes Coulomb distortion to de-
termine the deuteron rms charge radius; the result, including
their dispersion correction of —0.0024 fm, is r3=2.128(10)
fm. These authors emphasize the importance of treating all
of the available data simultaneously in order to maximally
constrain the momentum-transfer dependence of the form
factor and thereby obtain a reliable value for the rms radius.
Because of the completeness of their treatment, this is the
only result we consider for the 1998 adjustment. We note
that it is consistent with the result of a model calculation by
Friar, Martorell, and Sprung (1997) based on nucleon—
nuclevn scaltering data.

As discussed in Sec. A.8 of Appendix A, Ry is related to
rq by

3 (m,)\? )

Rd: T‘(21+ - )(C ) (59)
4 my

which yields, based on the 1998 recommended- values of

me/my and Ac,

R;=2.130(10) fm. (60)

3.3. Magnetic Moments and g-Factors

The magnetic moment of any of the three charged leptons
(e, m, 7) is written as

[4
n=g 5=, (61)

where g is the g-factor of the particle, m is its mass, and s is
its spin. In Eq. (61), e is the elementary charge and is posi-
tive. For the negatively charged leptons (e~, w™, and 77 ), g
is negative, and for the corresponding antiparticles (e*, w7,
and ) g is positive. CPT invariance implies that the masses
and absolute values of the g-factors are the same for each
particle—antiparticle pair.

These leptons have eigenvalues of spin projection s,
=£/2, and in the case of the electron and positron it is
conventional to write, based on Eq. (61),

8e
Me=7 KB> (62)

where up=efi/2m, is the Bohr magneton.
For nucleons or nuclei with spin I, the magnetic moment
can be written as

e
n=g —27;1; 1, (63)

or
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=g . (64)

In Eq. (64), py=efi/2m, is the nuclear magneton, defined in
analogy with the Bohr magneton, and i is the spin quantum
number of the nucleus defined by P=i(i+1)A% and I B
=—if,..., (i—1)A, if, where I, is the spin projection.
However, in some publications moments of nucleons are ex

pressed in terms of the Bohr magneton with a corresponding
change in the definition of the g-factor.

Magnetic moments, magnetic moment ratios, and
g-factors of various particles which impact the determination
of other constants of interest are discussed in the following
sections, and the relevant data are summarized in Table 9.
(The shielded gyromagnetic ratios of some of the same par-
ticles are discussed in Sec. 3.4) Also given in Table 9 are
values of quantities of interest that may be inferred from the
data, as discussed in connection with each experiment. As in
Table 4, each such inferred value is indented for clarity and
is given only for comparison purposes. In practice, the
source data are used as input data for the 1998 adjustment.

3.3.1. Electron Magnetic Moment Anomaly a,

The electron magnetic moment anomaly a, is defined as

aigd=2_led (65)

where g.=2u./pg is the g-factor of the electron and w, is
its magnetic moment. The electron and positron anomalies
have been measured in a classic serics of experiments at the
University of Washington in which individual electrons or
positrons are stored in a Penning trap immersed in a liquid
helium bath at 4.2 K in an applied magnetic flux density of
order 5 T (Van Dyck, Schwinberg, and Dehmelt, 1986b; Van
Dyck, 1990; Van Dyck, Schwinberg, and Dehmelt, 1991).
The anomaly is obtained from the relation a.= f,/f. by mea-
suring, in the same magnetic flux density B, the anomaly
difference frequency f,=f;—f. and cyclotron frequency f,
=eB/2mm,, where f,=g.upB/h is the electron spin-flip
(often called precession) frequency. In practice, the mea-
sured frequencies f, and f are shifted from their free-space
values f, and f, by the electrostatic field required to confine
the electron in the trap, and corrections for these shifts must
be made from a measurement of the frequency of the elec-
tron’s axial motion f,.

The values reported for the electron and positron anoma-
lies by Van Dyck, Schwinberg, aid Dehmelt (1987b) are

a.-=1.159652 1884(43)X 1073 [3.7x107°] (66a)
a.+=1.159652 1879(43) X 1072 [3.7X10 °].  (66b)

The 4.3%X 1072 standard uncertainty given by these authors
for the electron is a combination of the 0.62X 10~ ! statisti-
cal standard uncertainty (Type A) of the weighted mean of
four individual measurements, a standard uncertainty (Type
B) of 1.3X 1072 to allow for a possible residual microwave
power shift, and a standard uncertainty (Type B) of 4
%107 associated with possible cavity resonance ef-
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TABLE 9. Summary of data related to magnetic moments of various particles, and inferred values of various

quantities.
Relative standard
Quantity Value uncertainty u, Identification  Sec. and Eq.
a, 1.159 652 1883(42) X 1073 3.7X107° UWash-87 3.3.1 (68)
a Ya,) 137.035 999 58(52) 3.8x107° 3.3.1(72)
pe-(H)/ . (H) — 658.210 7058(66) 1.0x107% MIT-72 3.3.3 (95)
o=y — 658.210 6376(66) 1.0x107% 333 (99)
1a(D) pe-(D) —4.664 345 392(50) X 1074 1.1x107% MIT-84 3.3.4 (100)
Hal o —4.664 345 537(50) X 1074 1.1x 1078 3.3.4 (104)
e (H) o] — 658.215 9430(72) 1.1x1078 MIT-77 3.3.6 (115)
re i, — 658.227 5970(72) 1.1x107% 3.3.6 (116)
il g —0.761 786 1313(33) 43x107° NPL-93 3.3.7 (117)
ol 1y —0.684 996 94(16) 24%x1077 ILL-79 3.3.8 (122)
TRy 3.183 3442(17) 53x1077 SIN-82 3.3.9.a (133)
m,im, 206.768 34(11) 53%x1077 3.3.9.a (135)
v(fp) 627 994.77(14) kHz 22x1077 LAMPF-82  3.3.9.b (145)
Bty 3.183 3461(11) 3.6x1077 3.3.9.b (147)
my, /g 206.768 219(74) 3.6%1077 3.3.0.b (118)
Avpy 4463 302.88(16) kHz 3.6x1078 LAMPF-82  3.3.9.) (144)
a™! 137.036 000(20) 1.5x1077 3.3.9.d (158)
»(fy) 668 223 166(57) Hz R6X 1078 T.AMPF-99 339.c (153)
oyt Lty 3.183 345 13(39) 1.2x1077 3.3.9.c (155)
m,,lm, 206.768 283(25) 1.2x1077 3.39.c (156)
Avpgy 4463 302 765(53) Hz 1.2x1078 LAMPF-99  3.3.9.c (152)
a’l 137.035 9932(83) 6.0x1078 3.3.9.d (159)
R 0.003 707 213(27) 7.2x1076 CERN-79  3.3.10.a (164)
a, 1.165 9231(84) X 1073 7.2%X107¢ 3.3.10.a (165)
a ! 137.035 18(98) 7.2%107¢ 3.3.10.c (169)
R* 0.003 707 220(48) 13%107° BNL-99 3.3.10.b (166)
a, 1.16 925(15) X 1073 1.3x107° 3.3.10b (167)
a! 137.0349(18) 1.3X107° 3.3.10.c (170)

fects. For the positron, the statistical standard uncertainty of
the weighted mean of five individual measurements is 0.93
X 10712 and the other uncertainties are the same as for the
electron. The two values agree ta well within their comhined
statistical uncertainty.

Cavity resonance effects have long been recognized as a
possible source of systematic error in the measurement of a,
(Dehmelt, 1981); a review has been given by Gabrielse, Tan,
and Brown (1990a). For more recent work see Mittlemann,
Dehmelt, and Kim (1995), Dehmelt (1994a), Dehmelt
(1994b), Gabrielse and Tan (1994), Tan and Gabrielse
(1993), Dehmelt, Van Dyck, and Palmer (1992), and Tan and
Gabrielse (1991). The uncertainty of 4 X 10™!? assigned by
Van Dyck, Schwinberg, and Dehmelt (1987b) to take into
account possible cavity resonance effects is based on infor-
mation derived from their additional experimental investiga-
tions (Van Dyck er al., 1987a) together with an application
of the theory of Brown eral. (1985a) and Brown et al.
(1985b); see also Dehmelt et al. (1992).

To further study uncertainties due to cavity effects, Van
Dyck et al. (1991) constructed a trap with a lower Q in order
to produce an environment in which interactions with cavity

modes would be less significant. That the interactions with
such cavity modes were reduced was revealed by the fact
that in this trap the lifetime against spontaneous decay of
cyclotron orhits was cloge to the free-space value, as com-
pared to the trap used to obtain the results in Eq. (66), in
which the lifetime of the cyclotron orbits was ten times
longer than the free-space value.

Van Dyck et al. (1991) used this trap to measure a,, but,
due to the trap’s sensitivity to variations of the ambient mag-
netic field, the results from the 14 runs were spread out in a
distribution that does not appear 10 be due to purely random
variations. Because of the nature of the distribution, these
authors give the simple mean of the 14 values as their result
for a. and the experimental standard deviation of the 14
values (relative to the simple mean) as its uncertainty:

a,-=1.1596521855(40)x 1073 [3.4X107°]. 67)

No additional component of uncertainty for cavity shifts was
included because the lifetime evidence mentioned above in-
dicates that the interactions with cavity modes were negli-
gible at the quoted level of uncertainty. Equation (67) is
consistent with Eq. (66). However, in view of the nature of
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the distribution of the results of the 14 runs, these authors do
not consider this result as replacing the earlier work, but
rather as a confirmation of their 4 X 1072 uncertainty as-
signed to account for possible cavity effects (Dehmelt and
Van Dyck, 1996).

In light of the above discussion, we use the data that lead
to the results given in Eq. (66) to determine a single experi-
mental value of a, for use in the 1998 adjustment. Since we
assume that CPT invariance holds for the electron—positron
system, that value is obtained by taking the weighted mean
of the data for both the electron and positron. The result is

a.~1.1596521883(42)X 1073 [3.7xX107%), (68)
where the standard uncertainty consists of the following
components based on the values given by Van Dyck,
Schwinberg and Dehmelt (1987b): 0.52X 10”2 statistical
standard uncertainty of the weighted mean of the nine indi-
vidual measurements (Type A); 1.3%< 107" for a possible
microwave power shift (Type B); and 4 X 1072 for possible
cavity resonance effects (Type B). The Birge ratio associated
with this weighted mean for v=8 degrees of freedom (see

Appendix E) is Rg=Vx*/»=0.73, indicating that the data
are consistent. We also note that the unweighted mean of the
nine measurements and the experimental standard deviation
of this wean, which are 1.159652 187 9x 1072 and 0.52
X 10712, respectively, agree well with the corresponding
weighted values.

It is important to note that the result in Bq. (68) is in
agreement with earlier results of the University of Washing-
ton group, but supersedes those results because of improve-
ments in methodology and understanding. For example, the
value ag-=1.159 652 193(4) X 10~* was reported in 1984
(Van Dyck, Schwinberg, and Dehmelt, 1984), which was in
fact the value used in the 1986 adjustment but with the stan-
dard uncertainty increased from the 4X 1072 assigned by
the authors to 10X 102 to account for possible cavity ef-
fects. [The 1984 value was subsequently corrected to a,-
=1.159652189(4)X 1073 by Van Dyck et al. (1991) as a
result of takiug imtv account the effect of the microwave
power.] The values reported in 1981 were a.-
=1.159652200(40)X 1073 and @..=1.159652222(50)
x1073 (Schwinberg, Van Dyck, and Dehmelt, 1981;
Schwinberg, Van Dyck, and Dehmelt, 1984; Van Dyck
et al., 1984).

A value of the fine-structure constant a can be obtained
from the University of Washington weighted mean experi-
mental value of a,, given in Bq. (68), by determining the
value a(a.) for which a (exp)=a,(th), where a.(th) is the
theoretical expression for a, as a function of a. The theory of
a. is briefly summarized in Appendix B; 2 miore detailed
review will be the subject of a future publication. Following
Appendix B, we have

a(th)=a(QED)+a.(weak) +a.(had),  (69)
with
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a(QED)= cm( )+c<4>( )+c§,°’(3)3
T, @

4

5 .
+een (7())

44 a
8 10
+ed| ) e )(;

where the coefficients C®", as well as a(weak) and

a.(had), are given in Appendix B. As indicated in that Ap-

peudix, the standard uncertainty of a.(ih) is
ula(th)]=1.1x10"2=098x10"%, (71)

and is due almost entirely ta the uncertainty of the coefficient
C( 8)

Equating the theoretical expression with a.(exp) given in

.Eq. (68) yields

aY(a,)=137.03599958(52) [3.8X107°], (72)

which is the value included in Table 9. The uncertainty of
a(th) is about one-fourth of the uncertainty of a,(exp). and
thus the uncertainty of this inferred value of « is determived
mainly by the uncertainty of a.(exp). This result has the
smallest uncertainty of any value of a currently available.

3.3.2. Bound-State Corrections for Magnetic Moments

The experiments relevant to the magnetic moments of the
particles of interest in this paper are done on hydrogenic

-atoms that contain these particles, namely, hydrogen, deute-

rium, and muonium, each in the ground (1S) state. In order
to obtain the free-space magnetic moments of these particles,
it is necessary to apply theoretical corrections to account for

" the fact that they are bound. These bound-state corrections

are expressed in terms of the ratio of the bound g-factor to
the free g-factor. Such bound state g-factors are defined by
considering the contribution to the Hamiltonian from the in-
teraction of the atom with an applied magnetic flux density B
written in terms of the magnetic moments of the constituent
particles in the framework of the Pauli approxxmatxon For
example, for hydragen we have

H=B(H) pro- thy— pro~(H}- B— pr,(H)- B

=~—AvHs d-g.- (H) 5. B gp(H)

(73)

where B(H) characterizes the strehgth of the hyperfine inter-
action, Avy is the ground-state hyperfine frequency, s is the
spin of the electron, and I is the spin of the nucleus, i.e., the
proton. The individual cases of interest are discussed in the
following paragraphs.

a.- Electron in hydrogen. The main theoretical contribu-
tions to the g-factor of the electron g.-(H) in the 18 state of
hydrogen may be categorized as follows: Dirac (relativistic)
value gp; radiative cormrections Ag.4; recoil corrections
Ag.. Thus we write

g =gp+Ag, a+Agrc+--, 74
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where terms accounting for finite nuclear size, nuclear polar-
ization, weak interactions, etc., are assumed to be negligible
at the current level of uncertainty of the relevant experiments
(relative standard uncertainty u,~1X107%).

Breit (1928) obtained the exact value

gp=—3[1+2V1-(Za)*]

==2[1- §(Za)*~ H5(Za)*+---1  (75)

from the Dirac equation for an electron in the field of a fixed
point charge of magnitude Ze. [Although we are concerned
only with cases in which Z=1, in Eq. (75) and the following
discussion we display the Z dependence explicitly to distin-
guish between binding corrections and corrections for a free
particle, i.e., for the case Z=0.]

The radiative corrections may he written as

2 a 4 a\?
Agrg=—2|CP(Za) p +C(Za) =+,
(76)
where the coefficients ng")(Za) are slowly varying func-
tions of Za corresponding to n virtual photons. These coef-

ficients are defined 1n direct analogy with the corresponding
coefficients for the free electron given in Sec. 3.3.1 so that

lim C®(Za)=C@". (77
Za—0

The coefficient Céz)(Zoz) has been calculated to second

order in Za by Grotch (1970a), who finds
CP(Za)=CP+ L (Za)*+---
= b+ S (Za)
=0.500004437 ... +---. (78)

This result has been confirmed by Faustov (1970) and Close
and Osborn (1971) [see also Lieb (1955); Hegstrom (1969);
Grotch and Hegstrom (1971); Hegstrom (1971); and Grotch
(1971)]. Recently, this coefficient has been calculated nu-
merically to all orders in Za with high accuracy by Persson
et al. (1997). By assuming that C*)(0)= % exactly and fit-
ting their calculated values at higher Z to a polynomial in
Za, they find for Z=1

CP(a)=0.500 004 469(9). (79)

[A similar calculation has been carried out by Blundell,
Cheng, and Sapirstein (1997b), but their results for low Z
have significantly larger uncertainties.] The difference be-
tween Eq. (79) and Eq. (78) is negligible in the present con-
text, and thus only the lowest-order binding correction to
Cf,z)(Z @) needs to be considered. The binding corrections to
the higher-order coefficients C¥(Za), etc., have not been
calculated but are expected to be small, so these coefficients
are approximated by the free electron values. Thus, for the
fourth-order coefficient, we have

CM(Za)~CM=-032847844400..., (80)

1741
and we make the analogous approximation for the higher-

order coefficients. With these approximations, the result for

Agrad is
o
™
3

+ e

1
[ (2) 4 2
Agrad 2[(Ce + 12(20’) )

a

2
[44
+cg4>( —) +C®
n v

(81)

The preceding terms Agp and Ag_,4 are based on the ap-
proximation that the nucleus of the hydrogenic atom has an
infinite mass. The contribution to the bound-state g-factor
associated with the finite mass of the nucleus, represented
here by Ag., has been calculated by Grotch (1970b) with
the result

me
Agrec:—(za)zﬁ-i“"a (82)

where my is the mass of the nucleus. This term and higher-
order terms have been obtained by Grotch (1971); Hegstrom
(1971); Faustov (1970); Close and Osborn (1971); and
Grotch and Hegstrom (1971) [see also Hegstrom (1969) and
Grotch (1970a)]. We have not included these higher-order
terms in Eq. (82), because they are negligible compared to
the uncertainty of the relevant experiments (less than 1% of
the experimental uncertainty in this case), and because addi-
tional terms that could well be larger, such as the binding
corrections to the fourth-order coefficient C¢*), have not yet
been explicitly calculated.

The quantity of interest is the ratio of the bound-electron
g-factor in hydrogen to the free-electron g-factor:

ge‘(H) _ gD+ Agrad+Agrec+ ot
8e- 8e-

(83)

Substitution of Egs. (75), (81), and (82) in the numerator,
with my=m,, and substitution of the theoretical expression
for g.-=—2(1+a,) that follows from Sec. 3.3.1 in the de-

nominator, yields

g.-(H)
ge”

1 1
—1__ 2 4
1-5(Za)*~ 53 (Za)

iz o &4 Lz ey
72 7|t 3(Za) m,
=1-17.7053% 107, (84)

The numerical result is based on the 1998 recommended
values of « and m./m,, but the result is clearly not sensitive

to the exact values used. This is also true for the binding

correction to the g-factor of the proton in hydrogen and for
the corrections to g-factors in deuterium and muonium, dis-
cussed below. The calculated or expected magnitude of any
contribution not included in Eq. (84) is less than 1X 1072,
which is not significant compared to the uncertainty of the
relevant experiments. This statement also applies to the cor-
responding expression for the proton g-factor in hydrogen
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and to those for the electron and deuteron g-factors in deu-
terium. Therefore no uncertainty is quoted for the binding
corrections to these g-factors.

b. Proton in hydrogen. For the proton i= f, and hence
according to Eq. (64) its magnetic moment may be written as

g
Mpz_ZE/J'N’ (85)

where g, is the g-factor of the free proton referred to the
nuclear magneton wuy=efi/2m,. In analogy with the elec-
tron, the proton magnetic moment anomaly a,, is defined as

ap="5 MN—1~1.793. (.86)

However, unlike the electron anomaly a., the proton
anomaly a, cannot be calculated accurately. Therefore the
bound-state corrections, particularly those involving a,, are
necessarily treated phenomenologically. The expression for
the ratio of the bound proton g-factor g (H) to g, analogous
to Eq. (84) for the electron is

H +
8;2.(._.)_=1_1202+£Zn, _r_n_SS 4ap+
&p 3 6 my 1+a,
=1-17.7328%X107°. . (87)

The leading correction —Za?/3 can be viewed as a diamag-
netic shielding correction that follows from the work of
Lamb (1941). The mass-dependent term, as well as negli-
gible higher-order mass-dependent terms not included here,
have been obtained by Grotch (1971); Hegstrom (1971);
Faustov (1970); Close and Osborn (1971); and Grotch and
Hegstrom (1971); [see also Hegstrom (1969)].

c. Electron in deuterium. To calculate the binding correc-
tion for the g-factor of the electron in deuterium g.-(D), one
may simply replace the proton mass m,, in Eq. (84) by the
mass of the deuteron mg4. This yields

g.-(D)

1 1
=1—= 2_ 4
1 3 (Za) 12(Za)

+lz 2a+lz 2l
Z(a)'ﬂ' 2(a)md

=1-17.7125X107°, (88)

d. Deuteron in deuterium. The deuteron g-factor is de-
fined by pa=gaun based on Eq. (64) and the fact that the
spin quantum number i of the deuteron is 1. Although Eq.
(87) was derived for the case i= %, Grotch (1997) and Eides
and Grotch (1997a), have confirmed that this expression is

also valid for the deuteron, where the deuteron magnetn: mo- -

ment anomaly a4 is defined by

Y o B
= oy ~ 1~ 0143, (89)

Hence-the binding correction for the g-factor of the deuteron
in deuterium g4(D) is obtained by making the replacements
my—mg and a,—a, in Eq. (87). The result is
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D 1 1 me 3+4a
8 )=1——-Zar2 S 7ot e d....
g4 3 6 mg 1+ay
=1-17.7436x107°, (90)

e. Electron in muonium. Muonium, with chemical symbol
Mu, is the bound state of a positive muon p.* and an electron
e~ . The binding correction for the g-factor of the electron in
muonium g.-(Mu) may be obtained by simply replacing the
proton mass m, in Eq. (84) by the mass of the muon m,, .
The result is

ge-(Mu)
8e-

1
—1__ 2
1 3(Za)

1 2
+ Z(Za)

ay 1 , Me
—|+5(Za)" —+---
w2 m,

=1-17.591x107°, (91)
where the term — (Za)*/12 has been dropped from Eq. (84)

because it is smaller than neglected higher-order mass-
dependent terms. Although the mass ratio m./m, is nine
times the mass ratio m./m,, higher-order terms in the mass
ratio, which are shghtly greater than 1X107°, may be ne-
glected compared to the uncertainty of the relevant experi-
ment. The same statement applies to the expression for the
g-factor of the muon in muonium discussed in the next para-
graph. Therefore no uncertainty is quoted for -either
8- (Mu)/g.- or g, +(Mu)/g,+.

J- Muon in muonium. The g-factor of the muon g is de-
fined according to Eq. (61) by

8 efi

g m,
=2 2m,

=2 m, HB- 92)
The binding correction for the g-factor of the muon in muo-
nium g ,+(Mu) follows from Eq. (87) by replacing m, by m,,
and setting a, to zero. We thereby obtain

+(Mu 1 1
Mz 1-=Za?+ —Za2ﬂ+'-~
gP'+ 3 2 mM
=1-17.622X1076. (93)

g. Comparison of theory and experiment. The theory of
bound-state corrections to g-factors has been tested by a
number of experiments. Based on their measurement of the
ratio g.-(*’Rb)/g.- and the earlier measurement of
go-(H)/g.-(*"Rb) by Hughes and Robinson (1969), Tiede-
wan and Robisson (1977) report the value g.-(H)/g.-=1
—17.709(13) X 1075. This agrees with the numerical result
in Eq. (84), thereby checking the Breit correction — (Za)?/3
and the term (Za)?(a/m)/4 to relative uncertainties of about
0.07 % and 40 %, respectively. An independent check of the
Breit correction for Z=2 with a relative uncertainty of about
0.4 % is provided by the measurement of g.-(*He*)/g.- by
Johnson and Robinson (1980)

Mass-dependent corrections to the bound-state g-factor
have been tested by the work of Walther, Phillips, and Klep-
prer (1972). Using a pulsed double-mode hydrogen maser,
they obtained the ratio g.-(H)/g.-(D)=1+7.22(3)X 107°.
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The quotient of Eq. (84) and Eq. (88) gives the leading cor-

rection term in the theoretical expression for this ratio:
ge-(H)
ge~(D)

1 m, mg
=1+—(za)2(~————)+---
2 m, mg

=1+7247X107%+---. (94)

The result of Walther et al. (1972) checks this leading cor-
rection term to a relative uncertainty of about 0.4 %. The
next-order term [see the discussion following Eq. (82)],
which contributes approximately —0.03X 107, improves
the agreement between experiment and theory,. but is
checked only at a level equal to its value.

Earlier measurements of g.-(H)/g.-(D), but with larger
uncertainties, have been reported. Larson, Valberg, and
Ramsey (1969) obtained 1+9.4(1.4)x 10~ for this ratio,
and Hughes and Robinson (1969); Robinson and Hughes
(1971), obtained 1+7.2(1.2)X107°.

The leading correction term in Eq. (94) has been checked
for a different mass to a relative uncertainty of about 15 % by
Larson and Ramsey (1974) who carried out experiments with
hydrogen and tritium. They obtained g.-(H)/g.-(T)=1
4+10.7(1.5)% 10™%, which is consistent with theory.

3.3.3. Electron to Proton Magnetic Moment Ratio u./pu,

The ratio p./u, may be obtained from measurements of
the ratio of the magnetic moment of the electron to the mag-
netic moment of the proton in the 1S state of hydrogen
He-(H)/ py(H). This bound-state ratio is determined from
the energy eigenvalues of the Hamiltonian of Eq. (73), which
are given by the Breit—Rabi equation (Breit and Rabi, 1931;
Millman, Rabi, and Zacharias, 1938). Using a hydrogen ma-
ser operating in an applied magnetic flux density of 0.35 T to
observe simultaneously both electron and proton spin-flip
transitions between Zeeman energy levels, Winkler et al.
(1972) at the Massachusetts Institute of Technology (MIT)
found

fre-(H)
Hp(H)

where a minor typographical error in the original publication
has been corrected (Kleppner, 1997). This value is the result
of their preferred quadratic extrapolation method and is con-
sistent with the value obtained by their linear extrapolation
mcthod. The standard uncertainty is that assigned by Winkler
et al. (1972) and is meant to take into account possible sys-
tematic effects, mainly due to the extrapolation procedure
used to analyze the data; the statistical relative uncertainty
(Type A) was less than 4X107°. This result, which is in
agreement with earlier measurements that have uncertainties
at least a factor of 30 larger, is the only one we need to
consider. [See Taylor et al. (1969) for a discussion of previ-
ous work. ]

To obtain the free-particle ratio p./pu, from the bound-
particle ratio given in Eq. (95), we apply binding corrections
as follows. From Eq. (73) we have

= —658.2107058(66) [1.0X107%], (95)
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(H
pen= 96)
and
H
PCSLLLU )
These relations together with Eqgs. (62) and (85) yield
M _ 8(H) (ge—(H)) ! pe-(H)
My & \ 8e Mp(H) ©8)

Substituting into this equation the numerical values from
Egs. (84), (87), and (95), we obtain

He-(H)
Hp(H)

=—658.2106876(66) [1.0X107%].  (99)

Be-
Hp

=(1—27.6X10"%)

The stated standard uncertainty is due entirely to the uncer-
tainty of the experimental value of u.-(H)/u,(H) because
the bound-state corrections are taken as exact, as discussed in
the text following Eq. (84).

3.3.4. Deuteron to Eleciron Magnetic Moment Ratio u4/p,

In a manner similar to that for p./u,, pe/p, may be
obtained from measurements of the ratio u4(D)/p.~(D) in
the 18 state of deuterium. Using essentially the same method
as that employed by Winkler et al. (1972) to determine
Me-(H)/ up(H) as discussed in the previous section, Phillips,
Kleppner, and Walther (1984), also at MIT, measured
ma(D)/ pe-(D) and found

#4(D)
He-(D)

=—4.664345392(50)X10™* [1.1x107%].

(100)

Although this result has not been published, we include it as
an input datum, because the method is described in detail by
Winkler et al. (1972) in connection with their measurement
of fie-(H)/ pp(H).

To obtain the free-particle ratio uqy/g., in analogy with
the preceding section, we have

g.~(b)

He(D)= 5 KB (101)
14(D)=g4(D) uy, (102)
and
Ba _ 8.-(D)[ga(D)\ ™" pg(D)
Z;e—:— 8e- ( 8d ) Me_(D)‘ (103)

With numerical values from Egs. (88), (90), and (100),
we find
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/urd -9 l‘l’d(D)
L= (14+31.1X10
M- ( )/Le—(D)

=—4.664345537(50)x10™* [1.1x107%].

(104)
3.3.5. Deuteron to Proton Magnetic Moment Ratio pq/u,

The ratio p4/p, may be determined by nuclear magnetic
resonance (NMR) measurements on the molecule HD. The
relevant expression is

1q(HD) _ [1-04(HD)]uq
y’p(I{D) [1 _UP(H:D)]ILP’

where u4(HD) and #po(HD) are the deuteron and proton
magnetic moments in HD, respectively, and ay(HD) and
0,(HD) are the corresponding nuclear magnetic shielding
corrections similar to the atomic bound-state corrections dis-
cussed in Sec. 3.3.2. The ratio uy(HD)/ u,(HD) in turn is
given by

(105)

pa(HD) __ £,(HD)
#(HD) * f,(HD)”

where f4(HD) and f,(HD) are the NMR frequencies of the
deuteron and proton in HD in the same magnetic flux density
B. The factor 2 arises because the spin quantum nuber i of
the deuteron is 1, while for the proton it is 1. That is, in
general we have for the NMR frequency f of a nucleus of

magnetic moment . in an applied flux density R

(106)

el leluy

Y
L Ay

2

B, (107)

reflecting the fact that in NMR measurements the selection
rule on spin projection in the field direction is Ai,==1,
where I,=i . In Eq. (107), the term |g|uy/h follows from
Eq. (64), and the last term defines the gyromagnetic ratio of
the nucleus y. Equations (105) and (106) lead to

s . 1—0,(HD) f,(HD)

2, * 1= 0,(HD) f,(HD)

f4(HD)
=2[1+ gy(HD) — ,(HD)] 2omes + -,
[1-+04(HD) = 0y(HD)] 2 s

where the second line follows from the fact that the nucl
magnetic shielding corrections are small.
Using the NMR method, Wimett (1953) obtained

§=0.307012192(15) [4.9%107%]  (109)

P
based on the assumption that in HD the shielding correction
is the same for the deuteron as it is for the proton, as sug-
gested by Ramsey (1952), which implies o4(HD)
— 0,(HD)=0 in Eq. (108). The uncertainty is that quoted by
the author, who simply states that it is *“five times the stan-
dard deviation of results obtained in four independent mea-
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surements.”’ Because the description of this experiment pro-
vided by Wimett is minimal, we are unable to give further
consideration to the result in Eq. (109).

A more recent result for pq/pu,, based on the theoretical
estimate g¢(HD) — op(HD)=15.0X 10™% of Neronov and
Barzakh (1977), has been reported by Gorshkov et al.
(1989):

e =0.3070122081(4) [1.3x107°].

Mo
The uncertainty, which is apparently only statistical (Type
A), is that given by Gorshkov et al. (1989). Their measure-
ments were designed to eliminate a particular systematic er-
ror of an earlier similar measurement by Neronov, Barzakh,
and Mukhamadiev (1975). The estimate of Neronov and
Barzakh (1977) for o4(HD)~ o,(HD) supplants the earlier
theoretical estimate also given by Neronov et al. (1975).

Because Gorshkov et al. (1989) do not provide sufficient

information to allow an independent assessment of uncer-
tainties due to other possible systematic eifects, and also
because there is no confirmation of the theoretical value for
o4(HD)— o (HD), we do not consider this result any fur-
ther.

(110)

3.3.6. Electron to Shielded Proton Magnetic Moment Ratio
rel pp

In many experiments requiring a magnetic field, the ap-
plied magnetic flux density B is calibrated in terms of the
NMR frequency -of protons in H,O. Since the observed NMR
frequency depends on the properties of the water sample,
such as its purity, shape, and temperature, we write, based on

" Eq. (107) with i= 1,

(111)

which defines the effective magnetic moment of the proton
,u,fff for that sample. In the field of fundamental constants,
the sample is taken to be a sphere of pure H,O at 25°C
surrounded by vacuum, and the corresponding effective pro-
ton magnetic moment is denoted by '“1'3' Further, B is the
flux density in vacuum before the sample is introduced, and
the sources of B are assumed to be infinitely far away from
the sample.

The relation between the shielded magnetic moment p,l’,
and the free proton moment u,, can be written as

fo=2u5"Blh,

wp=[1-0aplp,, (112)

which defines the shielding correction ‘71/9 . Results from ex-
periments in which B is measured using such water samples
can be related to fundamental quantities through knowledge
of the shielded proton moment in Bohr magnetons /.LII)/ Mg -
This quantity can be obtained from the measurement of
Moo=/ /"'1’: discussed below. [We assume for the cases of inter-
est in this review that any nonlinear dependence of the NMR
frequency on B is negligible, and consequently that shielding
corrections such as O'I', are independent of B; see Ramsey
{1970).]
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a. Temperature dependence of shielded proton magnetic
moment. Petley and Donaldson (1984) have determined ex-
perimentally that the temperature-dependent shielded mag-
netic moment of the proton ;L;‘ (#) in a spherical sample of
pure H,O over the range 5 °C=st=<45°C can be written as

*
t
#y )=1—-10.36(3O)><10"9°C_1(t—25°C),

7 (113)
My

where the uncertainty is that assigned by these researchers
and is dominated by the component that allows for possible
systematic effects. As pointed out by Petley and Donaldson
(1984), earlier results have larger uncertainties and are con-
sistent with their result. Although we use Eq. (113) to correct
several experimental results to 25 °C, the uncertainties of the
corrections are sufficiently small that the correlations intro-
duced among these results by using the same equation to
calculate the corrections are negligible.

b. Value of pe! [LII) . Phillips, Cooke, and Kleppner (1977)
at MIT, in an experiment similar to that of Winkler et al.
(1972) discussed in connection with u./u, (see Sec. 3.3.3),
measured the ratio of the electron magnetic moment in hy-
drogen to the proton magnetic moment in water. By compar-
ing the electron spin-flip frequency obtained using a hydro-
gen maser operating at 0.35 T to the proton NMR frequency
of a spherical sample of pure H,O at a temperature ¢
=34.7°C in the same magnetic flux density, Phillips ef al.
(1977) found

e-(H)

oo = 6582160
ZF(347°C) 658.216 0091(69)

[1.0x107%].
(114)

The uncertainty is that assigned by these researchers and
includes the statistical uncertainty (Fype A) and a number of
small uncertainty components arising from various system-
atic effects. This value disagrees with the reported value of
the previous most accurate measurement, obtained by Lambe
(1968) at Princeton University nearly 20 years earlier, which
has a relative standard uncertainty of 6.6X107%. As dis-
cussed in detail by Phillips et al. (1977), there are a number
of plausible explanations for this disagreement that favor the
later value. Thus we consider only the MIT result.
To obtain pe/p,, we first write

pe(H) _ L¥(347°C)  pe-(H)
Hop 7 Ky (34.7°C)
_ He-(H)
=(1—-1. X 1077) e ——
(1-1.005(29)X 10 ),LL::(34.7°C)
=-658.2159430(72) [1.1x107%], (115)

based on Egs. (113) and (114). Using g.-(H)/g.-
= pe~(H)/ e~ , which follows from Eqs. (96) and (62), and
Eq. (84), we then have
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P _ (ge—(H)) ! pe-(H)
llfl,; 8e- /—L;;
=—658.2275970(72) [1.1Xx107%]. (116)

3.3.7. Shielded Helion to Shietded Proton Magnetic Moment
Ratio p;,/ s,

Because of the inherent difficulties of using water as an
NMR medium to calibrate magnetic flux densities to the
level of accuracy required in present-day experiments in the
field of fundamental constants, researchers at the National
Physical Laboratory (NPL), Teddington, UK, have been de-
veloping optically pumped *He NMR (Flowers, Petley, and
Richards, 1990; Flowers, Petley, and Richards, 1993; Flow-
ers, Franks, and Petley, 1995a; Flowers, Franks, and Petley,
1995b; Flowers et al., 1997; Flowers et al., 1999). Employ-
ing their new techniques, Flowers et al. (1993) measured the
ratio of the magnetic moment of the helion h, the nucleus of
the *He atom, to the magnetic moment of the proton in HyO
and obtained the result

% =—0.761786 1313(33) [4.3x107%]. (117)

P

The assigned uncertainty is that of Flowers ez al. (1993) and
is mainly due to a number of nonstatistical (Type B) standard
uncertainty components. The next most accurate experiment
has an uncertainty that is about 24 times larger (Belyi, II’ina,
and Shifrin, 1986) and is not considered. (The prime on the
symbol for the moment indicates that the helion is not free,
but is bound in a helium atom. Further, although the mag-
netic shielding of the helion due to the susceptibility of the
*He gas at the pressures typically used in such experiments is
inconsequential, thereby making exact sample shape and
temperature unimportant, we nevertheless assume that the
sample is spherical, at 25 °C, and surrounded by vacuum.)

Neronov and Barzakh (1978) have reported the value
i/ pp(Hy) = —0.761 786 635(4)  [5.2X107°] for the re-
lated ratio of the helion magnetic moment in >He to the mag-
netic moment of the proton in H,. However, these authors do
not give a detailed breakdown of the uncertainty components
due to systematic effects that might contribute to their ex-
periment, and, as noted by Flowers et al. (1993), there may
be an additional component of uncertainty due to the effect
subsequently discovered by Gorshkov er al. (1989). [Note
that the next most accurate measurement of this quantity has
an uncertainty that is nearly 20 times larger (Williams and
Hughes, 1969).] -

A value of either the ratio g/ u, or the ratio uy/u, could
be obtained from the above result of Neronov and Barzakh
(1978) with the aid of a value for either the shielding correc-
tion difference o,(Hy) — o-; or the shielding correction
a,(Hy) itself. Neronov and Barzakh give the measured value
ap(Hy) — op(H,0, 21 °C)=0.596(13) X 1075, which im-
plies o,(Hy) — (T‘}’,= 0.555(13), based on the temperature de-
pendence in Eq. (113). Taking the values and uncertainties as
given, we find pup/p,=—0.761786213(11) [14X107°],
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which is in significant disagreement with the result in Eq.
(117). In a similar manner, as noted by Fei (1996), if the
quoted value o,(H,) =26.363(4) X 1076 obtained by Raynes
and Panteli (1983) from a combination of theory and experi-
mental data is used together with the result for uy/puy(Hy) of
Neronov and Barzakh (1978) and the result for uy/u, of
Flowers et al. (1993), one obtains al',=25.702(8)>< 1076
based on Eq. (112). At face value, this result is in agreement
with and bas a smaller uncertainty than the corresponding
result o-l’,= 25.689(15) X 1076 based on the experiments dis-
cussed above in Secs. 3.3.3 and 3.3.6. This agreement could
be interpreted as providing confirmation of the result of Ner-
onov and Barzakh for the ratio u;/ Mp, and could indicate
that their value for the difference o,(Hy) — o,(H,0, 21°C)
is the source of the discrepancy with Flowers et al. (1993).
On the other hand, the reliability the value of the screening
correction o,(Hy) of Raynes and Panteli (1983) is open to
question because of various assumptions on which it is based
and a lack of experimental verification. Further, as discussed
in the preceding paragraph, there are questions concerning
the magnitude of the uncertainty that should be assigned to
the result of Neronov and Barzakh (1978), and there is in-
sufficient information available to resolve these qucstions.
Therefore we do not include their result as an input datum.

3.3.8. Neutron to Shielded Proton Magnetic Moment Ratio
#al IJ';,:

The ratio of the magnetic moment of the neutron u, to
that of the shielded proton ,ul', may be determined from the
work of Greene et al. (1979), Greene et al. (1977) carried
out at the Institut Laue-Langevin (ILL). Using the Ramsey
separated-oscillatory-field magnetic resonance technique
with protons in flowing water and slow neutrons in the same
applied magnetic flux density, Greene er al. (1979) obtained

Hn — § =7
oy, 220 0.684 995 88(16) [2.4x1077],
(118)

where ‘‘cyl’” indicates that the water sample was cylindrical.
The uncertainty in Eq. (118) is that assigned by Greene et al.
(1979) and is due mainly to a statistical relative standard
uncertainty (Type A) of 1.7X 10”7 and an uncertainty in the
velocity distribution of both the neutrons and protons which
contributes a relative standard uncertainty (Type B) of 1.4
X 1077, ‘

To determine u,,/ ., from the ratio given in Eq. (118), we
first note that that result is based on measurements made in
air, while the symbol w’ denotes measurement in vacuum
(see Sec. 3.3.6). However, from Eq. (120) below, it can be
seen that, to first order in the magnetic susceptibility of air,
the ratio of the neutron and proton resonant frequencies is
the same whether measured in vacuum or air. (This state-
ment also applies to those ratio measurements discussed in
previous sections that were carried out in air.) The ratio in
Eq. (118) can therefore be taken as the ratio in vacuum. This
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vacuum ratio is then transformed to a result corresponding to
a spherical H,0O sample in vacuum at the same temperature
using the relation

pplcyl, 22°C) 1+ 1k(22°0)
By (22°C) 1+ Lk(22°C)

=141.5093(10)xX 1075,  (119)

where «(22°C)=—9.0559(61) X 1076 [0.067 %] is the vol-
ume magnetic susceptibility of water at 22 °C. This value of
k(t) is the mass susceptibility result of Auer (1933) cor-
rected to 22°C using the H,O mass susceptibility versus
temperature data of Philo and Fairbank (1980) and converted
to a volume susceptibility using the H,O mass density vs.
temperature data of Patterson and Morris (1994). We have
also corrected the result of Auer for the accepted difference
between the international ampere, which he used in his ex-
periment as a unit to express the values of currents, and the
ST ampere (ITamer, 1965). We do not consider the work of
Piccard and Devaud (1920) because of the disagreement be-
tween the values of the H,O mass susceptibility obtained
from their inductive measurements and their Cotton-halance
measurements of the flux density in their experiment. [Ac-
cording to Davis (1997), the reason given by Cotton and
Dupouy (1932) for possibly excluding the inductive flux-
density result of Piccard and Devaud was later shown to be
invalid by Dupouy and Jouaust (1935).] We have taken the
0.067 % relative uncertainty quoted by Auer (1933) as a rela-
tive standard uncertainty, although it was rather conserva-
tively assigned, in order to account for the fact that the two
results of Piccard and Devaud (1920) disagree not only with
each other, but also with that of Auer. (If Auer had followed
current practice, his assigned uncertainty would have been
about 0.03 %.)

Fortunately, because the. correction for the shape of the
sample used by Greene ez al. (1979) is small relative to the
uncertainty of their result, the lack of moderm data for « is
not of critical importance. Of course, there is no shape or
temperature correction for w, because of the low density of
the neutrons. (Although we use the volume magnetic suscep-
tibility of H,O to derive corrections to several experimental
results in the 1998 adjustment, the uncertainty of the suscep-
tibility of H,O is sufficiently small that the correlations in-
troduced among these results by using very nearly the same
value of the susceptibility are negligible.)

Equation (119) follows from the relation for the magnetic
flux density B; inside an ellipsoid with a volume magnetic
susceptibility «; placed in an originally uniform flux density
B, in a medium with volume magnetic susceptibility «,:

1+Ki
B.

i1+ Kot €(Ki— Kp) Bo, (120)

where € is the demagnetizing factor of the ellipsoid, and « is
related to the permeability u by u=(1+k)ug; in vacuum
k=0. Further, € has the value } for a sphere and } for an
infinitely long cylinder with axis perpendicular to the lines of
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flux [see Sec. 4.18 of Stratton (1941); Lowes (1974); and
Bennett, Page, and Swartzendruber (1978)]. The fact that the
water sample used by Greene et al. (1979) was a cylinder of
finite length might have the effect of reducing the correction
in Eq. (119) by an amount of the same order as its uncer-
tainty. However such a decrease, like the uncertainty itself,
would be insignificant in comparison to the uncertainty of
the experiment of Greene et al. (1979).

The temperature dependence of the effective magnetic
moment in water is taken into account by means of Eg.
(113):

*(22°C
L,) =1+3.108(90)X 1078,  (121)
. .
Equations (118), (119), and (121) together yield
% =—0.68499694(16) [24%x1077]. (122)
)

Because the result of Greene et al. (1979) has an uncertainty
that is 1 % of the uncertainty of the next most accurate mea-
surement involving u,, it is the only one we need to con-
sider. :

3.3.9. Muon to Proton Magnetic Moment Ratio . /x, and Muon
to Electron Mass Ratio m,/m,

a. SIN: p,/p,. A value of the ratio u,/u, may be ob-
tained from the measurements of Klempt et al. (1982) car-
ried out at the Swiss Institute for Nuclear Research, Villigen,
Switzerland (SIN, now the Paul Scherrer Institute or PSI).
These workers measured, using a stroboscopic technique, the
NMR frequency of positive muons stopped in spherical tar-
gets relative to the NMR frequency of protons in cylindrical
water samples doped with NiSO, in the same magnetic flux
density B=0.75T. The spherical targets contained either
pure liquid bromine (Br,), liquid bromine with a small ad-
mixture of H,0, or pure H,0. All measurements were made
at a temperature of 25 °C. In pure liquid bromine, the muo-
nium and bromine atoms form the molecule MuBr, while in
bromine with H,O and in pure H,O the molecule formed is
MuOH. Thus, in terms of effective moments [see Eq. (111)],
their results may be written ‘as ' '

e+ (sph, MuBr) Br,
— =3.1833212(20) [6:3x1077]
e (YD)
(123)
Wy+(sph, MuOH)g,,
- =3.1833341(19) [6.0%X1077]
My (cyD) _
: (124)
Iu'pl,"'(spha MUOH)HZO : ‘
= =3.1833519(66) [2.1X107],
My (cyl)
(125)

where M;ff(cyl) is the effective magnetic moment of the pro-
tons in the field-measuring probe, and the uncertainties are
statistical (Type A) only.
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The corrections to the NMR frequency of the field-
measuring probe found by Klempt et al. (1982), including a
correction of —0.20(25)X 1079 due to the stroboscopic
background, can be expressed as

pe(eyD)
#p(cyD

where the uncertainty is mainly nonstatistical (Type B). Also
in separate measurements, using a high-resolution NMR
spectrometer operated at 25°C and with long cylindrical
samples, Klempt et al. (1982) determined the NMR fre-
quency of protons in HBr and in H,O, both in liquid bro-
mine, relative to the NMR frequency of protons in pure wa-
ter. The results may be written as

=1-0.95(29)x 1078, (126)

Pl BB 55(5)X107°  (127)
Hp(cyl) '

/LP(CYI, HZO)Br2

—_— 2= 1-240(5) X 107°, (128)

Hp(cyl)

[Note that the corresponding ratio for water is 1, because

1y (eyLH0) g 0= s, (cyD) ]

The ratio of magnetic moments ,+/u, may be obtained
using the experimental results given in Egs. (123)-(128).
The following is the relevant equation for the case in which
muons are captured in a pure bromine target (similar equa-
tions may be written for the other two cases):

By #y+(sph, MuBr)g,, ,u;ff(cyl))
Hp ,u;ff(‘cyl) J\ mpleyD)
Mp(Cyl, HBr)Br2 ! :U“p(cyly I'IBI")BrZ
wgleyl) #p(sph, HBr)g,,

+ Mp(sph,HBr)g, ’
x('“ wt TP 2 ). (129)

Hp Hy+(sph, MuBr)Br2

The first term on the right-hand side of this equation is ap-
proximately equal to the ratio of the magnetic moments of
the free muon and proton. The other terms take into account
the differences in the effective magnetic fields seen by the
particles. In particular, the second term corrects for the char-
acteristics of the field-measuring probe; the third term ac-
counts for the difference between the bromine and water en-
vironments for the proton in a cylindrical sawple; the fourth
term takes into account the effect of the shape of the bromine
samples; and the fifth term, called the isotope shift correc-
tion, corrects for the difference between the local environ-
ment seen by the muon in the MuBr molecule and the proton
in the HBr molecule. The first three terms are determined
experimentally, and are given by Eqgs. (123), (126), and
(127). The fourth and fifth terms are calculated.

The value of the fourth term is given, as in Eq. (119),
by 11— tk(Br)=1+2.19(5)X107%, where «(Bry)
=~—13.12(32) X 1075 at 25°C. This value for x(Bry) is
based on the volume susceptibility result obtained by Bro=
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ersma (1949) at 20 °C, scaled to 25 °C using accepted values
of the density of Br, (Kirk-Othmer, 1978). The result of
Broersma appears to be the most reliable available. Based on
the results for water [see Sec. 3.3.8], the temperature depen-
dence of the mass susceptibility of Br, is assumed to be
negligible compared to the temperature dependence of its
density. The assigned uncertainty is our own estimate and is
based on the variability of measurements of this type [see,
for example, Savithri (1943); and Rao and Govindarajan
(1942)].

The value of the fifth term in Eq. (129) is theoretically
estimated by Klempt efal (1982) to be 1-0.78(12)
X 1079, based on work by Breskman and Kanofsky (1970);
Williams (1971); and Castro, Keller, and Schenck (1979).
Evaluation of Eq. (129) yields

MuBr in Bry:

f‘_::i =3.1833435(20) [64X1077].  (130)

Hp

In the case of MuOH in Br,, the shape correction is the
same as in the MuBr case. For the isotope shift correction,
Klempt et al. (1982) give 1—0.28(12)x 1078, estimated in
the same way as in the MuBr case. [Although the uncertain-
ties of these isotope shift corrections were evaluated using a
mare conservative approach (absolute sum of the uncertainty
components) than normally employed for other results dis-
cussed in this review, we take them to be standard uncertain-
ties, as do Klempt ef al. (1982), because an independent
evaluation of the uncertainties cannot be done.]

Klempt et al. (1982) take 1—2.0(2.0) X 10™° as the corre-
sponding correction for MuOH in H,O from Crowe et al.
(1972). Also in the latter case, the shape correction is

— 1k(25°C)=1+1.509(1)X 1076, where «(25°C)
=—9.0531(61) X 107° and is obtained as described in Sec.

3.3.8. The results drc

MuOH in Br,:
'l—;f:=3.183 3448(19) [6.1x10°']  (131)

P

MuOH in H,O:
B’ _31833473(92) [29%1077].  (132)

Hp

The uncertainties quoted for the ratios in Eqgs. (130)—(132)
do not include the 2.9%X 10”7 uncertainty common to all
three measurements arising from the relationship between
/u.gﬁ and pp(cyl), as given in Eq. (126). Also not included in
the uncertainties of the first two ratios is their common
0.54% 10”7 uncertainty due to the Br, shape correction.

The three ratios are in good agreement. However, follow-
ing Klempt ez al. (1982), the final result is obtained by taking
a weighted mean of only the first two, because the third has
a significantly larger uncertainty arising from the theoretical
estimate of the isotope shift correction. The weighted mean
is :
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% =3.1833442(17) [5.3%1077],

P

(133)

where the final quoted uncertainty consists of the 4.4
X107 relative standard uncertainty of the mean, and the
two common components of. uncertainty. As stated by
Kiempt er al. (1982), the result given in Eq. (133) supersedes
the initial result reported by Camani et-al. (1978).

Earlier NMR measurements of u,/x, have uncertainties
that are sufficiently large that they need not be considered.
This includes the most accurate previous result, p,+/u,
=3.1833467(82) [2.6X1076], which was obtained by
Crowe et al. (1972) and is consistent with Eq. (133).

The muon to electron mass ratio mu/ m, and the mion to
proton magnetic moment ratio w,,/u, are related by

= el s
me \pp/\Mp) |8/
where g, is the g-factor of the muon. Because the relative
standard uncertainties of ue/p,, g,,, and g are 1X107% or
less, m, /m. may be obtained from w,/u, (and vice versa)
with an insignificant increase in uncertainty. Further, any
dependence of g, and g, on m, /m, is extremely weak and
may be ignored (see Appendices B and C). Using the 1998
recommended valies of these quantities, we find that the
Klempt et al. (1982) value of u,/u, given in Eq. (133) im-
plies

(134)

my, ’ 7
P =206.76834(11) [5.3x107"]. (135)
€

b. LAMPF 1982: p, /u,. A value of u,/u, may be ob-
tained from measurements of the frequencies of transitions
between Zeeman energy levels in muonium. Until very re-
cently, the most accurate experiment in a long series of this
type [sce Hughes and zu Putlitz (1990) for a rcview] was
carried out nearly 20 years ago at the Clinton P. Anderson
Meson Physics Facility at Los Alamos (LAMPF), USA, by
an international collaboration using a microwave resonance
method. The experiment, the results of which were reported
in 1982 (Mariam et al., 1982; Mariam, 1981), used the high-
intensity, low-momentum *‘surface’’ muon beam at LAMPF.
Muons were stopped in a microwave cavity filled with kryp-
ton gas at a pressure of 0.5 or 1 atmosphere and in a mag-
netic flux density of approximately 1.4 T. A total of 184
pairs of resonance curves were analyzed for the ficquencics
of transitions between the energy levels labeled by the high-
field quantum numbers (m,,m;). The frequencies are v,,
corresponding to the transition (4, D)«>(3,— 1); and vy,
corresponding to the transition (— %,— D—(—%,+ D). Of
these 184 resonance curves, 28 were from a similar experi-
ment reported in 1977 (Casperson et al., 1977) in which the
pressure of the krypton in the microwave cavity was 1.7 or
5.2 atmospheres. The 184 pairs of frequencies, after correc-
tion to a free proton NMR reference frequency f,, of very
pearly 57.972993 MHz, corresponding to a magnetic flux
density of about 1.3616 T, and after correction for a small
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quadratic krypfon gas density shift, were extrapblated lin-
early to zero gas density. The results obtained may be written
as

v1,=1917654.053(92) kHz [4.8X107%] (136)
vy, =2 545648.82(12) kHz [4.6X107%] (137)
(138)

where r(v,,v34) is the correlation coefficient of vy, and
v34. The quoted uncertainties and correlation coefficient fol-
low from the 19 components of uncertainty given by Mariam
(1982). The statistical (Type A) uncertainty is 0.046 kHz for
Via and 0.057 kHz for Va4 .

‘We have considered possible corrections to these frequen-
cies due to the temperature dependence of the proton mag-
netic moment in water and due to modification of the values
used by Mariam et al. (1982) for the diamagnetic suscepti-
bility of water and the proton magnetic shielding correction
o, . We conclude that any change in the value of pu, /u,
deduced from the frequencies given in Egs. (136) and (137)
should be well within its uncertainty. The value of the muo-
nium ground-state hyperfine splitting Ay, , which also fol-
lows from these frequencies, is essentially independent of
such corrections.

The Hamiltonian for muonium is similar to that for hydro-
gen given in Eq. (73):

H=B(MO) - pry = po-(Mw) - B~ o+ (Mu) - B

r(v12,v34)=0.18,

2w
= —ﬁ—AvMus-I—ge-(Mu) %S-B

me Up
g (Mu) < =21.B.

139
. (139)

The energy eigenvalues of this Hamiltonian are again given
by the Breit—Rabi equation (Breit and Rabi, 1931; Millman
et al., 1938). This yields

(140)
(141

Avy= vt vip
V(fp)= V34— V1o

e A= VA (fp) + 250 fyu(fy) ( gw(Mu)) -1
Hop 45 f2~2 for(f,) Sur ’

(142)

where f, is the free proton NMR frequency given above. The
quantity g,+(Mu)/g w+ is the bound-state correction for the
muon in muonium given in Eq. (93); and
_ He- & (Mu)

) ¢ Iu’p 8e- ’
where g.-(Mu)/g.- is the bound-state correction for the elec-
tron in muonium given in Eq. (91). Based on Egs. (136)—
(138), Egs. (140) and (141) yield

Avy, =4 463302.88(16) kHz [3.6X107%] (144)

(143)

v(f,)=62799477(14) kHz [22X1077]  (145)
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r[Avyg, v(f;)]=0.23.

Taking the 1998 recommended value of w.-/ Hp, we find
from Egs. (142)-(146)

(146)

B’ _3.1833461(11) [3.6x10°7].

P

(147)

(Note that all significant correlations are taken into account

- in this and subsequent calculations.)

The LAMPE-82 result given in Eq. (147) agrees with that
obtained at SIN given in Eq. (133); the two differ by
0.94 u 4;5;, Where u g is the standard uncertainty of their dif-
ference.

A value of m, /m, may be obtained from the LAMPF-82
value of w,+/u, and Eq. (134) as was done for the SIN
value. The result is

(148)

c. LAMPF 1999: p,/p,. Data from a new experiment
initiated in the mid-1980s at LAMPF and designed to mea-
sure transition frequencies between Zeeman energy levels in
muonium with higher accuracy than the earlier experiment of
Mariam et al. (1982) have recently been reported by an in-
ternational collaboration that includes some of the research-
ers in the earlier collaboration (Liu et al., 1999). The mea-
surements were carried out using basically the same method
as in the previous experiment but with a number of signifi-
cant improvements, leading to a reduction in the uncertainty
of both p,+/u, and Avyy, by a factor of 3. [For an early
overview of the experiment, see Hughes (1997).] These ad-
vances were in three major areas: (i) magnetic field: a higher
magnetic flux density with greater homogeneity and stability
measured with a more accurate method (Fei, Hughes and
Prigl, 1997; Prigl et al., 1996). (ii) Muon beam: higher in-
tensity, greater purity, and a narrower beam profile. (iii)
Resonance line: higher signal-to-background ratio and nar-
rower linewidth, especially when the resonance line-
narrowing technique termed ‘‘old muonium’’ rather than the
conventional technique was used (Boshier ef al., 1995).

In the new experiment, the resonance curves were ob-
tained either by sweeping the magnetic flux density about a
central value of approximately 1.7 T with fixed microwave
frequency, or by sweeping the frequency with the flux den-
sity fixed at this central value. The centers of the resonance
curves were obtained by fitting them with a theoretical line
shape that takes into account a number of factors such as the
measured magnetic flux density distribution over the micro-
wave cavity, the ideal microwave power distributions, and
the muon stopping distribution. ‘

In total, 1270 resonance lines were analyzed: 154 conven-
tional and 726 ‘‘old muonium’’ resonances obtained by the
swept-field method; and 43 conventional and 347 *‘old muo-
nium’’ resonances obtained by the swept-frequency method
(Kawall, 1998). Each of the transition frequencies, vy, and
V34, resulting from the fitted line shape was then converted
to the frequency that would have been obtained if the flux

“n -7
—*—206.768219(74) [3.6X1077].

m
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density seen by the muonium atoms had been that corre-
sponding to a free proton NMR frequency f, of exactly
72.320000 MHz, corrected for a small quadratic pressure
shift due to the fact that the data were taken with the pressure
of the krypton gas in the microwave cavity at either 0.8 or
1.5 atmospheres, and extrapolated linearly to zero gas pres-
sure. The final results from all of the data are given as (Liu
et al., 1999; Liu and Kawall, 1998)

v;,=1897539800(35) Hz [1.9%X1078]  (149)
v34=2565762965(43) Hz [1.7X1078]  (150)
r(vyz,v34)=—0.07, (151)

where the quoted standard uncertainties are dominated by
statistical components of uncertainty (Type A) but also con-
tain a number of Type B components arising from different
run-independent and run-dependent effects.

In the same manner discussed in the previous paragraph in
connection with the 1982 LAMPF experiment, the 1999
LAMPEF results lead to

Avy,=4463302765(53) Hz  [1.2X107%] (152)
Y(f,)=668223166(57) Hz [8.6x107%]

(153)
[ Avyg, ¥(f,)1=0.19, (154)
%=3.183 34513(39) [12x1077],
P (155)
and
E_206.768283(25) [1.2x1077].
¢ (156)

A comparison of Egs. (144) and (147) with Egs. (152) and
(155) shows that the 1999 and 1982 LAMPF determinations
are in agreement. Because the two experiments are separated
in time by some 15 years, the new experiment was carried
out with a completely different apparatus, and the uncertain-
ties of the earlier values of ,+/u, and Avy, are only three
times larger than those of the newer values, we include the
results of both experiments as input data in the 1998 adjust-
ment, _ '

d. LAMPF: Ay, . The experimental value of the muo-
nium ground-state hyperfine splitting Awyg, obtained at
LAMPF by Mariam et al. (1982) is given in Eq. (144) and
the value obtained at LAMPF by Liu et al. (1999) is given in
Eq. (152). The theoretical expression for the splitting is
briefly discussed in Appendix D; a more detailed review is
planned for a future publication. That expression may be
written as

16 ) Me -3
Avy(th)= ?cha ;n:

m
1+—
[T

Ha,meImy)
=AvpH a,me/m,), (157)
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where, because it provides a significantly more accurate
value, the theoretical expression for the muon magnetic mo-
ment anomaly a,, , as discussed in Sec. 3.3.10 and Appendix
C, is used in the function F. Further, 7 depends on « and
me/m, only weakly compared to the dependence of Avg on
these quantities.

It follows from Eq. (157) that, given experimental values
of Avyy, and my,/m., one can calculate a value of a by
equating Avyg(exp) with Avyg(th); or similarly, given val-
ues of Awvyy(exp) and «, one can calculate a value of
m, /m,.. How the available information on wu,,/p,, my/me,
and Awyy, is treated in the 1998 adjustment is discussed in
Sec. 4. Here we point out that using the 1998 recommended
value of R, (the uncertainty of which is negligible in this
application) and the combined LAMPF-82 and SIN values of
m,/m,., and equating the LAMPF-82 value of Awpy(exp)
with Avpg(th), we find

a”1=137.036000(20) [1.5%X1077].  (158)

The uncertainty of this result is due almost entirely to the
uncertainty of the combined LAMPF-82 and SIN values of
my/me. (A value of a with a somewhat smaller uncertainty
could be inferred from Eq. (157) by introducing an cxplicit
factor of a* through the replacement of R, by the equivalent
expression ca?A (€)/[ A (0)dyy(W04) (h/mdyo(W04)) ]
from Eq. (283) and using the available experimental data to
determine the values of the various quantities other than «o
that enter the resulting expression. However, we choose not
to do so in order to obtain a value of « that is independent of
x-ray data. Repeating this calculation with the LAMPF 1982
data replaced by the LAMPF 1999 data yields

o 1=137.0359932(83) [6.0x107%], (159)

where the uncertainty is again dominated by the uncertainty
of the combined LAMPF-99 and SIN values of m,, /m.. Fi-
nally, by combining the -SIN, LAMPF 1982, and LAMPF
1999 data we obtain what may be called a muonium value of
the fine-structure constant:

a” (Aryy) — 137.0359952(79)  [5.7<107%]. (160)

On the other hand, using the value of a(a,) from Eq. (72),
which has a relative standard uncertainty of only 3.8
X107?, and equating the combined 1982 and 1999 LAMPF
values of Avyg(exp) with Avyg(th), we find

m
—=206.7682656(64) [3.1X107%], (161)

€

where the uncertainty arises primarily from the 2.7X 1078
relative standard uncertainty of the theory of Avyy, and the
1.1X107% relative standard uncertainty of the 1982-1999
combined experimental value of the hyperfine splitting. Be-
cause the uncertainty of this value of m /m, is significantly
smaller than that of any of the three values discussed above,
the muonium hyperfine splitting plays a dominant role in the
determination of this mass ratio in the 1998 adjustment.

e. Other values. There are other values of u,/p, and
my/m,, and they generally agree with those discussed
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above. However, they are not competitive because of their
relatively large uncertainties. One such value is the NMR-
based result for p,+/u, of Crowe et al. (1972), with a rela-
tive standard uncertainty of 2.6X 107° already given in con-
nection with the SIN experiment. Another is m,/m,
=206.768 67(64) [3.1X107°] based on measurements of
x-ray transitions in muonic 2*Mg and 2Si (Beltrami e al.,
1986). [Note that we have corrected the original result re-
ported by Beltrami et al. (1986) for the approximate 1.8
X 107 fractional decrease in the value of the '°Tm vy-ray
wavelength A, that they used as a reference due to a
fractional error of about 1.8X 107¢ in the value of the silicon
lattice spacing employed in the determination of Ay;
see Sec. 3.9.1.] Still another is m,, /m.=206.76907(102)
[4.9X 107¢] derived from measurements of the 1528 tran-
sition in muonium, hydrogen, and deuterium using Doppler-
free two-photon laser spectroscopy, although a value of
m, /m. with a relative standard uncertainty of less than 8§
X 1077 derived from new measurements of the muonium
18-28 transition is expected to be published in 2000
(Schwarz et al., 1995; Jungmann, 1999). And finally we
have w,-/p,=—3.18328(15) [47X 107%] obtained from
measurcments of the frequencics of transitions between
Zeeman energy levels of the muonic helium atom op~e”
(Gardner et al., 1982).

3.3.10. Muon Magnetic Moment Anomaly a,,

In a manner similar to that for the electron [see Eq. (65)],
the muon magnetic moment anomaly a,, is defined as

a zlgp.l—zz Ilu’p.l
» 2 efil2m,,

—1, (162)

where, as usual, g, =2u,/(ef/2m,) is the g-factor of the
muon and g, is its magnetic moment. The muon anomaly
“has been determined experimentally with a relative standard
uncertainty u,=7.2X107°, and more recently a value with
u,=13X107% has been obtained from the first run of an
entirely new experiment. By contrast, a value with 2,=0.55
%1075 may be obtained from the theoretical expression
for a,,. These three values are discussed in the following
sections.

a. CERN. The most accurate experimental value of a,,
comes from the third g—2 experiment at CERN (European
Laboratory for Particle Physics, Geneva, Switzerland), which
was the culmination of nearly 20 years of effort (Bailey
et al., 1979). [For reviews of the early work, see Farley and
Picasso (1990); Combley, Farley, and Picasso (1981); Farley
and Picasso (1979); and Combley (1979).] The CERN result
is based on nine separate runs or measurements with both
positive and negative muons over the period 19741976 us-
ing the CERN 3.098GeV/c, 147 T muon storage rting
(Drumm et al., 1979). The basic principle of the experiment
is similar to that used for determining the electron anomaly
a. and involves measuring the anomaly difference frequency
fa=fs—fc, where fs=|gu|(eﬁ/2mH)B/h is the muon spin-
flip (often called precession) frequency in the magnetic flux
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density B and where f.=eB/2mm, is the corresponding
muon cyclotron frequency. However, instead of eliminating
B by measuring f_ as is done for the electron (see Sec. 3.3.1),
B is determined from proton NMR measurements. As a con-
sequence, the value of u, /u; is required to deduce the value
of a, from the data. The relevant equation is

R

a (163)

b=,
|/ gl — R

where R=f,/f,, and f, is the free proton NMR frequency
corresponding to the average flux density seen by the muons
in their orbits in the storage ring.

The value of R reported by Bailey et al. (1979) from the
third CERN g—2 experiment is

~ R=0.003707213(27) [72X1075],  (164)

where the uncertainty consists of a 7.0x10™¢ statistical
(Type A) relative standard uncertainty component, arising
from the determination of f,, and a 1.5X 107 relative stan-
dard uncertainty component (Type B), arising from a number
of systematic effects associated with the determination of f,.
The NMR probes used in mapping, monitoring, and stabiliz-
ing the flux density of the storage ring were calibrated in
terms of a long, cylindrical H,O reference probe containing
NiSO, (Borer and Lange, 1977). The observed NMR fre-
quency of this reference probe was converted to the corre-
sponding free proton NMR frequency by applying correc-
tions to account for the paramagnetic Ni** ions, the
cylindrical shape of the probe, and the proton’s magnetic
shielding in H,O. The first correction was determined ex-
perimentally; the second was based on the assumption that
the cylinder was infinitely long and was calculated with the
accepted value of the volume magnetic susceptibility of
H,0, «; and the third was based on the accepted value of the
proton magnetic shielding correction crl', . [1t should be noted
that the difference between the value of  used by Bailey
et al. (1979) and the value of k that follows from the discus-
sion of Sec. 3.3.8 would lead to a change in the correspond-
ing correction that is negligible compared to the uncertainty
of f. A siwilar statement applies to the value of o, used by
Bailey et al. (1979) and the 1998 recommended value.]
Equation (164) is the weighted mean of all nine indepen-
dent measnrements, five using positive muons and four using
negative muons. The Birge ratio (see Appendix E) associated
with this weighted mean (v=8) is Rg= Vx*/ »=0.96, indi-
cating that the data form a consistent set. The p* and .~
data alone give R*'=0.003707173(36) and R~
=0.003 707 256(37), where each quoted uncertainty is the
statistical (Type A) uncertainty only. The 84X 10~° differ-
ence between R~ and R is equal to 1.6 ug;, where U gigr 18
the standard uncertainty of the difference (Type A only) and
is not deemed statistically significant. Since the w.* and p.~
values are consistent and we assume that CPT invariance
holds for the muon-antimuon system as we do for the
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electron—positron system (see Sec. 3.3.1), taking the
weighted mean of all nine values is the appropriate way to
treat the data.

Because of the relatively large uncertainty of the CERN

result for R, the value of u,/u, used to obtain a, from R

and Eq. (163) is not critical. Taking the 1998 recommended _

value for p,/u,, we find
a,=1.1659231(84)x107% [7.2X107°]. (165)

This result is consistent with the significantly less accurate
result from the second CERN g—2 experiment, a,
=1.16616(31)x 1073 [27X 1075] [Bailey et al. (1972)].

b. Brookhaven. A new muon g—2 experiment based on
the same general method employed in the most recent CERN
experiment was initiated in the mid-1980s by an interna-
tional group of researchers at the Brookhaven National
Laboratory (BNL), Upton, New York, USA using the BNL
Alternating Gradient Synchrotron (AGS). The ultimate aim
of the BNL g —2 collaboration is to reduce the uncertainty of
the measured value of a,, achieved at CERN by about a
factor of 20, corresponding to a relative standard uncertainty
u,=3.5x107". [For a detailed overview of the BNL g—2
effort, see Hughes (1998); Hughes (1994).]

The main characteristics of the new experiment that
should make this significantly reduced uncertainty possible
include (i) a smaller statistical uncertainty because of the
larger number of stored muons due to the higher proton
- beam intensity of the BNL AGS and the eventual direct in-
jection of muons into the BNL muon storage ring (the domi-
nant uncertainty component by far in the CERN determina-
tion was the statistical uncertainty); (i) a superferric 14 m
diameter, 1.45 T *“‘C’’ magnet of very high homogeneity and
stability, together with a system of fixed and movable NMR
probes with the potential of measuring the magnetic flux
density distribution seen by the. circulating muon beam in
terms of the corresponding free proton NMR frequency with
u,=1x10"7 (Fei et al., 1997; Fei, 1995); and (iii) an ad-
vanced detector system with Pb-scintillating fiber electron
calorimeters and the capability of measuring time intervals
with an uncertainty of 20 ps over a time period of 200 ps.

The principal equipment of the new experiment was
checked out and initial data acquired in a 1997 engineering
run using pion injection into the storage ring. All critical
components performed successfully, including the positive
pion beam line of the AGS, the superconducting inflector for
bringing the pion (and eventually muon) beam into the stor-
age ring, the storage ring itself, the NMR magnetic field
measuring system, and the detectors. In early 1999, the BNL
g—2 collaboration reported a value of f,/f, for " with
u,=13%x107% as obtained from these initial data (Carey
et al., 1999):

R*=0.003707220(48) [1.3X1073], (166)

where the 48X 107 standard uncertainty arises from a 47
X 107° statistical uncertainty component (Type A) and a
11X 10~ uncertainty component (Type B) from eight differ-
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ent systematic effects, the associated relative standard uncer-
tainties of which range from 0.2X 1076 to 2.0X 1075,

This first result from BNL agrees well with that from
CERN given in Eq. (164) and has an uncertainty less than
twice as large. Although a significantly more accurate BNL
value is expected from the data acquired in 1998 and 1999
runs using muon injection rather than pion injection into the
storage ring, the experiment is sufficiently well in hand and
the uncertainty of the initial vatue of R* is sufficiently small
to allow it to be considered as an input datum in the 1998
adjustment together with the CERN value of R given in Eq.
(164).

Based on Eq. (163), the BNL value of R* implies

a,=1.165925(15)x107% [13X107°]. (167)

¢. Theory. Appendix C gives a brief summary of the

theory of @, ; a more detailed review is planned for a future
publication. In accordance with Appendix C, we have

a,(th)=a,(QED)+a,(wedk) +a, (had),
with
@ & (4)"‘2 (6)"‘3
a,(QED)=C| —|+C(P| —| +CP| —
4 5
2 oo E) 4
™ LR 4 ’

(2n)

(8)
+C,

where the coefficients C;™, as well as g, (weak) and
a,(had), are given in Appendix C. The standard uncertainty
of a,(th) due to the uncertainties of the coefficients and the
weak' and hadronic contributions is u[a,(th)]=6.4x107'
=5.5%10"" g, and is almost entirely due to the uncertainty
of a,(had). '

Because of the relatively large uncertainty of the theoret-
ical expression for a,, , the value of & used to evaluate it is
not particularly critical. The 1998 recommended value of «
yields

W

a,=1.16591602(64)x107% [5.5%x107],
(168)

which agrees with the CERN and BNL experimental results
given in Eqs. (165) and (167); the differences between the
two experimental values and the theoretical value are 0.8 u g5
and 0.6 u gy, respectively, where u gy is the standard uncer-
tainty of the difference. The uncertainties of the CERN and
BNL values of a, are 13 and 24 times that of the theoretical
value, so the 1998 recommended value of a, is determined
primarily by the theoretical expression.

The agreement between theory and experiment may also
be seen by considering the value of a obtained by equating
the theoretical expression for a,, with the CERN and BNL
experimental values. The results are

o~ 1=137.03518(98) [7.2X1079] (169)

and

a~1=137.0349(18) [1.3%X107°], (170)
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which agree with more accurate values such as a Y(a,)
given in Eq. (72).

3.4. Shielded Gyromagnetic Ratios y’

It follows from Eq. (107) that the gyromagnetic ratio y of
a particle of spin quantum number i and magnetic moment
is given by
2nf o |yl
=B "B a7
where f is the precession (i.e., spin-flip) frequency and w is
the angular precession frequency of the particle in the mag-
netic flux density B. The SI unit of y is
sTIT™!'=Ckg '=Askg .. In this section we review mea-
surements of the gyromagnetic ratio of the shielded proton

2u!
"= (172)
and of the shielded helion
2|y
o= P (173)

where, as in previous sections that dealt with magnetic
moment ratios involving these particles, the protons are those
in a spherical sample of pure H,O at 25 °C surrounded by
vacuum; and the helions are those in a spherical sample of
low-pressure, pure *He gas at 25 °C surrounded by vacuum.
Also, as was assumed in these previous sections, B is the flux
density in vacuum before the sample is introduced and the
sources of B are infinitely far from the sample.

In practice, two methods are used to determine the
shielded gyromagnetic ratio v’ of a particle. In the low-field
method B 1s of the order of 1 mT and is usually generated by
a single-layer precision solenoid carrying an electric current
I. The flux density B is calculated from the dimensions of
the solenoid and the current: B= gk, where kg is the mea-
sured solenoid constant and has the dimension of reciprocal
length. In the high-field method B is of the order of 0.5 T, is
generated by an electromagnet or a permanent magnet, and is
measured in terms of the force F, it produces on a straight
conducting wire of length [ carrying an electric current I:
B=F./lI.

In either case the current I is measured in terms of a prac-
tical laboratory unit of current Apag=Viap/Qpap, Where
Viag and Qy 55 are practical laboratory units of voltage and
resistance. As indicated in Sec. 2.5, the unit Viag may be
based on the Josephson effect, or possibly on the mean emf
of a group of standard cells, and the unit ; ,5 may be based
on the quantum Hall effect or possibly on the mean resis-
tance of a group of standard resistors.

Since in the low-field method vy’ is inversely proportional
to the current 7, and in the high-field method v’ is directly
proportional to I, it follows from the discussion of Sec. 2.5
that for a low-field experiment
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r_ '
¥'= g~ aallo )( ) ,
where I7 4z(lo) is the value of w/ugkJ when T is replaced
by (I/Aap)A, that is, when I is taken to be the numerical
value of the current measured in the unit Ay o5 times the unit
A. For a high-field experiment

wll 11
= TiAB(hl)( )

where I s5(hi) is the value of w I I/F, when [ is replaced as
above. The square root of the product of Eqgs. (174) and
(175) is

(174)

(175)

¥ =[I{sp(10)[ ] p(hi) 1", (176)

which shows that if low- and high-field measurements of '
are based on the same unit of current Ay g, irrespective of
how that unit is realized, then the two measurements together
yield ' in its ST unit s™! T7L

If Viag=Vgy and Q) 3=y, Where Vg3 and Qg are
based on the Josephson and quantum Hall effects and the
exact, conventional values K;j_qq and Rg_gq for the Joseph-
son and von Klitzing constants (see Sec. 2.5), then from Eqs.
(174) and (175) we have

=I(1o) - KR (177a)

(s) a
7= Ky_ooRx—90
Kj-90Rx—99

"= [o(hi) ——", 177b

Y 90( ) KJRK ( )

where the subscript °90°” on I indicates that A 5y is taken
to be the conventional unit A gy=Vgq/Qyy.

Low- and high-field measurements of y’ contribute to the
determination of a set of recommended values of the con-
stants because of the relationship of vy’ to constants of fun-
damental interest, particularly.the fine-structure constant a
and Planck constant &, which are central to the 1998 adjust-
ment. For example, starting from Eq. (172) and taking ad-
vantage of the fact that the ratio u.-/ ,u,; has been accurately
measured (see Sec. 3.3.6), we can relate Hp 1O fie-, Where
the latter is well known in terms of the Bohr magneton ug
=eh/2m, (see Sec. 3.3.1):

e R ¥ S
7" fpe- pp K= M- 2 mg

Since e®>=2ah/ puoc and m —u(wn/a ¢, Eq. (178) may be
written as

(178)

7’ Mp ge ( c a5)1/2
P pte- 8ug h

The results of the gyromagnetic ratio experiments that we
review in the following sections are summarized in Table 10.
Also included in the table is the value of « inferred from
each low-field result and the value of % inferred from each
high-field result, as discussed in connection with each ex-
periment. Each inferred value is indented for clarity and is
given for comparison purposes only; in actuality the values

(179)
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TABLE 10. Summary of data related to shielded gyrofnagneﬁc ratios, and inferred values of « and h.

Relative standard

Quantity Value uncertainty u, Identification Sec. and Eq.
T} gl0) 2.675 154 05(30) X 10* s™! T™! J1.1x1077 NIST-89 3.4.1.a (183)
a! 137.035 9880(51) 3.7x1078 3.4.1.a (193)
Iy _gq(10) 2.6751530(18) X 108 s~ T7! . 6.6X1077 NIM-95 3.4.1b (197)
at 137.036 006(30) 22%1077 3.4.1b (200)

I _go(hi) 2.6751525(43)x 108 s~ T~ 1.6x1076 NIM-95 3.4.1b (198)
3 6.626 071(11)>% 1073 3¢ 1.6X107% 34150 (2M)
T} go(hi) 2.6751518(27) X 108 s~ T~ 1.0X107¢ NPL-79 34.1.c (205)
h 6.626 0729(67) X107 31 s 1.0x107¢ 3.4.1.c (206)

I _go(l0) 2.03789537(37)x10%s™! T™! 1.8x1077 KR/VN-98  34.2a(210)
! 137.035 9853(82) 6.0x1078 342.a(212)

I} _g(l0) 2.03789729(72)X 108 s™! T™! 3.5%1077 VNIIM-89 ~ 3.4.2b (214)
-1 1.2x1077 3.4.2.b (215)

a 137.035 942(16)

of I are taken as input data for the 1998 adjustment. (The
consistency of the data of Table 10 is discussed in Sec. 4.)

3.4.1. Proton p

A number of national metrology institutes have long his-

tories of measuring the gyromagnetic ratio of the shielded

proton. The motivation for such measurements was, in part,
the need to develop a method of measuring magnetic fields
using NMR and to monitor the stability of the laboratory’s
practical unit of current based on groups of standard cells
and standard resistors.

a. NIST: Low field. The National Institute of Standards
and Technology reported its first low-field measurement of

'y[', , which had a relative standard .uncertainty of about 4

X 1079, in 1958 (Bender and Driscoll, 1958). Its most recent
low-field result was reported in 1989 by Williams et al.
(1989) and has a relative standard uncertainty of 1.1
x1077,

In this experiment, the single-layer precision solenoid had
a length of 2.1 m, a diameter of 0.3 m, and was wound with
2100 turns of gold-plated copper wire 0.8 mm in diameter;
the winding pitch was about 1 mm per turn. The current
through the solenoid was about 1 A, but additional current
was added to segments of the wire in such a way that the
magnetic flux density was insensitive to the diameter of the
solenoid to the same extent that it would be for a 1.5 km long
solenoid, and the Hlux density was uniform with a fractional
variation of less then 2X 10”7 over a spherical volume 8 cm
in diameter at the solenoid’s center. In all, five current
sources were used to energize the solenoid. A movable probe
consisting of a set of five coils was guided along the axis of
the solenoid by a fused silica straightedge in order to deter-
mine variations in the diameter and pitch of the windings.
This was done by injecting an ac current having a special
wave form in sequentially selected groups of ten turns. The
probe itself was in vacuum and its position was measured by
laser interferometry (Williams et al., 1985; Williams, Olsen,
and Phillips, 1984; Williams and Olsen 1979; Olsen and
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Williams, 1974; Williams and Olsen, 1972). The proton
NMR measurements were carried out at 25 °C using a 3.5
cm diameter spherical sample of pure H,O. The NMR fre-
quency in the 1.2 mT magnetic flux density of the solenoid
was about 52 kHz and was measured by the method of
nuclear induction.

The result obtained by Williams er al. (1989) may be writ-
ten as

Ky Qs
k=¥ er(lo) 5—— , 180a)
7o =lpsasi( Kynst Q (
with
I} xsr(10)=2.67513376(29) X 108 s~ T~ [1.1X1077],
(180b)

where the standard uncertainty is that assigned by the
experimenters. Here the asterisk indicates that the experi-
ment was carried out in air rather than vacuum, Kj_nyst
=483 593.420 GHz/V was the adopted value of the Joseph-
son constant K used by NIST to define its laboratory unit of
voltage Vyst, and Oyiep Was the NIST laboratory unit of
resistance based on standard resistors at the time of the
experiment, the mean date of which was 3 April 1988. From
measurements of the von Klitzing constant in terms of Oyt
made in the period August 1983 to May 1988 (Cage et al.,
1989a), together with two- additional measurements, one
made in December 1988 and the other in August 1989
(Cage, 1989a), we find that on' this mean date Rg
=25 812.848 21(29) Qpysy [1.1X 10 8],

A number of systematic effects were investigated and -ac-
counted for in the experiment of Williams ez al. (1989), in-
cluding the magnetic susceptibility of the Earth, of the fused
silica solenoid form, and of the tuned pickup coil used to
detect the 52 kHz NMR signal. The principal sources of
uncertainty in the experiment were the NMR measurements,
the susceptibility of the pickup coil, the measurements of the
winding pitch, and the power coefficient of the resistor used
to measure the solenoid current.

A number of corrections must be applied to the result
given in Eq. (180) to convert it to a value based on the unit
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Agp and to account for other effects not initially considered
by Williams et al. (1989). The fractional values of these cor-
rections, and their standard uncertainties where applicable,
are as follows: 9.264X 1076 to convert from Ky_ygr to
Ky_o9; —1.596(11)X107% to convert from Qugr/Q to
Rg/Rg_gy based on the above value of Ry; —4.0(1.3)
X107° to account for the under-estimation of the current
dependence (loading) of the 6453.2 () transfer resistors used
in the 1980s measurements of Ry in terms of Quyer (Elm-
quist and Dziuba, 1997; Elmquist, 1997; Cage, 1997);
3.6(1.0)X 1072 due to the effect of the field of the solenoid
on the magnetometer that was used to null the magnetic field
of the Earth (Williams, 1997); and finally, a relatively large
correction of —1.160(18) X 10™7 due to the fact that the ex-
periment was done in air, but was assumed to be done in
vacuum. '

A correction for this latter effect, which in this case is
slightly larger than the quoted standard uncertainty, is also
applied to the results of the other shielded gyromagnetic ratio
experiments considered here. Although this correction is of
only marginal significance for some of the experiments, we
apply it to all in order not to introduce artificial relative shifts
in results for the 1998 adjustment. Based on Eq. (120), one
can show that for low-field experiments, to first order in the
volume magnetic susceptibilities of H,O and air,

Yp=(1—€:k,) v, %(l0), (181)

where €,= 3 is the demagnetizing factor for a sphere, K, 1S
the volume magnetic susceptibility of the air, and y[',q(lo) is
the quoted value of 7113 as obtained from NMR measurements
carried out in air, but with the corresponding flux density B
calculated as if the solenoid generating B were in vacuum.
For high-field experiments, the corresponding equation is

Yy=[1+(1— )] v %(hi). (182)

The difference between Eqs. (181) and (182) is due to the
difference in the methods of obtaining B.

To calculate the fractional correction €,«,, we use the
equation for «, as a function of temperature, pressure, rela-
tive humidity, and amount-of-substance fraction of CO, de-
rived by Davis (1998), based on a thorough review of the
available experimental and theoretical data. The relative
standard uncertainty given by Davis for the resulting value of
K, 18 1 % assuming that all four of these variables are exactly
known, but generally increases to above 1.5 % if the uncer-
tainties of these variables in a particular experiment are taken
into account. It should be noted that the 1% uncertainty is
sufficiently small that the correlations among the various val-
ues of [ in Table 10 introduced by using essentially the
same value of «, to calculate the air correction are negli-
gible.

Application of all the above corrections to the value given
in Eq. (180) yields

I} _go(l0)=2.67515405(30)x 10®s™! T™1 [1.1x1077],
(183)
where I_q is related to 7y, by Eq. (177a).
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This result may be compared to that obtained from the
previous NIST low-field 71” experiment using similar tech-
niques, but with a solenoid of length 1 m (Williams and
Olsen, 1979). The measurements were carried out with two
different current distributions, one that produced a nearly
uniform magnetic flux density over the sample volume and
one that not only provided an adequately uniform flux den-
sity, but also significantly reduced the sensitivity of the flux
density to the average diameter of the solenoid. The result
reported by Williams and Olsen (1979) is, in analogy with
Eq. (180),

I \sr(l0)=2.67513229(57)x 108 s™! T7! [2.1x1077],

(184)
but in this case Qygr Was the NIST unit of resistance on 22
March 1978, the mean date of the experiment.

A number of corrections must be applied to this result,
most of which are similar to those applied to the result re-
ported in 1989. The fractional values of these corrections,
and their uncertainties where applicable, are as follows:
9.264x107% to convert from K j—nisT 0 Kj_gp;
—1.089(26) X 10~° to convert from Qnyer/Q to Rx /Ry g0
1.39(39) x 10~% 10 correct for the effect of the solenoid’s
field on the magnetometer (Williams, 1997); —1.160(18)
X 1077 for the effect of the air; and —4.7(1.2) X 10~ for the
effect of the Earth’s magnetic susceptibility as obtained by
scaling the corresponding correction of —1.1X 1077 given
by Williams ez al. (1989) by the ratio of the magnetic dipole
moments of the solenoids used in the two experiments (Wil-
liams, 1997).

The correction for Qg is based on the following three
results: (i) the value

Rg=25812.80831(62) O [2.4X107%] (185)

obtained from NIST Ryg-calculable capacitor measurements
carried out in 1994-1995 (Jeffery et al., 1998; Jeffery et al.,
1997) and discussed in detail in Sec. 3.6.1; (ii) the value

Rg=25812.84835(30) Qger [1.1X107%]
(186)

corresponding to 12 April 1988 based on the measurements
of Ry in terms of Qyer from 1983 to 1989 discussed above,
but including the loading corrcction (this date gives the
smallest uncertainty for Ry); and (iii) the value

Qnist=[1-0.819(27)X107°] Q (187)
obtained from NIST calculable capacitor measurements with
a mean date of 2 December 1973 (Cutkosky, 1974). [Note
that because of the 21 year time difference between the NIST
1973 and 1994-1995 calculable capacitor measurements,
and changes in equipment, personnel, and technique over
this period, the values in Eqgs. (185) and (187) are treated as
independent data.] Equations (185) and (186) imply that on
12 April 1988

Qusr=[1-1.551(27) X 1077 Q, (188)
which together with Eq. (187) implies that the drift rate of

Qs is
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dQ
—d“tT‘SI:~5.10(26)><10*8 a”l,

(189)
where a is the unit symbol for year. This drift rate agrees
with the value dQys/dt=—5.32(29)x 1078 27! based on
the 1983 to 1989 Rg measurements. We do not use the result

Qnisr=[1—1.594(22) x107¢] Q (190)

based on the NIST calculable capacitor measurements with a
mean date of 17 May 1988 (Shields, Dziuba, and Layer,
. 1989), because the more recent NIST work Jeffery et al.,
1998; Jeffery et al., 1997) indicates that the earlier measure-
ments are likely to be in error. We have used the value of
dQusr/d? from the NIST 1973 and 1994-1995 calculable
capacitor ohm realizations rather than the value from the
NIST Ry measurements, because the time span of the ohm
realizations includes the mean date of the 71; experiment.

Application of all of the above corrections to the value
given in Eq. (184) leads to

T} 5(10)=2.67515376(57)x 10°* s™ T~! [2.1X1077],
(191)
which agrees with the value given in Eq. (183); the two
differ by about one-half of the standard uncertainty of the
1979 value. Although the uncertainty of the 1979 NIST re-
sult is less than twice that of the 1989 NIST result, in keep-
ing with the policy discussed in Sec. 1.4., only the 1989
value of I 1;_90(10) is included in the 1998 adjustment.
The value of « that may be inferred from Eq. (183) fol-
lows from the relation

Ky_90Rx—908 e~ P«_{;a3

dpoRe  pe-
which is obtained by combining Eqs. (177a) and (179) and
" assuming the validity of _the relations Kj;=2e/h
=\8a/poch and Rg=h/e?= puyc/2a. Using the 1998 rec-
ommended values for the other relevant quantities, the un-

certainties of which are significantly smaller than the uncer-
tainty of the NIST expcrimental result, we find

a~1=137.0359880(51) [3.7x107%],

I, _gy(lo)= (192)

(193)

where the uncertainty is abont one-third the nncertainty of
the NIST value of I 1’:—90(10) because of the cube-root depen-
dence of alpha on I';_g(l0). ‘

b. NIM: Low field and high field. Researchers at the Na-
tional Institute of Metrology (NIM), Beijing, PRC, have
measured 7y, in both low and high fields starting in the
1970s. The basic apparatus for each experiment has re-
mained essentially unchanged since the first NIM low- and
high-field results were reported by Chiao, Liu, and Shen
(1980), but a number of significant improvements in tech-
nique and ancillary equipment have been incorporated over
the years (Liu et al., 1988; Liu et al., 1995). In the low-field
experiment the magnetic flux density B was produced by
either Helmholtz coil No. 2 or Helmholtz coil No. 3. Coil
No. 2 had a diameter of 296 mm and consisted of two wind-
ings of 38 turns each of gold-plated copper wire 0.8 mm in
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diameter with a winding pitch of 1 mm per turn; coil No. 3
was similar—it was 320 mm in diameter and its two wind-
ings contained 40 turns each. For either coil, B was about
0.23 mT for a current of 1 A. The dimensions of the coils,
including the diameter of the wire itself, were determined
using laser interferometry. The comparatively small mag-
netic dipole moment of each coil and the small magnetic
susceptibility of the ground at the remote site of the experi-
ment eliminated the need for a correction due to the coil’s
image moment. However, a correction for the effect of the
magnetic field of a coil on the system used to compensate the
Earth’s magnetic field was necessary (Liu, 1997). The ex-
periment was carried out in air with a spherical pure H,O
NMR sample at a mean temperature of 21 °C, and the NMR
frequencies were measured by the free-precession method.
The dominant components of uncertainty, mainly Type B,
arose from determining the following quantities: the suscep-
tibilities of the NMR polarization and detection coils; the
power coefficient of the standard resistor used to measure the
coil current; the NMR frequencies; the location of the current
lead to a coil; and the diameters of the windings, their pitch,
and the diameter of the wire itself.

In the high-field experiment the magnetic flux density B;
produced by a permanent magnet, was about 0.47 T. The
resonance absorption frequency of the cylindrical,
CuSO,4-doped H,O proton NMR sample was held constant at
20 MHz by using a signal derived from a crystal oscillator
and by incorporating the sample in a magnet stabilization
system. The conductor used to measure B was a rectangular
coil of four turns of oxygen-free copper wire 0.8 mm in
diameter cemented to the edges of a rectangular fused silica
plate 600 mm high, 100 mm wide, and 10 mm thick. The coil
was hung from a balance beam with its lower edge in the
center of the gap of the magnet. Since the width of the coil
was not perfectly uniform, the effective length [ of the cur-

" rent segment is calculatéd ‘from measurements of the coil

width along its height together with the difference between
the magnetic flux density at the points of measurement and
the flux density at the lower edge of the coil. The largest
components of uncertainty were due to the following: ran-
dom variations among the six groups of measurements car-
ried out, thought to arise mainly from the change in zero
position of the balance and its automatic balance system;
calibration of the mass standard; and determination of both
the width of the coil and the diameter of the wire.

The most recent NIM measurements yiclded (Liu et al.,

1995)

yl’f =T 1j"_l\m\,[(lo) Kf_lgo QTNIM, (194a)
with
¥ p(10)=2.6751534(17) X 10%s ™" T
[6.5%1077], (194b)
and
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K99

*=I* au(hi) —— 5—, (195a
yp p NIM( ) KJ QNIM )
with
[ (b)) =2.675 1536(43) X 108 s~ T
[1.6X107°]. (195b)

Here the asterisk indicates that the experiments were carried
out in air rather than vacuum, the average temperature of the
NMR samples was 21 °C (Liu, 1997), and for the high-field
experiment that the NMR sample was a cylinder containing
H,O with dissolved CuSO,. Further, Qups was the NIM
laboratory unit of resistance at the time of the experiments
and was based on standard resistors. The fractional correc-
tions that must be applicd to thesc results are as follows:
0.002(121) X 107 and —0.002(121) X 10~ to convert from
Qv to Rg—gp for the low- and high-field results, respec-
tively. based on NIM measurements of both Ry and Qyp, in
terms of the ohm as realized by the NIM calculable capacitor
(Liu et al., 1996; Liu, 1997); —4.14(12) X108 to correct
from 21°C to 25°C, based on Eq. (113); —1.180(21)
X1077 to convert from air to vacuum for the low-field re-
sult; and —0.38(20) X 107° to account for the fact that the
high-field experiment was carried out in air with a finite-
length cylindrical NMR sample of H,0 containing CuSOy,
in place of 0.43(13)X107°%, which was the correction in-
cluded in the result reported by Liu et al. (1995) (Liu, 1997).
Our high-field correction is the sum of two terms: 0.40(8)
X 107° to take into account the fact that the water contained
CuSO,4; and —0.78(19)X 1076 to convert the result for a
cylindrical probe with demagnetizing factor €. containing
pure water surrounded by air to a result corresponding to a
spherical probe in vacuum. This term is based on the equa-
tion

Yp=[1+ (€= €)x(21°C)+(1— &) x,] 7, (hi), (196)

which is a generalization of Eq. (182), and where x(21°C)
is the volume mwagnetic susceptibility of water at 21 °C. Our
correction for the CuSO, is based on the data of Dickinson
(1951) and an estimated value of €,=0.44(4).

Application of these corrections yields

Iy _90(10)=2.6751530(18) X 108 s~ T~!

[6.6x1077] (197)
and
I _go(hi)=2.675 1525(43) x 108 s~! T~!
[1.6x107¢], (198)
with a correlation coefficient of
r(lo, hi)=—0.014 (199)

due to the uncertainty of the common 0.002(121)Xx10~°

Qv to Rg_gg correction. (The uncertainty arises mainly
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from the comparison of a 10 k) resistance standard cali-
brated in terms of the quantum Hall effect and the 1 ) re-
sistance standards used to maintain Qupy.)

Based on Eq. (192), we find that the value of @ that may
be inferred from the NIM low-field result in Eq. (197) is

a~1=137.036006(30) [22X1077].  (200)
Similarly, based on the relation
ca’g,- Mo 1
’ N . P
Tp-so(hi)= 2K;5-90Rg-g0 Reo pte- h’ (201)

which follows from Egs. (177b) and (179), we find that the
value of h that may be inferred from the NIM high-field
result in Eq. (198) is

h=6.626071(11)X 10737 s [1.6X1075]. (202)

In both cases we have used the 1998 recommended values
for the other relevant quantities; their uncertainties are neg-
ligible compared to the NIM values of I, l;_90(10) and
r I;_QO(hi).

Because the earlier NIM low- and high-field results are
well known only in terms of the NIM laboratory units Vg,
and Qyypy based on standard cells and standard resistors, the
1995 results may best be compared to the earlier results by
considering the value of 7; obtained from Eq. (176). Using
that equation, and the results given in Egs. (197) and (198),
we find ’ '

Y, =2.6751527(23)x10%s™! ™! [8.6X1077].
(203)

This result agrees with the value yl;=2.675 1541(23)
x10%s™! T7! [8.7X107"] based on low- and high-field
measurements reported in 1988 (Liu et al., 1988) and the
value y,=2.6751482(49) X 10% s~ T~ [1.8X 10~¢] based
on measurements reported in 1980 (Chiao et al., 1980),
where we have again applied corrections for temperature, air,
and probe shape/CuSOy, as appropriate. In keeping with our
policy (see Sec. 1.4), only the 1995 results are included in
the 1998 adjustment.

c. NPL: High field. The most accurate high-field Vp X
periment was carried out at NPL by Kibble and Hunt (1979).
In this experiment, the current-carrying conductor used to
measure the 0.47 T magnetic flux density B of the electro-
magnet was a rectangular coil of three turns of 2.5 mm wide
by 0.7 mm thick rectangular silver strip conductor cemented
to a rectangular pyrex form 800 mm in height, 187 mm wide,
and 3 mm thick and which hung from one arm of a balance:
The current in the coil was 0.5 A to 5 A, the number of ampere
turns used was 1.5 to 15, and the maximum force on the coil,
upon reversal of the current through it, was equal to the
weight of a 250 g standard of mass. The proton NMR sample
containing pure HyO was in the shape of a cylinder with
rounded ends and with a length-to-diameter ratio of about
five. The NMR signal was observed using a tuned circuit
formed by an inductive coil wound on the sample and driven
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at about 20 MHz. The largest sources of uncertainty in the

experiment were the determination of the width of the coil
and its position in the gap of the magnet.

The result reported by Kibble and Hunt (1979) (Kibble,
1981) may be written as

YE=T¥ oy (i) 5—’1:{% o (204a)
with
I ypr (i) =2.6751701(27) X 103 s~ T~
[1.0x107°]. (204b)

Here the asterisk indicates that the experiment was carried
out in air rather than vacuum and the average temperature of
the NMR sample was 20.2°C (Kibble, 1997). Further,
K;_npL=483 594 GHz/V was the adopted value of K; used
by NPL to define its laboratory unit of voltage, and Qypr,
was the NPL laboratory unit of resistance based on standard
resistors at the time of the experiment, the mean date of
which may be taken as 15 March 1974. The fractional cor-
rections that must be applied to this result are as follows:
—8.065X107° to convert from K;_ypr to Kj_go; 0.90(15)
%107 to convert from Q/Qpy, t0 Rg_go/Rx; —4.97(14)
%1078 to correct from 20.2 °C to 25 °C based on Eq. (113);
and —1.139(94) X 1076 to account for the fact that the ex-
periment was carried out in air with a cylindrical H,O NMR
sample of finite length, in place of —1.50(10) X 107°, which
assumes that the experiment was carried out in vacuum with
a cylinder of infinite length and was included as a correction
in the result reported by Kibble and Hunt (1979) (Kibble,
1997).

The ohm correction is based on the relation Qupp=[1
—0.017(150) X 107%] Qsr for 15 March 1974 obtained
from the periodic resistance intercomparisons involving the
BIPM and the national metrology institutes (Taylor and Witt,
1986) and on the same procedure to convert Quer/Q to
Ry /Rg_gq discussed above in connection with the NIST
1979 low-field vy, experiment (see Sec. 3.4.1.a). An addi-
tional relative standard uncertainty of 0.1X107% has been
included in the resistance transfers between NPL and BIPM
and between NIST and BIPM to allow for a varicty of pus-
sible systematic effects, and these together account for most
of the assigned uncertainty of the correction. The air and
sample shape correction is hased on Eq. (196) where in this
- case k(21°C) is replaced by «(20.2°C) and our estimated
value of € is 0.48(1).

The result after application of the above corrections is

Fé—go(hi)=2.675 1518(27)x 10851 T~1

[1.0x107¢], (205)
from which we infer
h=6.6260729(67)X 10™*7s
[1.0x107°]. (206)
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[It should be noted that various input data in the 1998 ad-
justment such as that in Eq. (205) depend on the same NIST
QHE and/or calculable capacitor measurements; neverthe-
less, their covariances are negligible.]

3.4.2. Helion h

There are two independent low-field determinations of the
gyromagnetic ratio of the shielded helion v, to be consid-
ered: one carried out at the Korea Research Institute of Stan-
dards and Science (KRISS), Taedok Science Town, Republic
of Korea, in a collaborative effort with researchers from the
Mendeleyev ‘All-Russian Research Institute for Metrology
(VNIIM), St. Petersburg, Russian Federation (Shifrin ef al.,
1999; Shifrin er al., 1998a; Shifrin et al., 1998b; Kim et al.,
1995); and one carried out at VNIIM itself (Tarbeev et al.,
1989). [Note that although we have defined 1, to correspond
to 25 °C, the temperature dependence of the shielded helion
gyromagnetic ratio is expected to be significantly less than
that of the shielded proton gyromagnetic ratio as given in Eq.
(113). Thus small differences in temperature from 25 °C are
ignored.]

a. KRISS/VNIIM: Low field. The sample used in the pre-
cision solenoid of the KRISS/VNIIM experiment was a low-
pressure gaseous “He and ** Cs cylindrical sample 40 mm in
length and diameter. The quantity measured was the shielded
gyromagnetic ratio of the “He(23S,) atom using atomic mag-
netic resonance (AMR). (In the “He AMR technique, the “He
atoms are polarized by means of metastable exchange with
alkaline metal atoms polarized by optical pumping.) In a
separate experiment the same “He sample was compared in
air at an average temperature of 25 °C with a spherical low-
pressure gaseous “He sample, thereby allowing 1y, to be ob-
tained (Shifrin et al., 1997).

The single-layer precision solenoid had a winding length
of 1020 mm, a diameter of 229 mm, and a winding pitch of
1 mm; it was wound with silver-plated copper wire 0.8 mm
in diaeter. The NIST techmnique of injecting current into the
solenoid from five different current sources was used to gen-
erate a uniform magnetic flux density with significantly re-
duced dependence on the mean diameter of the solenoid. The
dimensional measurement system was also very similar to
that used in the NIST experiment, but it incorporated a num-
ber of refinements, including modification of the method of
injecting ac current into selected groups of ten turns. Be-
cause the magnetic susceptibility of the ground under the
solenoid was comparatively small, as was the magnetic di-
pole moment of the solenoid, a correction for the effect of
the Earth was not required. Similarly, because of the com-
paratively small size of the solenoid’s magnetic dipole mo-
ment and the distance between the solenoid and the sensor
used in the system to compensate the Earth’s magnetic field,
a correction for the effect of the solenoid on the sensor was
also not required. The working voltage and resistance stan-
dards employed in the experiment were calibrated in terms of
the Josephson and quantum Hall effects using Ky oy and
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Ry g0 The uncertainty of the experiment was dominated by
Type B components associated with the measurement of the
dimensions of the solenoid. '

The result of the “He gyromagnetic ratio experiment,

which was carried out at an average temperature of 25°C, is -

(Shifrin et al., 1998a; Shifrin, 1997)

y*(*He) =TI'(*He, 1o) KJEI;‘;_%, (2072)
with -
Ij(*Helo)=1.760788 19(31) X 10! s~1 771
[1.8x1077]; (207b)

and the result of the “He—>He comparison experiment is
(Shifrin et al., 1997; Shifrin, 1997)
y*(*He) s
T=864.022761(25) [2.9X107°], (208)
h
where for both experiments the asterisk indicates that the
measurements were carried out in air. Together these equa-
tions yield

K]RK
=TIk go(lo) m———, (209a)
7o = Li-sof )KJ—9ORK—90
with
- I3 40(10)=2.03789561(37) X 108 s~ T~
[1.8x1077]. (209b)

The only correction that needs to be applied to this result
to convert it to the required form is —1.156(20)
X 1077 I¥ 4(l0) to account for the fact that the experiments
were done in air. This leads to

I _g0(10) =2.037 895 37(37) x 108 s 71 71
[1.8X1077]. (210)

The value of a that may be inferred from Eq. (210) follows
from the expression

Ky-90Rk-908c~ Mn

Ii_ lo)=— —————0a3, 211
h 90( 4ﬂ0Rw e ( )

which is analogous to Eq. (192). We find
a =137.0359853(82) [6.0X107%]. (212)

b. VNIIM: Low field. The VNIIM low-field helion experi-
ment was carried out in air at 23 °C with spherical low-
pressure “He samples. The NMR frequency was measured by
free precession with the 3He atoms first polarized by optical
pumping as was done in the VNIIM experiment that deter-
mined the shielded helion to shielded proton magnetic mo-
ment ratio (Belyi ef al., 1986). The magnetic field was pro-
duced by a four-section, single-layer precision solenoid 294
mm in diameter and 500 mm long with a total of 256 turns
that generated a magnetic flux density of 0.57 mT with a
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current of 1 A. The same solenoid was used in the magnetic
moment ratio experiment of Belyi et al. (1986) and in the
earlier VNIIM low-field proton gyromagnetic ratio experi-
ment of Studentsov, Khorev, and Shifrin (1981). Many im-
provements were incorporated in the helion gyromagnetic
ratio experiment based on the experience gained in the ear-
lier proton gyromagnetic ratio experiment. For example, spe-
cial attention was paid to the stability and calibration of the
emfs of the standard cells used as the working voltage refer-
ence inasmuch as the site at which the experiment was car-
ried out was 40 km away from the main VNIIM laboratories.
Also, because the largest uncertainty component in the ear-
lier proton gyromagnetic ratio experiment was due to the
measurement of the diameter of the windings, the apparatus
used to carry out those measurements was improved and the
data were morc complete—the diamcter of cach turn was
determined at 12 points. Because the magnetic dipole mo-
ment of the solenoid used in the VNIIM experiment was
comparatively small, as was the magnetic susceptibility of
the ground underneath the solenoid, any correction for the
effect of the ground was expected to be insignificant (Shifrin,
1997). The effect of the magnetic field of the solenoid on the
system used to compensate the Earth’s magnetic field was
taken into account and an appropriate component of uncer-
tainty was included in the experiment’s uncertainty budget
(Shifrin, 1997).

The result reported by Tarbeev ef al. (1989) (Shifrin,
1997) may be written as

Ky  Qunm

7 =iynmu(l0) (213a)

KJ-VNIIM Q
with
I onmv(10)=2.037890 11(71) X 108 s ™1 7!
[3.5%1077], (213b)

where the asterisk indicates that the experiment was per-
formed in air. Additionally, K;_ynm=483 596.176 GHz/V
was the adopted value of Ky used by VNIIM to define its
laboratory unit of voltage, and Qyyny is the VNIIM labora-
tory unit of resistance based on standard resistors at the time
of the experiment, the mean date of which was 20 November
1987 (Shifrin, 1997). The principal components of uncer-
tainty contributing to the quoted uncertainty arise from the
measurements of the diameter and position of each turn, the
diameter of the wire, the distribution of the current over the
cioss section of ihe wire, the overall shape of the winding,
and the instability of the emfs of the standard cells.

The fractional corrections to be applied to this result are
3.565X107% to convert from Kyvnma to Kj_gy;
0.072(50)X 107° to convert Qynmy/Q to Rg/Rg_go; and
—1.149(20) X 10~7 for the effect of the air. The correction
for Qynmy is based on a recent VNIIM analysis of a large
body of data from VNIIM as well as other laboratories (Shi-
frin, 1997). Application of these corrections to Eq. (213)
yields

I} _gy(l0)=2.03789729(72) X 108 s 71 T,
[3.5%1077] (214)
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from which one may infer
a~1=137.035942(16) [1.2X1077]

based on Eq. (211).

It is of interest to compare the VNIIM 1989 helion low-
field resnlt with the VNIIM 1981 proton low-field result. The
value obtained by Studentsov ez al. (1981) may be written as

(215)

V  Qynm

VNIIM Q
with
T onmm(10)=2.6751257(16) X 10° s~ T
[6.0x1077], (216b)

where the asterisk indicates that the NMR sample was
spherical, contained pure H,0, and was at 24 °C, and that
the experiment was carried out in air. The quantities ‘7VNnM
and Qynym are, respectively, the working unit of voltage
based on standard cells used in the experiment and the
VNIIM laboratory unit of resistance based on standard resis-
tors on the mean date of the experiment, which was 1 Sep-
tember 1980 (Tarbeev, 1981). The value of « that we infer
from the result in Eq. (216) is

o~ 1=137.036208(28) [2.0%x1077]  (217)

based on Eq. (192), the result K;=483594.983(12)

- X10° GHzZ/Vyymy (Tarbeev, 1981), the result Qyymy
=[1-0.118(71) X 10~%] Qg from the recent VNIIM analy-
sis mentioned above (Shifrin, 1997), and corrections for tem-
perature and air. We see that the difference between the 1989
and 1981 results is 8.3 ug, Where u gy is the standard un-
certainty of the difference, and thus that they strongly dis-
agree. The origin of this disagreement is unknown, but the
many improvements incorporated into the 1989 experiment
give it preference over the 1981 experiment. Further, the
value of « that one may infer from the 1981 result strongly
disagrees with all other values. Thus, in keeping with our
pulicy (see Sec. 1.4), we view (he 1989 result as superseding
the 1981 result.

3.4.3. Other Values

There are a number of other results from low- and high-
field fy; experiments, some of which are nearly 50 vears old.
We do not consider these for a variety of reasons, such as a
noncompetitive uncertainty, the tentative or preliminary na-
ture of the result, the unavailability of critical information
regarding the experiment, difficulties in relating laboratory
electrical units to Vg, and gy, or such gross disagreement
of the result with other data that it is obvious it contains a
large systematic error. The more recent of these other values

are from the following: a low-field experiment at the Elec- .

trotechnical Laboratory (ETL), Tsukuba, Japan (Nakamura,
Kasai, and Sasaki, 1987); low- and high-field experiments at
the Amt fir Standardesierung, Messwesen und Warrenpru-
fung (ASMW), Berlin, the former GDR (Forkert and Schle-
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sok, 1986); a low-field experiment at the PTB (Weyand,
1985); and a low-field experiment at the NPL (Vigoureux
and Dupuy, 1980). For reviews of these values as well as
others, see Taylor and Cohen (1990); Cohen and Taylor
(1987); Cohen and Taylor (1973); and Taylor et al. (1969).

3.5. Josephson Constant K

In this section we consider measurements of the Josephson
constant Ky in its SI unit Hz/V. In the following three sec-
tions we consider measurements of the von Klitzing constant
Ry in its ST unit (), the quantity K?RK in its ST unit J=™1 571,
and the Faraday constant F in the unit Agy smol !, where
Agq is the conventional unit of current based on the Joseph-
son and quantum Hall effects and the conventional values
K; o9 and Kg_gg (see Sec. 2.5). Since all of these measure-
ments involve K and/or Ry, the results are grouped in Table
11, together with the values of « and & that may be inferred
from the data, assuming the validity of the relations K,
=2¢/h and Rg=h/e*.

The quantity Ky is determined by measuring a voltage U
in terms of both a Josephson voltage U;(n)=nf/Kj (see Sec.
2.4.1) and the ST unit V=m?kg s >A~!. The comparison can
be.direct, which leads to

Ui n)

Ky=nf—gr ’

(218)
where U/V is the numerical value of U when U is expressed
in the unit V (see Sec. 1.2). Alternatively, the voltage U can
be compared to a laboratory unit of voltage Vi g known in
terms of a particular value of the Josephson constant
K;_1ap- In this case, the appropriate expression, in analogy
with Eq. (29a), is

urv,
K;=K; LABTI{[AB : (219)
where U/Vj,p is the numerical value of U when U is ex-
pressed in the unit Vy 45 . In either case (direct or in terms of
Viap), U/V is determined by counterbalancing an electro-
static force arising from the voltage U with a known gravi-
tational force.

3.5.1. NML: Hg Electrometer

The determination of K; at the National Measurement
Laboratory (NML) of the Commonwealth Scientific and In-
dustrial Research Organization (CSIRO), Lindfield, Austra-
lia, was carried out by Clothier et al. (1989) using a liquid-
mercury electrometer which was first proposed by Clothier
(1965b) and had its origin in the attracted-disk electrometer
described 130 years earlier by Harris (1834).

The NML Hg electrometer used a vertical electric field
applied to the surface of a pool of Hg to elevate the pool to
a height s of somewhat less than 1 mm relative to two adja-
cent Hg pools coupled to it but to which no field was applied.
The electric field was produced by a voltage U of the order
of several kilovolts or more applied to a metal film electrode
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TaBLE 11. Summary of data related to the Josephson constant K, the von Klitzing constant Ry, and the

Faraday constant F, and inferred values of « and A.

Relative standard

Quantity Value uncertainty u, Identification ~ Sec. and Eq.
K; 483 597.91(13) GHz V™! 2.7x1077 NML-89 3.5.1 (221)
h 6.626 0684(36) X 107 J s 5.4%1077 3.5.1 (223)
K, 483 597.96(15) GHz V™! 3.1x1077 PTB-91 3.5.2 (226)
h 6.626 0670(42) X 10~ J s 6.3x1077 3.5.2 (227)
Ry 25 812.808 31(62) 24%X1073 NIST-97 3.6.1 (232)
@ 137.036 0037(33) 24%x1073 3.6.1 (233)
Ry . 25812.8071(11) Q 44x107% NML-97 3.6.2 (235)
a 137.035 9973(61) 44x1078 3.6.2 (236)
Ry 25 812.8092(14) Q 54x1073 NPL-88 3.6.3 (237)
@ 137.036 0083(73) 5:4X1078 3.6.3 (238)
Rx 25 812.8084(34) Q 1.3x1077 NIM-95 3.6.4 (239)
a 137.036 004(18) 1.3x1077 3.6.4 (240)
KRy 6.0367625(12)x 1037 571 2.0x1077 NPL-90 3.7.1 (245)
h 6.626 0682(13)X 10734 T s 2.0x1077 3.7.1 (246)
K3Rg 6.036 761 85(53) X 10 17! 571 8.7x1078 NIST-98 3.7.2 (248)
h 6.626 068 91(58) X 107*7J s 8.7x107¢ 3.7.2 (249)
oo 96 485.39(13) C mol ™! ' 13%X10°6 'NIST-80 3.8.1 (264)
h 6.626 0657(88)> 107 3#J 5 1.3x1076

3.8.1 (265)

on a fused silica optical flat a distance d of several millime-
ters above the pool. The relationship of s, U, and d is |U|
=kds"? with k=(2pg/ e,€,) "%, where p is the density of the
Hg, g is the local acceleration of free fall, €p=1/pqc? is the
electric constant, and €, is the relative permittivity of the gas
between the electrode and the surface of the Hg pool. To
eliminate surface effects on both U and d, the measurements
were carried out at two different voltages U, and U,, with
|U,|>|U,|, and spacings d; .and. d, chosen such that the
electric field strengths U,/d; and.U,/d, (and hence pool
elevations s; and s,) were approximately the same. In all
cases d and s were measured interferometrically (Clothier,
Sloggett, and Bairnsfather, 1980). The voltage difference
AU=|U,|~|U,| is given by

AU=k(d,s3*~dys1%). (220)

Since the values of k, d, and s were determined in SI units,
the value of AU obtained from Eq. (220) was in the unit V.
Further, since AU was also determined in terms of Vi, and
the latter was based on the value K;_nwi =483 594 GHz/V,
K could be obtained from Eq. (219).

Clothier et al. (1989) carried out their difficult experiment
with great care; many subtle systematic effects were thor-
oughly investigated, including those associated with the in-
terferometric measurements of d and s and with the forces
acting on the Hg other than the assumed electrostatic and
gravitational forces. The density of the Hg used in the ex-
periment was determined by Patterson and Prowse (1985)
[see also Patterson and Prowse (1988)] through comparisons
~with samples of known density as determined by Cook
(1961) [see also Cook and Stone (1957)]. A total of 27 mea-
surements of K were carried out in 1983 at three different

pairs of electrode spacings and two voltage polarities. The
final result given by Clothier et al. (1989) based on 16 of
those measurements is

~ Ky=483594[1+8.087(269) X 10~%] GHz/V

=483597.91(13) GHz/V [2.7x1077], (221)

where the two principal relative standard uncertainty compo-
nents contributing to the quoted uncertainty are 19X 1078
arising from the determination of k¥ and 13X 1078 arising
from the optical interferometry.

The value of g used by Clothier et al. (1989) was based on
measurements carried out-at NML in 1979 by a Russian team
(Sloggett, 1994) using the absolute gravimeter ‘‘GABL’’
(Armautov et al., 1979). Similar measurements carried out at

- the same site in 1993 by a Japanese team (Sloggctt, 1994;

Hanada et al., 1994) gave a result for g that was smaller than
that obtained in 1979 by a fractional amount of about 0.14
X107, which may be compared to the 0.03X 1075 relative
standard uncertainty of their difference. The 1993 value of g
implies an increase in the value of K given in Eq. (221) by
the fractional amount 0.07X 106, However, there is no ba-
sis for replacing the the Russian result by the Japanese result
since the former has as an assigned uncertainty half that of
the latter, the Russian result includes an assessment of pos-
sible systematic effects while the Japanese result does not,
and difficulties with the Japanese apparatus during the course
of the measurements severely curtailed the amount of data
obtained (Sloggett, 1994). Further, in the international com-
parison of absolute gravimeters carried out at the BIPM in
1981 (Boulanger, Arnautov, and Scheglov, 1983), the Rus-
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sian value of g obtained using GABL was consistent with the
mean value of g obtained using a number of instruments at
the fractional level of 1X 1078,

As pointed out in Sec. 3.4, the fine-structure constant «
and Planck constant A4 are central to the 1998 adjustment.
Since the relative standard uncertainty of « is considerably
less than that of the NML value of K, the value of 2 that
may be inferred from it, if one assumes the validity of the
relation Kj=2e/h, is of particular interest. Based on the ex-
pression a=e*/4megh=poce*/2h, we have

8a
pocks

Using the value of Kj in Eq. (221) and the 1998 recom-
mended value of «, we find

h=6.6260684(36) X 10™%*J s

h= (222)

[54X1077].  (223)

3.5.2. PTB: Capacitor Voltage Balance

The determination of Ky at PTB was carried out by Funck
and Sienknecht (1991) using a voltage balance consisting of
two coaxial cylindrical electrodes 126 mm and 142 mm in
diameter (Sienknecht and Funck, 1986; Sienknecht and
Funck, 1985). The smaller, fixed inner electrode was sus-
pended from a beam of a balance and the larger, movable
outer electrode could be displaced in the vertical z direction

relative to the suspended electrode. The nominal value of the

change in capacitance C between the electrodes with dis-
placement Az was AC/Az=0.38 pF/mm. The displacement
was measured interferometrically and was about 27 mm, cor-
responding to a change in capacitance of 10 pF. A 10 kV
voltage U applied between the electrodes and measured in
terms of the Josephson effect using the conventional value of
the Josephson constant Kj_qo, produced an electrostatic
force F, between them equal to the gravitational force on a 2
g standard of mass m,. More specifically, F.=mgg[1
—p(N,)/p,], where g is the local acceleration of free fall at
the site of the balance, p(N,) is the mass density of thc
nitrogen gas with which the apparatus was filled, and p, is
the mass density of the standard of mass used to counterbal-
ance the electrostatic force F..
The basic equation for the voltage balance is

B 2(1+D)Fe]1’2

AC/Az (224)

where the correction D is determined experimentafly and
accounts for the slight variation of F, with displacement.
This expression shows that in order to determine the voltage
U in the unit V so that Eq. (219) can be used to obtain Kj,
AC must be measured in its SI unit the farad F. This was
done by means of a substitution bridge that compared AC to
a 10 pF reference capacitor whose capacitance was deter-
mined in farads with a relative standard uncertainty of about
3.5X107® using the PTB calculable cross capacitor (Bach-
mair et al., 1995); the total relative standard uncertainty as-
signed to the measurement of AC was about 1 X 1077,
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The result reported by Funck and Sienknecht (1991) based
on the mean of 48 pairs of values of K; obtained in 1989,
with the outer electrode both positive and negative with re-
spect to the grounded inner electrode, is

Ky=K;j_go[1—0.027(274) X 1076]
=483597.89(13) GHz/V [2.7X1077]. (225)

The quoted uncertainty is dominated by Type B relative stan-

.dard uncertainty components of approximately 2X 1077, 1

X1077, and 1X10~7 associated with the determination of
mg, U in terms of the Josephson effect and K;_gp, and Az,
respectively.

A comparison of capacitance standards in the late 1990s
involving several European national metrology institutes in-
dicated the existence of a possible error in the PTR calcu-
lable cross capacitor (Bachmair, 1997). The error, confirmed
by the early results of a similar but international comparison
being carried out under the auspices of the CCEM of the
CIPM, was traced to a systematic error in the fringe-counting
system used to determine the approximate 0.5 m displace-
ment of the movable electrode of the PTB calculable capaci-
tor and was exactly one fringe (Bachmair, 1999) {see Sec.
3.6 for a brief description of such capacitors]. This means
that any capacitor calibrated in terms of the PTB calculable
capacitor when the fringe-counting system was malfunction-
ing was assigned a value that was too small by the fractional
amount 6.18X 10~7. Unfortunately, PTB researchers are un-
able to establish whether or not this error existed at the time
in late 1989 when the 10 pF reference capacitor used in the
PTB volt-balance experiment was calibrated; they believe
that it is equally likely that the error was present as not
present (Bachmair, 1999). Since K; depends on the square
root of the value assigned to the 10 pF reference capacitor,
this could have introduced a fractional error of —3.09
%1077 in the value of K;.- To account for this possibility,
we apply a fractional correction of 1.55(1.55)X 1077 to the
originally reported value given in Eq. (225). This leads to

K;=483597.96(15) GHz/V [3.1x1077], (226)
from which we infer using Eq. (222),

h=6.6260670(42) X 107315 [6.3%x1077].  (227)

3.5.3. Other Values

A result from the Laboratoire Central des Industries Elec-
trique (LCIE), Fontenay-aux-Roses, France with a relative
standard uncertainty of 2.4X 10~°, obtained using a Kelvin
electrometer, was initially considered as an input datum in
the 1986 adjustment, but was later deleted because of its
noncompetitive uncertainty (Cohen and Taylor, 1987); it was
not considered by the CCEM in its analysis of values of K;
that led to Kj_oy (Taylor and Witt, 1989).

The result of Bego and colleagues with a relative standard
uncertainty of 3.5X 10”7 obtained in 1987-1988 at the Uni-
versity of Zagreb, Republic of Croatia, using a capacitor
voltage balance with flat-plate electrodes, was initially con-
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sidered by the CCEM in its analysis but was ultimately re-
jected because of its significant disagreement with other val-
ues (Taylor and Witt, 1989). Subsequently, Bego and
colleagues identified several unsuspected systematic errors in
their experiment due mainly to the difference in the ac and
dc capacitance of the balance electrodes arising from surface
effects, the measurement of the displacement of the movable
electrode, and the voltage dependence of the capacitance of
the electrodes, but they were unable to retroactively correct
their 1987—1988 result (Bego et al., 1993).

In principle, ampere balance experiments could provide
information on the value of K;, and the results of six such
experiments with relative standard uncertainties in the range
4.1X107% t0 9.7X 10~ were initially considered in the 1986
adjustment (Cohen and Taylor, 1987). However, all were
eventually discarded because of their disagreement with the
other data and/or their negligible weight. No new ampere
balance results have become available or are expected in the
future; such experiments have been replaced by those
involving voltage balances or moving-coil watt balances (see
Sec. 3.7).

3.6. von Klitzing Constant Ry

The quantity Ry is determined by measuring a resistance
R in terms of both the resistance Ry(i)=Ryg/i of the ith
quantized Hall resistance (QHR) plateau (see Sec. 2.4.2) and
the ST unit Q =m?kg s> A~2 The comparison can be direct,
in which case we have ’

Rx=i Rig 0 228

K= RIRg(D) (228)
where R/} is the numerical value of R when R is expressed
in the unit Q (see Sec. 1.2); or instead, the resistance R can
be compared to a laboratory unit of resistance ; ,p known
in terms of a particular value of the von Klitzing constant
Ry—1ap- In this case the relevant relation, in analogy with
Eq. (29b), is

R/C)

Ry=Rg-1a8 %7 Oins’ (229)
where R/Q; 5y is the numerical value of R when R is ex-
pressed in the unit  ,5. In either case (direct or in terms of
Q1 48), R/ is determined using a calculable cross capacitor.

The calculable cross capacitor is based on a theorem in
electrostatics discovered by Thompson and Lampard (1956)
(Lampard, 1957). The theorem allows one to construct a cy-
lindrical capacitor (Thompson, 1959) whose capacitance, to
high accuracy, depends only on its length. (The electric con-
stant €,=1/u,c? is also required but is exactly known, since
in the SI pq and ¢ are exactly known.) In its most accurate
practical form (Clothier, 1965a), the calculable cross capaci-
tor consists of four long, parallel, identical cylindrical bars in
vacuum with small gaps between their surfaces and oriented
vertically with their axes forming a square array. In addition,
there are grounded cylindrical guard electrodes centered be-
tween the bars at either end of the array, one of which is
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movable and the other fixed, and both of which are inserted
part way into the array along its axis. For such a configura-
tion, the cross capacitance between diagonally opposite bars
is independent of their diameter and is determined by the
distance between the two guard electrodes. In practice, the
known change in capacitance due to an interferometrically
measured displacement of the movable electrode relative to
the fixed electrode is compared to the resistance of a refer-
ence resistor through a chain of impedance comparisons
which we discuss in connection with particular experiments.
A displacement of the movable electrode of about 25 cm
leads to a change in cross capacitance of about 0.5 pF.

The uncertainty of Ry is determined mainly by the quality
and implementation of the design of the calculable capacitor
and the apparatus used to compare its capacitance to the
resistance of the reference resistor, and the extent to which
systematic effects are understood. These effects include geo-
metrical imperfections in the calculable capacitor, voltage
dependences of capacitance standards, calibrations of trans-
former ratios, and the difference in ac and dc resistance of
the reference resistor, since the impedance measurements are
carried out at ac (for example, w= 10 rad/s or approximately
1592 Hz) and the QHR measurements are carried out at de.
The uncertainty of the comparison of R with Ry(i) or Q; g
is usually rather smaller than the combined uncertainties of
the calculable capacitor and impedance chain.

As noted in Sec. 2.4.2, if one assumes the validity of the
relation Rx=~h/e?, Ry and the fine-structure constant a are
related by

-~ MocC

a=3 Ry (230)
Since uq and ¢ are exactly known, the relative uncertainty of
the value of « that may be inferred from a particular experi-
mental value of Ry is the same as the relative uncertainty of
that value.

3.6.1. NIST: Calculable Capacitor

The first NIST calculable cross-capacitor mcasurcments
were reported nearly 40 years ago by Cutkosky (1961). He
used a capacitor consisting of horizontal bars to determine
the NIST (then the National Bureau of Standards, NBS)
laboratory unit of resistance based on 1 () standard resistors
in terms of the ohm, Qyep/Q), with a relative standard un-
certainty of about 3X 1076, A new vertical capacitor of the
now classic geometry described above and pioneered by
Clothier (1965a) at NML (then the National Standards Labo-
ratory, NSL) was constructed starting in the late 1960s and
culminated in a measurement of Qygr/€), reported in 1974,
with a relative standard uncertainty of 2.7X 10~% (Cutkosky,
1974). Using the same system, but with a number of im-
provements, a value for Qur/Q was reported in 1989 by
Shields et al. (1989) with a relative standard uncertainty of
2.2X1078; and based on this result and measurements at the
same time by Cage eral. (1989a) of Ry(4) of a GaAs/
AlGaAs heterostructure in terms of Qper, Cage et al.
(1989b) reported ‘
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Rx=25812.8[1+0.280(24) X 107¢] Q

=25812.80723(61) O [2.4x107%]. (231)

The NIST work to determine Ry continued, focusing on
the acquisition of more data and the investigation and elimi-
nation of possible sources of systematic error. Based on this
new effort, in 1997 Jeffery er al. (1997) and Jeffery et al.
(1998) reported

Rg=25812.8[1+0.322(24) X 106 O

=25812.80831(62) Q [24X1078], (232)
which exceeds the 1989 result by the fractional amount 4.2
x1078.

The calculable capacitor and impedance chain used to ob-
tain the 1997 result were essentially the same as those used
to obtain the 1974 and 1989 results. In brief, the known 0.5
PF change of capacitance of the NIST calculable cross ca-
pacitor is compared, using a two-terminal-pair transformer
bridge, to the capacitance of a fixed 10 pF portable standard,
which in turn is used to calibrate a bank of five similar 10 pF
standards maintained in an oil bath using a two-terminal-pair
10:1 transformer bridge. These standards and a 10:1 four-
terminal-pair direct reading ratio set are then used to cali-
brate a 100 pF capacitor, and that capacitor and the ratio set
are used to calibrate two 1000 pF capacitors. These in turn
are employed as two arms of a frequency-dependent quadra-
ture bridge to determine the ac resistance of two 100 k()
resistors. Each of these is then compared, using a 100:1
equal-power resistance bridge, to a 1000 £} transportable re-
sistor called R311. The difference in ac and dc resistance of
R311 is determined by comparing it to a special coaxial
straight-wire resistor of calculable ac/dc difference. All ac
measurements are done at 1592 Hz.

Starting in the early 1990s, a cryogenic current comparator
(CCC) was used to compare Ry(4) and Ry(2) to a 100 O
reference resistor and to compare that resistor to R311. Prior
to this time, Ry(4) was compared to 6453.2 ) reference
resistors using a potentiometric technique and these were
then compared, using classical dc scaling methods based on
a Hamon resistor, to the 1 £ resistors that defined Qyer.
The resistor R311 was also compared to the 1 () resistors
using such classical methods.

The likelihood that the 1989 NIST value of R¢x was in
error became fully apparent to the NIST researchers in the
early 1990s. Every effort was then made to understand the
cause of the error. All critical aspeets of the experiment, on
both the ac side and the dc side, were exhaustively checked
but to little avail. Tt was concluded that about 0.4X 1072 of
the 4.2X 1078 shift between the 1989 and 1997 values was
probably due to a loading effect on the 6453.2 () resistors
used in the pre-1990 measurements of Ry(4), as mentioned
in Sec. 3.4.1.a, and that the ratio of the current transformer in
the 100:1 resistance bridge used to measure R311 in terms of
the 100 k() ac resistors (see above), which had a history of
being
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extremely stable and thus was not checked in the earlier ex-
periment, might have shifted unexpectedly at the time of
those measurements.

Because the 1997 NIST value of Ry given in Eq. (232) is
based on a much more extensive body of data than is the
1989 value, including the results of an extremely thorough
investigation of possible systematic errors, we use only the
1997 value in the 1998 adjustment. This is consistent with
the view of Jeffery et al. (1998) that the newer result super-
sedes the earlier result. The 2.4X 102 relative standard un-
certainty of this value, which is smaller by about a factor of
2 than the next most accurate measured value of Ry, con-
sists of the following major components (mainly Type B):
1.9% 1072 associated with measurement of the bank of 10 pF
capacitors in terms of the NIST calculable cross capacitor,
which includes 1.5X 103 from possible geometrical imper-
fections of the calculable capacitor; 1.3X 1078 associated
with measurement of R311 in terms of the 10 pF bank; and
0.7x 1078 associated with measurement of R311 in terms of
Ry(2) and Ry(4). The value of « that may be inferred from
the NIST 1997 value of Ry is, from Eq. (230),

a~1-137.0360037(33) [2.4x107%]. (233)

3.6.2. NML: Calculable Capacitor

Clothier (1965a) completed the construction of his pio-
neering calculable cross capacitor at NML in the early 1960s.
At the same time he and NML colleagues developed the ac
and dc apparatus required to relate its known capacitance to
the 1 ) resistance standards on which Qg was based. The
complete system was functional in 1963, at which time mea-
surements of Qupy./{) commenced. Results obtained in
1964 and 1967, together with a detailed description of the
system and its uncertainty, were given by Thompson (1968).
The system was used on a regular basis to maintain Qg
until the introduction by the CIPM, starting 1 January 1990,
of the ohm representation based on the QHE and the conven-
tional value Ry _y; (see Sec. 2.5). Small (1987) briefly sum-
marized the results obtained through 1986, described the im-
provements made to the system since it was first used,
discussed a correction that had to be applied retroactively to
the results obtained starting in 1974, and reassessed the un-
certainty of the system. He concluded that a resistance of one
ohm could be determined in ohms with a relative standard
uncertainty of 6.2X 1073,

Based on such calculable capacitor measurements and
measurements of Ry(4) of one GaAs/AlGaAs heterostruc-
ture and Ry(2) of another in terms of 1 €} resistance stan-
dards, Ricketts and -Cage (1987) reported Ry
=25812.8099(20) Q. [7.8X 1078]. This work was carried
out from November 1985 to May 1986. Subsequently the
NML calculable capacitor was dismantled, carefully
checked, and reassembled, the QHR measurement system
was improved, and additional measurements were carried out
over the period December 1987 to April 1988. From the new
data, and the earlier data after minor adjustment based on
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information gained during the course of the new measure-
ments, Small, Ricketts, and Coogan (1989) obtained

Rg=25812.8[ 1 +0.363(66) X 10~6] O

=25812.8094(17) Q [6.6X1078]. (234)

In the NML system, a 3 pF change in capacitance of the
calculable capacitor is compared to that of a § pF reference
capacitor, which .in turn is compared to the capacitance of
two other similar capacitors. The 0.5 pF capacitance of the
three in parallel is then compared to the capacitance of two 5
nF capacitors in four 10:1 steps. These two capacitors are
subsequently used in a frequency-dependent quadrature
bridge to determine the ac resistance of two 20 k() resistors,
and the ac/dc difference in resistance of the two in parallel is
determined using a 10 k() transfer resistor of known ac/dc
difference. Finally, the dc resistance of the two parallel 20
kQ) resistors is compared to the 1 ) reference resistors used
to maintain Qg using a Hamon resistor of ratio 10*:1. All
ac measurements are carried out at 1592 Hz. In the NML
QHR measurement system, Ry(4) is compared potentio-
metrically to a 6453.2 () reference resistor, Ry(2) to two
-such resistors in series, and the 6453.2 () resistors are com
pared to the 1 ) reference resistors used to maintain Qypy,

via a Hamon resistor of ratio 64533 :1.

As part of the December 1987 to April 1988 redetermina-
tion of Rk, a possible error in the NML calculable capacitor
due to the spreading of the four main bars as the upper mov-
able guard electrode is lowered was investigated and a frac-

tional correction for this effect of 6.4X 1073 was incorpo- -

rated into the reported result. To check the reliability of this
correction and to eliminate the need for it in future measure-
ments, a compensating spike was added to the end of the
fixed guard electrode after the redetermination was com-
pleted. Subsequent measurements uncovered an unsuspected
error in the calculable capacitor arising from the need to tilt
the lower guard electrode in order to align the interferometer
used to determine the displacement of the movable guard
electrode (Small ef al., 1997). This error was eliminated and
a new determination of Ry undertaken after the calculable
capacitor was dismantled, cleaned, and reassembled, and af-
ter a number of improvements were incorporated in both the
ac and dc measurement systems. The reliability of the QHR
portion of the system was subsequently confirmed through
comparisons with BIPM (Small ez al., 1997) and NIST (Jef-
fery et al., 1997) using 1 Q traveling resistors.

" Based on measurements carried out from December 1994
to April 1995 and a complete reassessment of uncertainties,
in 1997 Small et al. (1997) reported

Rx=Rg_oo[1+0.4(4.4)X1073]

=25812.8071(11) Q& [4.4x107%], (235)

where the quoted relative standard uncertainty consists of the
following principal components: 3.2X 10™# associated with
the calculable capacitor, which includes 3.0X 10728 due to
geometrical imperfections; 2.4X 10”8 associated with link-
ing of the calculable capacitor to the 1 () standard resistors

1765

used to maintain Q. ; and 1.9X 10~ 8 associated with mea-
surement of Ry(i) in terms of these resistors. Because of the
problems associated with the 1989 value of R, we use the
result reported in 1997 as the NML value of Ry in the 1998
adjustment. The value of « it implies is

a~1=137.0359973(61) [44X107%]. (236)

3.6.3. NPL: Calculable Capacitor

The NPL calculable cross capacitor (Rayner, 1972) is
similar in design to those of NIST and NML and the imped-
ance chain that links it to a 1 k{) resistor (Jones and Kibble,
1985) is similar to that of NIST with all ac measurements
being carried out at 1592 Hz. The 0.4 pF capacitance change
of the NPL calculable capacitor is stepped up to 10 pF, then
to 1000 pF in three 10:1 steps, transferred to a 100 kQ) ac
resistance using a frequency-dependent quadrature bridge,
and stepped down to a 1 k{) ac resistance in a single 100:1
step. In the initial work (Jones and Kibble, 1985; Hartland,
Davies and Wood, 1985) the dc resistance of this resistor
was determined by comparing it at ac and dc to two quadri-
filiar resistors whose ac resistance at 1592 Hz and dc resis-
tance is the same. In subsequent work (Hartland e al., 1987,
Hartland, Jones, and Legg, 1988), instead of determining the
ac/dc difference of the 1 k() resistor, such a quadrifiliar re-
sistor was measured at ac and then compared at dc with a
group of four 1 k() resistors, two of which were then used to
determine the resistance of the 100 () resistors used in the
QHR measurements. The relative standard uncertainty for
linking a 10 pF capacitor to the calculable capacitor is
2.8% 1078, which includes the uncertainty associated with
the calculable capacitor itself, and that for linking a so-
calibrated 10 pF capacitor to one of the 100 2 QHR resistors
is 44X 1078,

The result for R¢ reported in 1988 by NPL is (Hartland
et al., 1988)

Rg=Ry_oo[1+0.356(54) X 1079]
=25812.8092(14) O [54Xx107%] (237)

and was obtained by compaﬁng the i=2 plateau of a GaAs/
AlGaAs heterostructure to a 200 £ resistor using a cryogenic
current comparator. The latter resistor consisted of two

100 Q resistors calibrated in terms of the 1 kQ resistors

known in terms of the calculable capacitor as described
above. The relative standard uncertainty of the Ry(2) to
200 Q resistance comparison is 1.0X 1078, The 1988 NPL
value of R is consistent with values given earlier when the
calculable capacitor and the impedance chain were in a less
refined state and when the QHR measurement system was
being developed; in 1987 Hartland ef al. (1987) reported
Rg=25812.8106(17) 0 [6.7x107%], while in 1985 Hart-
land eral. (1985) reported Ryx=25812.8083(46) O
[1.8X1077]. The value of & that one may infer from the
NPL 1988 value of Ry is

a~1=137.0360083(73) [54%107%]. (238)
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3.6.4. NIM: Calculable Capacitor

The NIM calculable cross capacitor (Zhang, 1985) differs
markedly from the now classic version of Clothier used at
NIST, NML, and NPL. The four bars are horizontal and the
length that determines its known 0.5 pF capacitance is the
fixed distance between two narrow insulating gaps about 8
wm wide in two of the four bars. This distance, about 256
mm, is determined by the NIM length metrology laboratory
using modern dimensional measurement techniques. The two
bars with gaps, called detector electrodes, are actually well-
ground fused silica tubes covered with a vacuum-evaporated
Cr—Al-Cr composite film 0.1 pm thick with the gaps
formed using a photoetching technique.

In the NIM experiment to determine Ry, the dc res1stance
of a transportable 1 k{) resistor used in connection with the
QHR measurements was determined in terms of the known
0.5 pF capacitance of the NIM calculable capacitor through
an impedance chain in which the 0.5 pF capacitance is
stepped up to 1 oF in one 2:1 and three 10:1 steps using a
two-terminal transformer bridge, and then to 10 nF using a
four-terminal arrangement of the bridge. This capacitance is
compared to the ac resistance of a 10 k& resistor using a
quadrature bridge, which is then compared to the resistance
of the 1 k{} transportable resistor using a four-terminal trans-
former bridge (Ruan ef al., 1988; Zhang et al., 1995). The
difference between the ac and dc resistance of this resistor

was determined by comparing it to a special 1 k{} resistor

whose ac/dc difference could be calculated from its dimen-
sions. Again, all ac measurements were carried out at 1592
Hz.

The NIM QHR measurements were carried out using sev-
eral different. GaAs/AlGaAs heterostructures biased on the
i=2 plateau (Zhang er al., 1995; Zhang et al., 1993; Zhang
et al., 1992; Zhang et al., 1991). The NIM system for relat-
ing R(2) to a resistance of 1 KQ is based on 1:1 potentio-
metric resistance comparisons and two specialized resistance
networks. A number of improvements were incorporated in
the system since it was first described by Zhang et al. (1991)
and the quoted relative standard uncertainty of relating
Ry(2) to the resistance of the 1 k() transportable resistor is
now 1.4X107% (Zhang et al., 1995). The relative standard
uncertainty of the 0.5 pF capacitance of the calculable ca-
pacitor is given as 10X 1073 and that for relating the imped-
ance of the capacitor to the resistance of the 1 k() transport-
‘ablc rosistor is 8.4% 1078, The final result for Ry, as
reported in 1995 by Zhang et al. (1995), is

Rx=25812.8084(34) @ [1.3X1077], (239)

where it should be noted that the significantly smaller uncer-
tainty of the NIM calculable capacitor and impedance chain
given by Zhang et al. (1995) compared to that given by Ruan
et al. (1988) and by Zhang (1985) is due to significant im-
provements in the apparatus and the evaluation of all uncer-
tainty components as estimated standard deviations (Liu,
1998).

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999

P. J. MOHR AND B. N. TAYLOR

The value of Ry given in Eq. (239) agrees with the value
25 812.8055(156) 2[6.1X10—7] reported in 1988 by Zhang
et al. (1988). It was obtained using the NIM calculable ca-
pacitor in a less developed state, a more conservative ap-
proach to uncertainty evaluation in use at NIM at the time,
and a different and less accurate QHR measurement system.
The value of « that may be inferred from the 1995 NIM
result is

a~1=137.036004(18) [1.3X1077].  (240)

3.6.5. Other Values

In addition to those discussed above, three values of Ry
directly based on calculable capacitor measurements, with
quoted relative standard uncertainties of 22Xx1078, 26
%1078, and 32X 1078, have been reported. These values
were obtained by researchers at LCIE (Delahaye et al.,
1987), ETL (Shida ez al., 1989), and at VNIIM together with
colleagues at the Institute of Metrological Service (IMS),
Moscow (Kuznetsov et al., 1988). Because their uncertain-
ties are 9 to 13 times larger than the 2.4X 10~ uncertainty
of the NIST value of Rx, which has the smallest uncertainty,
and because all seven values of Ry are consistent, we follow
the principles given in Sec. 1.4 and do not include these three
additional values as input data.

3.7. Product K3Rg

A value of the product K‘}RK is of importance to the de-
termination of the Planck constant &, because if one assumes
the relations K;=2e/h and Ryg=nhle? are valid, then

4
KiRx

(241)

In analogy with the determination of Ky and Ry (see Secs.
3.5 and 3.6), the product K2Ry can be determined by mea-
suring a power P in terms -of both a power P.(n,i)
=U%(n)/Ry(i) and the SI unit W=m’kgs™>, with Uy(n)
—nf/K, and Ry(i)=Rg/i. If the comparison is direct, the
applicable expression is

n,i
K2Ry =n2f2i %—)W"l, (242)
where P/W is the numerical value of P when P is expressed
in the unit W. If instead the power P is compared to a labo-
ratory unit of power Wy o5 =V s/ Q1 5, Where the labora-
tory units of voltage and resistance Vp,p and Qp,p are
known in terms of particular values of the Josephson con-
stant Ky_;p and von Klitzing constant Rg_jag, respec-
tively, then the applicable expression, in analogy with Eq.

(294), is

PIWyiap

K?RK KJ LABRK LAB™ powv P/IW (243)
A practical approach that allows K? 7Ry to be determined
with high accuracy based on the above formulation was first

proposed by Kibble at NPL nearly 25 years ago (Kibble,
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1975). Kibble’s idea is elegantly simple and was a direct
outgrowth of his measurement with Hunt of the shielded
proton gyromagnetic ratio 71’) by the high-field method (see
Sec. 3.4.1.c).

The basic principle is illustrated by the following simpli-
fied example. Consider a straight, conducting wire of length
! carrying a current I in a uniform applied magnetic flux
density B perpendicular to I. The force on the conductor is
F,=BII, and if this force is balanced by the gravitational
force on a mass standard with mass mg, then BlI=mg,
where g is the local acceleration of free fall. If the same
conductor without an applied current is moved with velocity
v in a direction perpendicular to B and [, a voltage U,
=Blv is induced across its ends. The elimination of the
product B! leads to

(244)

If U, is measured by means of the Josephson effect, I is
measured by means of hoth the Josephson and quantum Hall
effects, and mg, g, and v are measured in their respective SI
units, then the same power P=U,J will be known both in
terms of these effects and in terms of the SI watt, thereby
determining K{Ry . The beauty of Kibble’s approach is that
it does not require measuring the dimensions of an object or
a magnetic flux density; the only length measurement re-
quired is that needed to determine a velocity. In practice, the
movable conductor is a coil with many turns, hence such an
apparatus has come to be called a moving-coil watt balance.
To date two laboratories, NPL and NIST, have determined
K%RK using this method.

Ul=Fuy=mgv.

3.7.1. NPL: Watt Balance

Shortly after Kibble’s original proposal of 1975, Kibble
and Robinson (1977) carried out a theoretical study of its
feasibility based on the NPL apparatus used to determine 71’)
by the high-field method (Kibble and Hunt, 1979). This ap-
paratus was then appropriately modified, and the promising
progress made with it was reported in 1983 by Kibble,
Smith, and Robinson (1983). The final result of the experi-
ment was given in 1990 by Kibble, Robinson, and Belliss
(1990). That result may be written as

K Ry=K7 o Rx_xpr[1+16.14(20) X 1076]
=6.0367625(12)x 10837 1571
[2.0x1077],

where Ky _np1.=483594 GHz/V and
=25812.8092 Q.

The magnetic flux density used in the NPL experiment
was 0.7 T and was generated by a permanent magnet. The
moving coil consisted of two flat rectangular coils above one
another in a vertical plane and connected in series opposi-
tion. Its total number of turns was 3362, its mean width
0.25 m, and its mass about 30 kg. When carrying a current /
of 10 mA in the 0.7 T flux density, the change in force AF
on the coil upon reversal of the current, which corresponds to

©(245)

Ryg-npL
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twice the force F, of Eq. (244), was equal to the gravitational
force on a 1 kg standard of mass. The current I was deter-
mined by placing a reference resistor of resistance R
=100() known in terms of Ryx_ypy, in series with the coil
and measuring the 1 V potential difference U, across its ter-
minals in terms of Vypr , which was defined in terms of the
Josephson effect and Kj_npr. The coil was suspended be-
tween the pole faces of the magnet from one end of a mas-
sive balance beam and the change in force AF was deter-
mined by substitution weighing in such a way that the
balance beam was always in a horizontal position.

The measurement of AF and I as just described gives the.
quotient F./I of the quantities F, and I in Eq. (244). The
quotient U, /v of the quantities U, and v in Eq. (244) was
obtained by rotating the balance around its central knife edge
in such a way that the coil, now in its open circuit mode,
moved * 15 mm about its central position (i.e., balance beam
horizontal) at a velocity of 2 mm/s. The velocity was deter-
mined interferometrically and the 1 V induced voltage Uy,
across the coil was measured in terms of Vyp, and hence in
terms of Ky_ypr,. The quotient v/U, was determined at five
different points along the coil’s frajectory when it was as-
cending or descending, a parabolic curve fitted to these
points, and the quotient at the coil’s central position calcu-
lated. This procedure was necessary, because the flux density
was not perfectly uniform over the coil’s trajectory.

The final NPL result given in Eq. (245) is the unweighted
mean of 50 values obtained from July 1987 to May 1988. A
result based on the unweighted mean of 27 values obtained
from January 1985 to June 1985 agrees with it, but the un-
certainty of the earlier result is four times larger. Because of
this large difference in uncertainty and the many minor im-
provements in equipment and measurement technique incor-
porated in the 1987/1988 measurements, Kibble et al. (1990)
took no account of the earlier data in arriving at their final
result. Of the 50 1987/1988 values, 12 were obtained with a
coil current of 5 mA and a 0.5 kg mass standard. The statis-
tical (Type A) relative standard deviation of the 50 values is
3.3X1077 and the relative standard deviation of their mean
is 0.47X1077. The principal components of relative stan-
dard uncertainty due to possible systematic effects, all of
which were obtained from Type B cvaluations, are 1.1
X 1077 associated with the measurement of voltage and 0.5
X 1077 associated with the refractive index and density of air
(the entire experiment was carried out in air, including the
interferometric measurements of v and the weighings).

During the course of their work, Kibble ef al. (1990)
searched for and eliminated many systematic errors. The ef-
fects studied included coil misalignment, simple and tor-
sional pendulum-like motions of the coil, the effect of the
current in the coil on the permanent magnet, and the depen-
dence of the measured value of K?RK on coil velocity. How-
ever, Kibble et al. (1990) could not completely account for
the observed variations among the 50 values. In particular,
the four values obtained from 15 February 1988 to 24 Feb-
ruary 1988 deviated from the mean of all 50 values by an
unexpectedly largé amount. Nevertheless, since in general as
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many changes as possible were made between measurement
runs and there was no reason to believe that any of these
changes introduced a systematic error, Kibble ez al. (1990)
did not include any additional component of uncertainty to
account for the possibility that the variations between values
were not entirely due to random effects.

For the purpose of the 1998 adjustment, Kibble and
Robinson (1998) reconsidered their uncertainty assignment
and- suggested that, to allow for this possibility, the data
should be viewed as a collection of five uncorrelated groups
of data with different means, and therefore the statistical
standard deviation of the mean is obtained by dividing the
3.3x1077 statistical relative standard deviation of the 50
values by /5 rather than /50. The uncertainty quoted in Eq.
(245) reflects this suggestion. The value of 4 that may be
inferred from the 1990 NPL value of K%RK according to Lq.
(241) is

h=6.6260682(13)x10"3*Js [2.0x1077].  (246)

Based on the experience gained in the experiment just
described, a new apparatus has been designed and. con-
structed at NPL by Robinson and Kibble (1997) that is ex-
pected to yield a relative standard uncertainty of the order of
1% 1078, The apparatus, which has the cylindrical symmetry
of the NIST apparatus to be described in the next section,
uses the same balance beam but little else from the earlier
experiment. Two horizontal circular coils, one above the
other on the same cylindrical form, are suspended from one
end of the balance beam. Each coil is in the radial magnetic
flux density in the gap between two concentric annular per-
manent magnets. '

The coils have 340 turns each and are about 330 mm in
diameter. Much of the apparatus—magnet, coils, interferom-
eter for measuring the position of the coils, and balance—are
in a vacuum chamber to eliminate the uncertainty associated
with the refractive index and density of air. The magnitude
of the induced voltage U, and force F, are the same as in the
earlier apparatus. However, to significantly reduce the uncer-
tainty of the voltage measurements in both the U,/v and
F./1 portions of the experiment, and to simplify how the
experiment is carried out, the apparatus is directly connected

to the NPL Josephson array voltage standard. Although the

array. standard is some 60 m away in another building, the
watt-balance experimenters are able to select, with a relative
standard uncertainty of about 1X 10™°, any Josephson volt-
age less than 1.5 V and directly measure both the induced
voltage U, and the voltage U, across the series reference
resistor. As a consequence, within broad ranges, coil travers-
als may be carried out at any velocity and weighings with
any standard of mass. Further, although the NPL quantum
Hall effect resistance standard is also located 60 m away, it
too has been connected to the apparatus; an automated cali-
bration of the reference resistor in terms of Rg_go is now
done every few months with a relative standard uncertainty
approaching 1 X 10™°. Many other improvements and refine-
ments have been incorporated in the new apparatus as well,
including an on-site absolute gravimeter for determining g as

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999

P. J. MOHR AND B. N. TAYLOR

needed with a relative standard uncertainty significantly less
than 1X 1078, However, no result for K?Ry has been re-
ported at the time of writing (October 1999).

3.7.2. NIST: Watt Balance

Work on a moving-coil watt balance at NIST began
shortly after Kibble proposed his new approach. Preliminary
studies were carried out with a Pellat-type ‘‘electrodyna-
mometer’’ consisting of a rotatable coil with its axis vertical
resting on a balance and immersed in the uniform horizontal
magnetic flux density at the center of a long solenoid (Olsen,
Phillips, and Williams, 1984; Olsen et al., 1980a).

At the same time, a special vertical magnet (1.5 m high,
240 mm nominal radius) consisting of upper and lower su-
perconducting solenoids and smaller compensation wind-
ings, connected in series opposition, was designed and con-
structed (Olsen, Phillips, and Williams, 1980b; Chen et al.,
1982). The solenoids generate, for a current of about 5 A in
the solenoids and 66 mA in thc compensation windings, an
axially symmetric radial flux density of about 0.1 T in the
region traversed by a moving coil that encircles the solenoids
in the watt-balance experiment. The magnetic flux density
over the vertical extent of this region has a fractional varia-

- tion of less than 0.05 % and the product Br, where r is the

radial distance from the axis of the solenoids, has a fractional
variation of a few times 1075, These characteristics of the
flux density keep the variations of U,/v and F,/I over the
moving coil’s trajectory within reasonable bounds and en-
sure that, if the diameter of the moving coil changes due to
small changes in temperature, or if the coil’s axis does not
exactly coincide with the axis of the solenoids, significant
errors do not occur. The superconducting solenoid is, of
course, in a liquid helium Dewar, with the moving coil in the
air outside.

In order to avoid the additional complexities that the su-
perconducting solenoid would introduce while they devel-
oped the other portions of the apparatus, the NIST research-

. ers constructed a similar room-temperature solenoid cooled

by immersion'in an oil bath and which provided a maximum
flux density of about 2 mT (Olsen et al., 1985). For this
value of B, the voltage induced in a 2355-turn moving coil

"~of mean radius 350 mm and traveling at 2 mm/s was 20 mV.

Reversing a current of 50 mA in the coil resulted in a change
in force on the coil equal to the gravitational force on a
standard of mass of about 100 g. Using this apparatus and
methods comparable to those discussed below, in 1989 Olsen
et al. (1989) and Cage er al. (1989b) reported

K2Ry=K?_\grRx—nastl 1 +16.69(1.33) X 1076]
=6.0367605(80) X 1037 151
[1.3X1079], (247)

where  Kj_ys7=483593.420 GHz/V; and Ry st
=25812.84847(30) Qs on the mean date of the experi-
ment, which was 15 May 1988, based on our analysis dis-
cussed in connection with the NIST low-field 71,) determina-
tion [see Eq. (184) and the subsequent text].



CODATA RECOMMENDED VALUES

Upon completion of the 1988 measurements, the NIST
researchers installed the superconducting solenoid and un-
dertook the additional work necessary to obtain a value of
K %R  with a significantly reduced uncertainty (Steiner et al.,
1997; Gillespie et al., 1997; Fujii et al., 1997; Stenbakken
et al., 1996; Olsen et al., 1991). The final result from this
phase of the NIST effort was reported in 1998 by Williams
et al. (1998) and is

K2Rg=K2_goRx_oo[ 1—0.008(87) X 107]
| =6.03676185(53)x 103 157!

[8.7x107%]. (248)

The earlier NIST value is consistent with this value, but has
an uncertainty about 15 times larger.

The moving coil in the new measurements was the same
as in the 1988 measurements. However, when traversing its
85 mm trajectory in the.0.1 T flux density of the supercon-
ducting solcnoids at a vclocity of 2 mm/s, it generated an
induced voltage of 1 V; and the change in force on the coil
when the 10 mA current through it was reversed was equal to
the gravitational force of a 1 kg mass standard. Thus the use
of the new magnet led to increases in the force and voltage
by factors of 10 and 50, respectively, thereby allowing these
quantities to be determined with considerably smaller uncer-
tainties.

The balance was also essentially the same as that used in
the earlier measurements, but with an improved main knife

edge. It consisted of a wheel about 610 mm in diameter and

25 mm thick with the knife edge serving as its axle. The
moving coil was suspended from a three-arm spider, which
in turn was suspended from the wheel by a band of fine wires
that went around the wheel and hung from both sides. An
absolute gravimeter, a refractometer for help in determining
the index of refraction of air, and a three-axis interferometer
were incorporated in the new experiment as well as many
new instruments and procedures, especially for aligning the
apparatus. In this and the earlier experiment, to reduce volt-
age noisc from ambient ac electromagnctic ficlds and from
vibrational motion of the moving coil relative to the super-
conducting solenoids, the voltage and velocity differences
between the moving coil and a similar but fixed suspended
reference coil were the quantities actually measured.

In the 1998 NIST measurements, U,/v was sampled ap-
proximately 650 times during a single up or down traversal
of the moving coil. In a typical run, the data from ten pairs of
such transversals, interspersed with weighings at a particular
point to determine F,./I, were used to determine the profile
of the flux density. This profile in turn was used to correct
the data from each traversal. These corrected data were then
used to determine the value of U, /v at the point where F,/I
was determined, thereby yielding a single measurement of
K3Ry. The result given in Eq. (248) is the mean of 989
values obtained over the period January 1998 to April 1998.
The statistical relative standard deviation of these values
(Type A) is 14X 1073, Although the 989 values were very
nearly normally distributed, because of occasional small
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changes in the measured value of K}"RK that could not be
completely explained, Williams er al. (1998), took as their
statistical relative standard uncertainty 3.0X 10™3, based on
treating the 989 individual values as a collection of 22 un-
correlated groups of data. Thus the 14X 10™* statistical rela-
tive standard deviation of the 989 values was divided by V22
rather than \/§§§ to obtain the statistical relative standard
uncertainty of the mean. The three largest components of
relative standard uncertainty due to possible systematic ef-
fects, as obtained from Type B evaluations, are 4.3X 1078
for the index of refraction of the air, 4.0X 10~ for apparatus
alignment, and 3.0X 1078 for relating the measured voltages
to Kj_g-

During the course of their work, the NIST researchers in-
vestigated many possible sources of error. For example, spe-
cial attcntion was paid to possible errors due to misalignment
of the apparatus (Gillespie et al., 1997; Stenbakken et al.,
1996). Determining the index of refraction of air was par-
ticularly troublesome, due in part to the size of the apparatus,
outgassing of the components, and gaseous helium leaking
into the air. Improvements now being introduced into the
apparatus should alleviate this as well as other difficulties
and lead to a reduced uncertainty (Steiner, Newell, and Wil-
liams, 1999). The improvements include converting to
vacuum operation, incorporating a programmable Josephson
array voltage standard directly into the experiment, and pos-
sibly replacing the wheel balance with a dual flexure-strip
balance. _ '

As in other similar cases, we consider the 1989 NIST re-
sult as being superseded by the 1998 result given in Eq.
(248) and include only the latter in the 1998 adjustment. The
value of A that it implies is

h=6.62606891(58) X107 3*Js

[8.7X1078]. (249)

3.8. Faraday Constant F

The Faraday constant F is equal to the Avogadro constant
N, times the elementary charge e, #'=N,e; 1ts Sl unit is
coulomb per mole, Cmol '=Asmol™!, It determines the
amount of substance n(X) of an entity X that is deposited or
dissolved during clectrolysis by the passage of a quantity of
electricity or charge Q=1It due to the flow of a current [ in a
time ¢. The Faraday constant is related to the molar mass

M(X) (see Sec. 2.3). electrochemical equivalent E(X). and
valence z of entity X by

F= M(%) 250)
T ZE(X)’ (
where E(X) is the mass my(X) of entity X deposited or
dissolved divided by the amount of charge Q =1t transferred
during the electrolysis:

my(X)

E(X)= Ir

(251)
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Obtaining F experimentally thus involves determining E(X)
with SI unit kg As™! and M(X) with SI unit kg mol ™!

In practice, as in other experiments that require the mea-
surement of an electric current, the quantity 7 in Eq. (251) is
measured in terms of a laboratory unit of current Ajpap
=Vias/Quap (see Sec. 2.5). Since E(X) varies inversely
with I, and hence F varies directly with I, the situation is
identical to that for low- and high-field measurements of
shielded gyromagnetic ratios. Based on the discussion of
Sec. 3.4 and Egs. (177a) and (177b), we may immediately
write

K;Rx

E(X)=En(X) - (252)

?
—90R K-90

where Ego(X) is the value of my(X)/It when I is replaced by
(I!Agg) A; that is, when [ is taken to be the numerical value
of the current measured in the unit A, times the unit A; and

Ky_9oRx-90

F=Fyp R (253)
where
M(X)
0= oK) (254)

As in the case of shielded gyromagnetic ratios, if Vy,p and
04 ap are not based on the Josephson and quantum Hall ef-
fects and the conventional values Ky_gq and R¢_qq, then Eq.
(252) has a modified but similar form. In particular, in the
one experiment considered here, the appropriate expression
is obtained by replacing Egy(X), Kj_o9, and Rx/Rx_go by
Eap(X), Ki_1ap» and QO 4p/Q, respectively, and it is nec-
essary to apply corrections to & ap(X) to convert it to
Eoo(X).

It follows from the relations F=N e, e?=2ah/uoc, m,
=2R.h/ca?, and N,=A(e)M,/m,, where M,=10"3
kgmol ! (see Sec. 2.3), that

F_A,(e)Mu c a’\1?
SR \smh) 39
and thus, from Eq. (253), that
KRy AJle)M, 5\ 12
Fm g 20 (—C a—) . @56)
K5_goRx-90 Rw \2m h

If one assumes the validity of the expressiohs K;=2e/h and
Rg—h/e?, the lattér equation can be written as ’
cM, Afe)a?

f =
% Kj-ooRg-00 Reh ’

(257)

which would be the observational equation for Fg;.
Also of interest is the relation
_K;—90Rx—90

NA_ .7:90.

5 (258)

Because Kj_gg and Rg.gq have no uncertainty, a determina-
tion of the Faraday constant when the relevant current is
measured in the unit Agq is a determination of N, .
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3.8.1. NIST: Ag Coulometer

There is one high-accuracy experimental value of Fgq
available, that from NIST. The NIST determination of
E(Ag) by Bower and Davis (1980) used the silver dissolu-
tion coulometer pioneered by Craig et al. (1960) in their ear-
lier determination of F at NIST. It is based on the anodic
dissolution by electrolysis of silver, which is monovalent,
into a solution of perchloric acid containing a small amount
of silver perchlorate. The basic chemical reaction is
Ag—AgT+e” and occurs at the anode, which in the NIST
work was a highly purified silver bar. By operating the cou-
lometer at the proper potential, one can ensure that any
chemical reactions of the constituents of the solutions other
than the desired reaction are negligible.

The amount of silver dissolved for the passage of a given
amount of charge Q =1t is found by weighing the bar before
and after electrolysis. However, some of the anode is lost by
mechanical separation rather than by electrolytic dissolution.
Craig et al. (1960) addressed this problem of silver residue
by recovering the mechanically separated silver and weigh-
ing it, a most difficult task. To reduce the uncertainty arising
from such weighings, Davis and Bower (1979) developed a
novel electrolytic method of determining the residue. In their
approach, the silver particles were converted into silver ions
dissolved in an electrolyte and the ionic silver plated onto a
platinum cathode. The correction applied to Eq. (251) was
then the amount of charge that passed during the electrolysis
rather than the mass of the silver particles lost.

Bower and Davis (1980) carried out eight definitive mea-
surements of E(Ag), the mean date of which was 15 March
1975. In these eight runs, the mass of the silver dissolved and
the current used was either 3 g and 100 mA or 5 g and
200 mA; the duration of the runs was between 13 ks and
44 ks (3.6 h and 12.2 h). The final result based on the mean
of the eight values may be €xpressed as

E(Ag) = Eust(Ag) KfN’m Q;‘;ST. (259)
with
Exast(Ag)=1.1179646(15) X 10" kg C!
[1.3X107], (260)

and includes a fractional correction of 1.68(49)X107° to
account for impurities in the silver samples. This correction
is based on additional analyses of the impurity content of the
silver that were motivated by the 1986 adjustment (Taylor,
1985). The relative statistical standard deviation of the mean
of the eight values is 0.85X 107® (Type A), and the relative
standard uncertainty due to weighing, and measuring
voltage, resistance, time, and the residue is 0.85X 1076

(Type B).
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The fractional values of the corrections thet must be ap-
plied to &xisr(Ag) in Eq. (260) to convert it to a value based
on Agy are obtained in the same manner as in the case of
¥ pasr(10) in Eq. (184) and are as follows: 9.264X 107 % 1o
convert from Ky nsr=483593.420 GHz/V t0 Kj_g¢; and
~0.935(33)X 1079 to convert from Qer/Q to Ry/Rg_ oo
based on the value Rx=25812.83114(85) (2ygst on the 15
March 1975 mean date of the eight runs. Application of these
corrections yields

£0=1.1179739(15) X 10" % kg C™*

[1.3x1075]. (261)

Naturally occurring silver contains the two isotopes ““"Ag
and ®Ag in nearly equal abundance. In a separate experi-
ment, Powell, Murphy, and Gramlich (1982) determined the
ratio ro=n('¥Ag)/n(*®Ag), the ratio of the amount of
substance of 1Ag to the amount of substance of '®Ag, for
the silver used in the E(Ag) measurements. The result is’

rs6=1.076 376(60) [5.6X1077], (262)

where the uncertainty has been recalculated by Eberhardt,
(1981) of NIST following the method used throughout the
1998 adjustment (see Sec. 1.3). This result was obtained by
the arduous but well-developed technique known as absolute
isotopic-ratio mass spectrometry, which combines high-
accuracy chemical assay with high-accuracy mass spectrom-
etry. In this technique, the mass spectrometers used to deter-
mine amount-of-substance ratios are calibrated using
synthetic mixtures of known isotopic composition prepared
from nearly pure separated isotopes.

Based on Egq. (17) with x(MAg)=rs/(1+7rsy),
x(*®Ag)=1/(1+ro9), 779 given in Eq. (262), and A('TAg)
and A, ("®Ag) given in Table 2, the mean relative atomic
mass of the silver used in the NIST measurements of E(Ag)
is .

A(Ag)=107.868147(28) [2.6X1077], (263)

where we have taken into account the fact that A, (1%Ag) and
A,('®Ag) are correlated with a correlation coefficient of
0.087 (Audi and Wapstra, 1998). However, the uncertainty
of A(Ag) is dominated by the uncertainty of o9, hence the
covariances of A (Ag) and other values of A(X) used as
input data in the 1998 adjustment are negligible.

The relation M(Ag)=ALAg)M,, and Egs. (254), (261),
and (263) lead to

T90=96485.39(13) Cmol™' [1.3x107].

(264)

Following our usual policy, we view the 1980 NIST result in
Eq. (264) as superseding the earlier and similar 1960 NIST
result reported by Craig ef al. (1960), which has an uncer-
tainty five times larger (Cohen and Taylor, 1973). The value
of & that may be inferred from Eq. (257) using the 1980
result for oy and the values from the 1998 adjustment for
the other quantities in that equation is

h=6.6260657(83)X 10" *Js [1.3x107%],  (265)
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where the uncertainties of the other quantitics arc negligible
compared to the uncertainty of Fyp.

3.8.2, Other Values

The two other values of the Faraday constant available
have relative standard uncertainties of about 1X107% and
are not considered competitive for use in the 1998 adjust-
ment. One was obtained at NIST by Marinenko and Taylor
(1968) [see also Cohen and Taylor (1973)] from measure-
ments of the electrochemical equivalent of benzoic acid and
of oxalic acid dihydrate. The other was obtained at NIST by
Koch (1980) from measurements of the electrochemical
equivalent of 4-aminopyridine.

3.9. {220} Lattice Spacing of Silicon d,y,

The crystal plane spacings of silicon and related topics
have been reviewed over the last several years by a number
of authors (Martin et al., 1998; Becker et al., 1996; Mana
and Zosi, 1995; Becker and Mana, 1994). In brief, silicon is
a cubic crystal with the same crystal structure as diamond; it
has eight atoms per face-centered cubic unit cell of edge
fength g~ 543 pm, which is commonly called the silicon lat-
tice parameter. The lattice spacing dj;; of any plane charac-
terized by Miller indices &, k, I in the full set of planes
{h,k,1} that are equivalent by symmetry is related to a by
dhk1=‘~al Vh2+kz + 12.

The three naturally occurring isotopes of silicon are 238j,
2984, and 39Si. The amount of substance fractions x(#8Y),
x(®Si), and x(*°Si) of natural silicon are approximately
0.92, 0.05, and 0.03, respectively. The linear temperature
coefficient of expansion of silicon at room temperature, and
hence of @ and d,y, is about 2.56X 107K L. Its elastic
constants are such that (Aa/a)/Ap~—3.4x10"2Pa"! and
thus the fractional change in a for a pressure change Ap of
100 kPa or ahout 1 standard atmosphere is —3.4%X 1077

The {220} lattice spacing of silicon is obviously not a fun-
damental constant in the usual sense. Nevertheless, for prac-
tical purposes one can consider the lattice parameter a, and
hence dz5g, of an impurity-free crystallographically perfect
or ““ideal”” silicon crystal under specified conditions (princi-
pally temperature, pressure, and isotopic composition) to be
an invariant quantity of nature. Currently the reference tem-
perature and pressure adopted are #99=22.5°C and p=0
(i-e., vacuum), where rgy is Celsius temperature as defined on
the International Temperature Scale of 1990, ITS-90
(Preston-Thomas, 1990). However, to date no reference val-
ues for isotopic composition have been adopted, because the
variation of a due to the variations of the composition of the
crystals used is taken to be negligible at the current level of
experimental uncertainty.

The degree to which a particular high-quality silicon crys-
tal grown by the floating-zone technique represents an ideal
silicon crystal depends primarily on thc amount of carbon
(C) and oxygen (O) impurities it contains. Based on expesi-
mental and theoretical investigations of the effect of C and O
on silicon lattice spacings (Windisch and Becker, 1990), it is
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TABLE 12. Summary of data related to the {220} lattice spacing of particular silicon crystals and the quotient

himdy(wo4) together with inferred values of a.

Relative standard

Quantity Value uncertainty u, Identification ~ Sec. and Eq.
him idye(Wo4) 2 060.267 004(84) ms™* 4.1x1078 PTB-99 3.11.1(282)
dyp(Wa.22) 192 015.563(12) fm 6.2x1078 PTB-81 39.1 (272)

a™! 137.036 0119(51) 3.7%x1078 3.11.1(284)
dgs0{MO*4) 192 015.551(6) fm 3.4x1078 IMGC-9%4 3.9.2 (273)
a™! 137.036 0100(37) 2.7x107% 3.11.1(285)
do(SH1) 192 015.587(11) fm 5.6x1078 NRLM-97 3.9.3 (274)
a™l 137.036 0017(47) 3.4x107% 3.11.1(286)

believed possible to relate the lattice parameter of such a
crystal using its measured C and O content (if sufficiently
small) to the lattice parameter of an ideal crystal with a rela-
tive standard uncertainty of about 1X 1073 (Martin ef al.,
1998).

To relate the lattice spacings of crystals used in difterent
experiments, it is necessary in the 1998 adjustment to in-
clude information on lattice spacing differences. The frac-
tional difference [ dyyy(X) — doyg(ref) 1/ dopp(ref) of the {220}
lattice spacing of a sample of crystal X and that of a sample
of a reference crystal ref can be determined with a relative
standard uncertainty in the range 5X107° to about 2
X 1078, depending on the instrument used and the lattice
spacing uniformity of the samples. Both PTB (Windisch and
Becker, 1988) and NIST (Kessler ef al., 1994) have con-
structed lattice comparators based on x-ray double crystal
nondispersive diffractometry, and these instruments are used
regularly to compare the lattice spacings of different
samples. In particular, as a result of improvements recently
made to the PTB apparatus (Martin et al., 1999), PTB com-
parisons have achieved a high degree of internal consistency;
measured lattice spacing fractional differences and calculated
differences based on measured C and O content agree to
within about 2X 107 (Martin e al., 1998).

Lattice spacing fractional differences obtained at NIST by
Kessler ef al. (1999a) that we take as input data are given in
Sec. 3.1.3.c, Egs. (51) to (53), in connection with the discus-
sion of the relative atomic mass of the neutron A(n). The
fodowing are the fractional differences obtained at PTB by
Martin et al. (1998) that we also take as input data:

doo(Wa.2a) = dpp(W04)

. = 1(21)x 1077 266

dyo(Wo4) ' 1) (266)
doo(W17) — d yp0(W04)

=22(22)x107° 267

dppo(W04) (22) (267)

" dypo(MO*4) — dgpo(W04) ' '

=-103(28)%x107? 268

d0(W04) (28) (268)
dooo(SH1) — dypp( W04

220 220(W04) _ (269)

=—23(21)x107°,
dy0(W04) ) 21)

In analogy with our treatment of the uncertainties of the
NIST lattice spacing fractional differences (see Sec. 3.1.3.c),
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the uncertainties we assign to these PTB differences consist
of the following components: 5X 10~ associated with the
PTB lattice comparator itself; a statistical component arising
from the observed variation of the lattice spacing along the
length of the sample being compared to the WASO 04 ref-
erence sample; and v2X 1073 dy,(X) for each sample X en-
tering a comparison (including the WASO 04 sample), ex-
cept that for the MO*4 sample v2X 1073 is replaced by
(3/VZ)x107%. As discussed in connection with the NIST
results, this last uncertainty component accounts for the fact
that in general, the {220} lattice spacing of different samples
from the same boule deviate from the mean value of the
boule. The total component of uncertainty common to the
uncertainty of each of these PTB lattice spacing differences
is 1.5 1078 (Becker, 1998), and hence the covariance of
any two of these fractional differences is 219X 10713 (the
correlation coefficients are about 0.4). Note that since the
same reference sample of WASO 04 was used in the PTB
lattice spacing comparisons and we take these covariances
into account, the extra component of uncertainty assigned to
d g of the WASO 04 reference sample does not increase the
uncertainty of the difference between the lattice spacings of
two_other crystal samples derived from the comparison of
each to the WASO 04 sample.

The {220} lattice spacing of silicon is relevant to the 1998
adjustment not only because of its relationship to A (n), but
also because of the availability of an accurate value of
him, d,(W04), where h/m, is the quotient of the Planck
constant and the neutron mass. Further, current measure-
ments of the Avogadro constant N by the x-ray crystal den-
sity method involve d,,(X). We discuss below three deter-
minations of d,y(X) in meters using a combined x-ray and
optical interferometer carried out at three different laborato-
ries: PTB, crystal WASO 4.2a; the Istituto di Metrologia ‘‘G.
Colonnetti” (IMGC), Torino, Italy, crystal MO*4; and the
National Research Laboratory of Metrology (NRLM),
Tsukuba, Japan, crystal SH1. In Sec. 3.10 we discuss the
status of measurements of the molar volume of silicon
Vm(Si) in the context of determining N, ; and in Sec. 3.11
we discuss the measurement of /1 ,d5p0( W04) as well as the
quotient h/m(*33Cs). Table 12 summarizes the data and
gives values of the fine-structure constant « that may be
inferred from the data; the calculation of these values is dis-
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cussed in the relevant portion of the text. As in previous
similar tables, the inferred values are indented for clarity and
are given for comparison purposes only. [No values of
Vm(Si) and him(*33Cs) are given for the reasons discussed
in Secs. 3.10 and 3.11.2.]

As discussed at the beginning of this section, the lattice
spacing of an ideal silicon crystal of naturally occurring iso-
topic composition d,yy can be deduced from the lattice spac-
ing of a real crystal sample. Based on both experiment and
theory, Martin et al. (1998) have proposed a number of cri-
teria that a-silicon crystal should meet in order to allow djy
to be obtained from its lattice spacing. Further, these workers
established that WASO 04 meets these criteria reasonably
well and that d,yy can be calculated from d,y(W04) simply
by taking into account the effect of C and O on the latter.
The relevant expression is (Martin et al., 1999)

dypo— dyg(W04)

— -9
Twen = (DX 107,

(270)
where the standard uncertainty arises from the 4 X 10~ stan-
dard uncertainty of the correction for C and O and a 10
%1077 standard uncertainty assigned to account for the fact
that WASO 04 may not fully meet all of the criteria. Equa-
tion (270) is also taken as an input datum in order to obtain
a recommended value of d,y as well as its covariances with
the other 1998 recommended values. As pointed out by Mar-
tin et al. (1998), because MO*4 contains a large amount of
carbon and SH1 may possibly contain voids, it is less clear
how well these crystals meet the criteria needed to deduce
dyyo from their lattice spacings.

3.9.1. PTB: X-ray/Optical Interferometer

X-ray interferometry began nearly 35 years ago with the
publication of the now classic letter of Bonse and Hart
(1965). The field developed rapidly, and the many significant
accomplishments of its first decade were reviewed by Hart
(1975), Deslattes (1980), and Bonse and Graeff (1977). The
first high-accuracy x-ray interferometric value of the {220}
lattice spacing of silicon was obtained at NIST in the 1970s
in pioneering work by Deslattes and colleagues, initiated in
the 1960s, using a combined x-ray and optical interferometer
or “XROI’ (Deslattes and Henins, 1973; Deslattes et al.,
1974; Deslattes et al., 1976; Deslattes, 1980). Its assigned
relative standard uncertainty was #,=1.5X1077. Subse-
quently the NIST value was found to be too large by a frac-
tional amount of approximately 1.8X 107°, but a final value
from an improved NIST x-ray/optical interferometer (desig-
nated XROI-II) designed to eliminate the apparent cause of
the error has not been reported (Becker, Seyfried, and Sieg-
ert, 1982; Deslattes et al., 1987; Deslattes, 1988; Deslattes
and Kessler, 1991).

In brief, an XROI used to measure the {220} lattice spac-
ing of a particular silicon crystal in meters consists of three
thin, flat, and parallel crystals cut from the same silicon
single crystal in such a way that the (220) lattice planes are
perpendicular to the surfaces of the three crystals. The initial
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structure is monolithic (the three crystals or lamellae are like
““fins’’), but the monolith is then cut so that one of the end
crystals, called the analyzer, can be moved relative to the
other two. A monoenergetic x-ray beam (for example, 17
keV Mo Ka; radiation) impinges upon the first fixed crystal,
called the splitter, and is coherently split into two beams by
Laue diffraction. The two beams impinge upon the second
(middle) fixed crystal, called the mirror, and are again Laue
diffracted. Two of the four diffracted beams overlap and pro-
duce an interference pattern at the position of the analyzer.
The analyzer is moved in a direction paralle] to the mirror so
that its planes are aligned, then *‘antialigned’” with the inter-
ference pattern maxima, and intensity variations of the x rays
passing through the analyzer are measured. The spatial pe-
riod of these intensity variations, or x-ray fringes, is equal to
the (220) lattice plane spacing of the analyzer. By measuring
the displacement of the analyzer relative to the fixed splitter
and mirror via optical interferometry as the analyzer is
moved parallel to the mirror, one can determine do,q of the
analyzer by comparing the period of the x-ray fringes to the
period of the optical fringes. The relevant relation is dqyg
=(m/n)A/2, where n i1s the number of x-ray fringes corre-
sponding to m optical fringes of period A/2, and A
~633 nm is the wavelength of the laser used to illuminate
the optical interferometer. For this value of A, n/m=~1648.

Typically (but see the following section), the x-ray fringes
are scanned by displacing the analyzer less than 80 pm (m

<250). Successful operation of an XROI is a challenge, and
the geometric, thermal, and vibrational requirements are se-
vere. Of particular importance is controlling (or, so that ap-
propriate corrections can be applied, measuring) the un-
wanted motions of the analyzer—the goal is to move it along
a perfectly straight line. Indeed, the error in the NIST lattice
spacing determination is attributed to- a problem with the
trajectory of the analyzer (Deslattes ez al., 1987; Deslattes,
1988; Deslattes and Kessler, 1991).

The XROI determination of the {220} lattice spacing of
silicon at the PTB was initiated in the 1970s, and measure-
ments of d,,, of silicon crystal WASO 4.2a were carried out
in the early 1980s (Becker et al, 1981; Seyfried, 1984;
Becker and Siegert, 1984; Siegert and Becker, 1984; Becker
et al., 1982). The special features of the PTB XROI in-
cluded: (i) a double parallel spring translation stage to move
the analyzer with very small guiding errors. thereby main-
taining the visibility of the x-ray fringes for displacements as
large as 40 pm, or about 120 optical fringes; (ii) polished
ends of the splitter/mirror monolith and of the analyzer por-
tion of the XROI used for the optical interferometry, forming
mirrors that were part of the three crystals themselves; (iii)
displacement of the analyzer determined by the two-beam
interferometry technique using an optical polarization inter-
ferometer; and (iv) optimization of the point of impact of the
optical interferometer’s laser beam on the analyzer in order
to reduce the correction (but not the uncertainty) for Abbe
offset error to a negligible level, and choice of the waist of
the laser beam so that only a very small correction due to
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wave-front nonplanarity (Fresnel phase shift or diffraction)
was necessary.

In the initial PTB determination, 170 values of the ratio
n/m were obtained from 170 bidirectional scans carried out
in vacuum over about 18 d at temperatures f53=22.42°C to
3= 22.50 °C, where z4g is Celsius lemperatuie as defined on
the International Practical Temperature Scale of 1968 or
IPTS-68 (Preston-Thomas, 1969). Each value was corrected
as necessary to the reference temperature t53=22.5 °C using
the accepted linear thermal coefficient of expansion of sili-
con. In addition, the mean of the 170 values (obtained by
fitting a Gaussian probability distribution to them) was cor-
rected by the fractional amount —3.9X 10~ to account for
Fresnel diffraction and cosine error. The mean value of n/m
was then combined with the measured value of A to obtain
dyy0(W4.2a). The result reported by Becker er al. (1981) is

do(Wa22)=192015.560(12) fm [62x1078], (271)

where the asterisk indicates that the reference temperature is
t6g=22.5°C. [Note that the v2X 107 3dy(W4.2a) compo-
nent of uncertainty to account for sample variation discussed
in Sec. 3.9 has been included in the uncertainty of this
value.] However, in the 1998 adjustment we take as the ref-
erence temperature for measurements involving the crystal
plane spacings of silicon £90=22.5°C (see Sec. 3.9). Since
tog—teg=—5.5mK at the temperature of interest (Preston-
Thomas, 1990) and the linear temperature coefficient of ex-
pansion of silicon at these temperatures is 2.56X 107 6K}
(Becker et al., 1981), the value of dyyy(W4.2a) given in Eq.
(271) must be increased by the fractional amount 1.4
X 1078, The final result is

dyo(Wa22)=192015.563(12) fm  [62X1078].  (272)

In the PTB experiment, the two principal relative standard
uncertainty components (both Type B) are 5.1% 1078 for the
measurement of temperature and lack of exact knowledge of
the thermal expansion coefficient of WASO 4.2a and 3.0
X 1073 for possible Abbe error. The statistical relative stan-
dard uncertainty (Type A) of the mean value of n/m as ob-
tainedgfrom the Gaussian fit of the 170 values is only 0.4
X107°.

Because the PTB result of Becker er al. (1981) disagreed
with the earlier NIST result of Deslattes et al. (1976), the
PTB researchers repeated their determination of d,yy(W4.2a)

nder

11
unaGer estigate

aried experimental conditions in order to inv
oraer ¢ investigate

varied experimental conditions in
possible errors due to unsuspected systematic effects (Becker
et al., 1982). Prior to the remeasurement, they disassembled
and then reassembled the apparatus, realigned the x-ray and
optical interferometers, made other adjustments, and im-
proved their measurement of temperature. They then derived
13 values of djyp(W4.2a) from 13 runs, with from 13 to 78
bidirectional scans per run for a total of 414 values. Run 1
was carried out with the analyzer and interferometer laser
beam optimally aligned, while runs 2 to 12 were carried out
with the analyzer tilted from its optimal orientation by dif-
ferent amounts and the laser beam displaced from its optimal
position by different amounts. After correction for the errors
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thereby introduced, the values of d,,(W4.2a) obtained from
runs 2 to 12 as well as run 1 were found to agree with each
other and with the original result reported by Becker et al.
(1981). Although the remeasurement consisted of 414 scans
compared to the 170 scans of the initial determination, the
remeasurement is viewed as supporting the result of that de-
termination, not replacing it. (As part of their effort to un-
derstand the disagreement between the NIST and PTB lattice
spacing values, the PTB researchers also showed, via direct
lattice spacing comparisons, that dy,, of the crystals used by
NIST and PTB was the same within 2 X 10™"d,,, and hence
that the 1.8X 107 fractional difference between the NIST
and PTB values could not be explained by a difference in the
lattice spacing of the crystals.)

3.9.2. IMGC: X-ray/Optical Interferometer

Researchers at IMGC began their XROI determination of
the {220} lattice spacing of silicon in the 1970s and first
observed x-ray fringes late in the decade (Basile eral,
1978). The work continued and a preliminary value of djyg
for a particular sample of silicon with an assigned relative
standard uncertainty u,=2.8X 10”7 was presented in 1988,
together with a detailed description of the IMGC XROI
(Basile et al., 1989). Subsequently the apparatus as well as
the procedures used to analyze the data were significantly
improved, and the value

dopo(MO*4) =192 015.551(6) fm  [3.4X1078]  (273)

for the crystal MO*4 at the reference conditions p=0 and
t9o=22.5°C was reported by Basile ef al. (1994), Basile
er al. (1995a). [Note that the (3/v2) X 107 8d,,0(M0O*4) com-
ponent of uncertainty to account for sample variation dis-
cussed in Sec. 3.9 has been included in the uncertainty of this
value.] Their result is based on the mean of 196 values of
n/m obtained over a period of many months by moving the
analyzer between optical orders m=0 and m=270
(85 pm displacement), where each value is typically the av-
erage of 20 data collected in a 30 min measurement cycle.
The largest correction by far that had to be applied to the
mean value is —2.5X 10™% due to Fresnel diffraction, and
the largest contribution to the relative standard uncertainty of
dypo(MO*4) is 1.8X107% (Type B) due to lack of exact
knowledge of the analyzer’s trajectory. Other Type B rela-

uncertainty components include 0.8 1078 for

tive standarg uncertamnty components inciuce

each of the following effects: Fre$nel diffraction, XROI tem-
perature, Abbe error, and variations of the thickness of the
analyzer.

The many refinements incorporated into the IMGC experi-
ment that enabled dy,o(MO*4) to be determined with such a
small uncertainty are described in a series of papers cited by
Basile ef al. (1994) [see also Bergamin er al. (1999)]. The
key advances were a larger displacement of the analyzer, an
XROI with a two-beam polarization-encoded optical inter-
ferometer that allowed the displacement of the analyzer and
its unwanted rotations to be simultaneously measured, and a.
detailed analysis and understanding of the x-ray and optical

tive standard
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interference patterns. In particular, the unwanted rotations of
the analyzer as it is displaced were measured by monitoring
the differential displacements (phase shifts) between four
portions of the optical interference pattern and automatically
adjusting the tilt of the analyzer translation stage to compen-
sate for the rotation.

Upon completion of the measurements on which the result
given in Eq. (273) is based, the IMGC researchers began
work that should eventually allow d,,, of a particular crystal
to be determined with a relative standard uncertainty ap-
proaching 1X107°. The issues addressed so far include the
theory of the scanning x-ray interferometer (Mana and Vit-
tone, 1997a; Mana and Vittone, 1997b), beam astigmatism in
laser interferometry (Bergamin et al., 1997b), and how to
displace the analyzer by up to 2 mm, corresponding to some
6000 optical fringes or 107 x-ray fringes (Bergamin ef al.,
1997c). Recently, Bergamin ez al. (1999) reported the results
of a series of additional measurements of d,y(MO*4) carried
out from October 1996 to January 1997. The same x-ray
interferometer was used in this remeasurement as was used
to obtain the result given in Eq. (273), but first the entire
XROI was disassembled and reassembled, the laser of the
optical interferometer replaced, and a new translation stage

or guide for the analyzer crystal as described by Bergamin '

et al. (1997¢) was installed. The new guide allowed the ana-
lyzer to smoothly scan the x-ray fringes at a speed of 1 pm/s
to 0.1 mm/s for displacements of up to 2 mm; unwanted
rotations of the analyzer were no larger than 1 nrad. By
averaging the results obtained from a typical sequence of 45
scans with analyzer displacements of about 1.6 mm or 5000
optical fringes, the statistical relative standard deviation of
the mean value of n/m was reduced to less than 1X 107°.
This implies that in a time period of 1 h, one can investigate
a possible systematic error as small as about 1X 10™%d,yq.
Using this improved XROI, Bergamin ef al. (1999) stud-
ied the effect of crystal temperature [the coefficient of ther-
mal expansion of MO*4 was determined from measurements

of dyg(MO*4) over the range 2gp=21°C to #,=23.5°C .

(Bergamin et al., 1997a)], lattice strain, unwanted rotations
and transverse displacements of the analyzer, laser diffrac-
tion in the optical interferometer, and residual gas pressure in
the vacuum chamber housing the XROI. The five values of
dyo(MO*4) obtained in these studies varied from
192 015.547 fm to 192 015.552 fm with standard uncertain-
ties of 0.004 fm assigned to each, corresponding to u,=2.1
%1078, Because these additional valucs arc viewed by Der-
gamin et al. (1999) as providing confirmation of the 1994
result rather than replacing it, we take Eq. (273) as the input
datum for dy,o(MO*4) in the 1998 adjustment.

3.9.3. NRLM: X-ray/Optical Interferometer

The effort at NRLM to determine the {220} lattice spacing
of silicon began in the 1970s; a review of the initial work
was presented in 1988 by Tanaka, Nakayama, and Kuroda
(1989). A first result for d,yy of crystal SH1 with a relative
standard uncertainty u,=1.6X1077 was reported several
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years later by Fujimoto et al. (1995a), following the further
development of the NRLM XROI [see, for example, Na-
kayama, Tanaka and Kuroda, (1991a); Nakayama et al.
(1991b); Nakayama et al. (1993); Fujimoto, Tanaka, and Na-
kayama, (1995b)]. Improvements made to the early appara-
tus include a new polarization-type optical interferometer
with picometer resolution to measure the displacement of the
analyzer, a new translation stage for the analyzer that signifi-
cantly reduced its unwanted motions, a feedback system
based on an angular interferometer with 3 nrad resolution to
correct for unwanted rotations of the analyzer during dis-
placements of up to 100 wm, and the addition of a trajectory
interferometer to measure unwanted rectilinear movements
of the analyzer.

The dominant contribution by far to the 1.6X 1077 relative
standard uncertainty of the 1995 result was the 1.6X 1077
statistical relative standard deviation (Type A) of the ap-
proximately 900 individual values of d,y,(SH!) obtained
from bidirectional scans of up to 250 optical fringes, corre-
sponding to analyzer displacements of about 80 pm. The
scatter of the data, which was periodic in time and correlated
with the temperature of the XROI, and which over the 18 d
of measurements was as large as 6 X 10”7 dy(SH1) peak-to-
peak, was identified by Fujimoto et al. (1995a) to be due to
the reflection of light from the surface of a quarter wave
plate inserted in the optical path of the interferometer used to
measure analyzer displacements. This problem was ad-
dressed in a new series of measurements by inclining the
plate so that the reflected light did not interfere with the
interferometer’s main optical beam. As a consequence, the
scatter. decreased by a factor of 3. Based on 829 temperature-
corrected values of n/m obtained from 829 bidirectional
scans of up to m=214 (displacements up to about 70 pm),
each lasting about 23 min and carried out over 15 d at tem-
peratures within 200 mK of #9p=22.5°C, Nakayama and
Fujimoto (1997) found forthe reference conditions p=0 and
t 90~ 22.5°C

dooo(SH1)=192015.587(11) fm  [5.6X1078]. (274)

[Note that the v2X 10~ 8d,,0(SH1) component of uncertainty
to account for sample variation discussed in Sec. 3.9 has
heen inchided in the uncertainty of this value_]

The 829 values of n/m varied slowly but periodically over
the 15 d of data taking, with an amplitude of about 5
X 1078 (n/m) relative to the mean. This effect was investi-
gated by carrying out a considerable number of the 829 scans
with the x-ray interferometer rotated from its optimum align-
ment with respect to the optical interferometer by up to
+8000nrad. Based on the values of n/m obtained from

these scans and their lack of correlation with the temperature

of the XROI, Nakayama and Fujimoto (1997) concluded that
the value of n/m lies within the 5 X 1078 (n/m) amplitude of
the periodic variation.

The principal fractional correction that Nakayama and
Fujimoto (1997) had to apply to the observed mean value of
n/m was —16.0X 1073 to account for the 251 um width of
the beam of the optical interferometer (Fresnel diffraction);
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the two other required fractional corrections, that for cosine
error and scan direction, were less than 1X10™% each. The
5.6X107% relative standard uncertainty of the result is

" mainly due to the 5.0X 1078 statistical relative standard de-
viation of the 829 values (Type A). This can be compared to
the relative standard uncertainties (Type B) assigned for pos-
sible Abbe error and for the Fresnel diffraction correction,
the two largest additional components (other than our v2
% 10~% for sample variation), which are only 1.0X 10™% and
0.8 1078, respectively.

We use the value given in Eq. (274) as the input datum for

dyyo(SH1) in the 1998 adjustment.

3.10. Molar Volume of Silicon V,,,(Si)

It follows from Eq. (12) as applied to silicon that the
Avogadro constant N, is given by

_ M(*si)
AT m(Asi)

where M (4Si) and m(“8Si) are the molar mass and mass of

(275)

silicon atoms of a particular nucleon number A, respectively.

However, in keeping with the discussion of Sec. 3.9, we
suppose that we are dealing with an ideal silicon crystal at
19p=22.5°C in vacuum with a particular isotopic composi-
tion. Hence M (4Si) and m(4Si) in Eq. (275) are replaced by

M (Si) and m(Si), the mean molar mass and mean mass of

the silicon atoms (see Sec. 2.3). Further, since the binding
energy of each silicon atom in a silicon crystal is only about
5 eV, M(Si) and m(Si) may be viewed as the molar mass
and mass of free silicon atoms instead of silicon atoms in a
crystal.

The mean mass m(Si) is related to the mean volume of a
silicon atom a>/n and the mass density of the silicon crystal
p(Si) by

&’
m(Si)= p(Si) P (276)
where a is the edge length of the cubic unit cell as defined in
Sec. 3.9 and »n is the number of silicon atoms per unit cell,
and where it is understood that the same reference conditions
apply to p(Si) as to a (that is, £50=22.5 °C and vacuum). In
terms of the mean molar volume of silicon,

M(Si) A(S)M,

ValSD= oS et @77
Eq. (275) can be written as
Vi(Si)  ALSDM,
Ny=Tm® __AdSD (278)

3 - o ?
a’ln \/gdgzop(SI)

since n=8 for an ideal silicon crystal and a=+8dq (see
Sec. 3.9). From this point of view, the Avogadro constant is
equal to the quotient of the mean molar volume of silicon to
the mean volume of a silicon atom.

It is clear from the above discussion that a value of /V, can
be obtained from measurements of V(Si) and d,,,. This
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method of determining N, is called the x-ray crystal density
or XRCD method, and in its modern form as applied to sili-
con was pioneered at NIST by Deslattes and colleagues in

the early 1970s (Deslattes et al., 1974). It follows from Eq.

(278) that an XRCD determination of N, involves three
separate experiments: determination of d,y, using a com-
bined x-ray and optical interferometer or XROI as discussed
in Sec. 3.9.1; determination of the amount of substance ratios
n(®Si)/n(®Si) and n(*°Si)/n(**Si)—and hence amount-of-
substance fractions x(“Si)—using the absolute isotopic ratio
mass spectrometry technique in order to determine the mean
relative atomic mass A,(Si); and determination of p(Si).
However, real silicon crystals contain chemical impurities
(see Sec. 3.9), which implies that the measured values of dyyq
and V_(Si)=A (Si)M,/p(Si) may not correspond to those
of an ideal crystal, n may not be exactly equal to eight, and
the unit cell may be distorted (Siegert, Becker, and Seyfried,
1984). Further, because in practice lattice spacing and den-
sity measurements are carried out on different samples of a
particular boule, information about sample homogeneity is
required. This means that the silicon crystals must be care-
fully characterized both structurally and chemically so that
appropriate corrections can be applied to the measured val-
ues of dyy, and V(Si), thereby allowing Eq. (278) to be
used to determine N, .

Since the pioneering work at NIST, significant progress
has been made in all three experimental areas, but also in
characterizing and understanding the imperfections of -real
silicon crystals. The most accurate measurement of d,yq of a
particular crystal sample is that carried out at IMGC and has
a quoted relative standard uncertainty u,=2.6X 10~8 (Basile
et al., 1994); amount-of-substance ratio measurements at the
Institute of Reference Materials and Measurements (IRMM),
Geel, Belgium, have now reached the point where the quoted
relative standard uncertainty of A (Si) for a particular sample
is u,=1.3x10~7 (Gonfiantini et al., 1997); the most accu-
rate measurement of p(Si) is that carried out at NRLM and
has a quoted relative standard uncertainty #,=1.1X107"
(Fujii et al., 1995); and it is believed that d.,, of a high-
quality real crystal can represent d,y of an ideal crystal with
a relative standard uncertainty of 1X107% (see Sec. 3.9).

The considerable effort being expended internationally on
the improved determination of N, is motivated in part by the
desire to replace the current artifact-based definition of the
unit of mass in the SI—the international prototype of the
kilogram—>by a defimtion based on an invariant property of
nature such as the mass of a specified number of particular
atoms (Quinn, 1991; Taylor, 1991) or a specified sum for the
frequencies of a collection of photons (Taylor and Mohr,
1999). To coordinate this international effort, the Consulta-
tive Committee for Mass and Related Quantities (CCM, Co-
mité Consultatif pour la Masse et les grandeurs apparentées)
of the CIPM has formed a subcommittee, the CCM Working
Group on the Avogadro Constant, with representatives from
all major research groups working in areas relevant to the
determination of NV 5 by the XRCD method. Its present chair-
man is P. Becker of the PTB.
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Nevertheless, in spite of the impressive advances made in
the last decade or so, not the least of which is the improved
understanding of the imperfections of real silicon crystals,
the current well-known (De Biévre ez al., 1997), but not yet
well-understood, inconsistencies in a number of experimen-
tal values of V,(Si) are deemed sufficiently troublesome to
preclude the use of any value of V,,(Si) in the 1998 adjust-
ment. The decision to exclude such values was reached in
collaboration with, and has the full support of, the CCM
Working Group on the Avogadro Constant (Becker, 1997).
The possible cause of these inconsistencies is currently under
intensive investigation, and it is expected that once it is iden-
tified values of V(Si) can be included in future adjustments.
For completeness we very briefly summarize the current situ-
ation. ’

As indicated in Sec. 3.9, the fractional variation of d,,
with the observed variation of the isotopic composition of
the silicon crystals used in high-accuracy experiments is con-
sidered negligible. Hence Eq. (278) implies that, after cor-
rection for impurities, values of V,(Si) should be nearly
invariant. However, the values of V,(Si) obtained at IMGC
for two crystals (Basile er al., 1995b), as well as the value
obtained at NRLM for its crystal, differ from other IMGC
values and values obtained at PTB by unexpectedly large
amounts (De Biévre et al., 1997). Indeed, the NRLM value
exceeds that of PTB by 3.4X 107 V,,(Si). Because for each
of these values M (Si) is based on similar measurements car-
ried out at IRMM, and the comparison of silicon density
standards among laboratories shows that the fractional dif-
ference between measurements of density at NRLM and at
PTB is less than 2X 1077 (Bettin et al., 1997), the observed
anomalously low density of the NRLM silicon is very likely
to be real. Such a low density could be explained by the
presence of unexpected voids (Deslattes and Kessler, 1999),
which would have to account for about 1.5 mm? of missing
silicon in a 1 kg sample. -

It is worthwhile to note that from Eq. (278) and the rela-
tions m,=2Rh/ca® and Ny=A (e)M,/m, one obtains the
observational equation

V2 M A (e) iy,
R, h

V. (Si)= (279)

for measured values of V,(Si).

3.11. Quotient of Planck Constant and Particle
Mass h/m(X)

It follows from the relation R..= a’mc/2h that

_[2R. ALX) R }1’2
e Afe) mX)|

where A (X) is the relative atornic mass of particle X with
mass m(X) and Ae) is the relative atomic mass of the
electron (see Sec. 3.1). Since c is an exactly known constant,
the relative standard uncertainty of R, is less than 1
X107, that of A(e) is about 2X 107°, and the relative
atomic masses of many particles and atoms have relative

(280)
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standard uncertainties comparable to or smaller than that of
the electron, Eg. (280) yields a value of a with a competitive
uncertainty if A/m(X) is determined with a sufficiently small
uncertainty. In this section we review two determinations of
h/m(X), one for the neutron and the other for the 3*Cs
atom. As already noted in Sec. 3.9, the neutron result is
included in Table 12 of that section.

3.11.1. Quotient h/m,

Although the PTB determination of #/m,, had its origins in
a proposal by Stedman (1968), Weirauch (1975) had serious
difficulties in implementing the particular method suggested
and developed an alternative approach (Weirauch,.1978).
The ‘basic idea is to use the de Broglie relation p=my
=h/A to determine A/m,=Av for the neutron by measuring
both the de Broglie wavelength A and the corresponding ve-
locity v of stow neutrons. The PTB experiment (Kruger, Nis-
tler, and Weirauch, 1998; Kruger, Nistler, and Weirauch,
1995) was carried out at the high-flux reactor of ILL after
initial investigations at PTB using the PTB reactor (Kriiger,
Nistler, and Weirauch, 1984b; Weirauch, Kriiger, and Nis-
tler, 1980). In the experiment, the de Broglie wavelength A
~0.25 mm of slow neutrons in a monochromatic horizontal
beam was determined by back reflection (Bragg angle of
90°) from the (311) lattice planes perpendicular to v of a
single crystal of silicon; and the velocity v~ 1600 m/s of the
neutrons was determined by a special time-of-flight method.
In brief, the neuotrons in the beam were first spin polarized
and then the direction of the polarization modulated at a
known - frequency »~750kHz by having the beam pass
through a ‘‘meander’’ coil. The modulated beam then trav-
eled to the silicon crystal, was back-reflected along its origi-
nal path, and again passed through the meander coil, which
again modulated the direction of the spin of the neutrons in
the beam. The resulting total modulation, which is the super-
position of the two modulations and depends on the round-
trip time-of-flight of the neutrons, was analyzed and mea-
sured as a function of the distance ! between the center of the
meander coil and the silicon crystal. The mean neutron cur-

rent I(I) at the detector is of the form
vl
e

where ®~1.6m is the moadulation amplitude and J, is the
zero-order Bessel function. The velocity v is related to the
distance Al~1 mm between the main minima of 7(I) by v
=2vAl=2Al/7, where 7is the modulation period. Thus the
neutrons traverse a distance 2A!l in the time 7. To achieve
high accuracy, the distance between the crystal and the me-
ander coil was changed by 10 m, corresponding to over 9400
main minima, 7(I) was measured for one main minimum at
either end of the path, and a curve fitted to 7(I) over the
entire path based on Eq. (281) with ® and Al as free param-
eters. The experiment was carried out in a vacuum chamber
at a pressure of between 1 Pa and 10 Pa. The distance [ was

_ Io ~ 27
I(l)=5 1—1Jo| 2@ cos ”
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measured interferometrically and a small correction applied
to account for the index of refraction of the residual air.

The work at ILL was documented in a number of progress
reports published in the 1980s (Kriiger, Nistler, and Wei-
rauch, 1984a; Kriiger, Nistler, and Weirauch, 1986; Kriger,
Nistler, and Weirauch, 1989b; Kriiger, Nistler, and Wei-
rauch, 1989a). The result from a series of 13 measurements
carried out from April 1989 to March 1991, when the ILL
reactor closed for about 4 years for repairs and improve-
ments, was reported in 1995 by Kriiger er al. (1995). The
final result of the PTB effort reported by Kruger et al. (1998)
was based on a second series of ten measurements carried
out from August 1995 to November 1996 together with the
first series of 13 measurements. This result may be written as
(Kriiger, Nistler, and Weirauch, 1999)

- = -1
g (WOA) 2060.267004(84) m s

[4.1x107%], (282)

where, as discussed in Sec. 3.9, dy( W04) is the {220} lattice
spacing of the crystal WASO 04 at t¢5=22.5°C in vacuum.
The assigned uncertainty is that of the PIB researchers com-
bined with 1X 10~ 8 h/md,,(W04), which accounts for pos-
sible lattice spacing variations of the samples of the crystals
used in the h/mydyy(X) measurements, and V2
X 1078 h/m,dyy(W04), which accounts for the possible lat-
tice spacing variation of the crystal WASO 04. [See the dis-
cussion in Sec. 3.9 following Eqs. (266)—(269); as explained
below, the silicon crystals used in the PTB h/m, experiment
were compared to WASO 04.] Because the relative standard
uncertainty of the value of h/mdy,o(W04) given in Eq. (282)
includes the 1.5X 10™® total component of uncertainty com-
mon to the PTB fractional lattice spacing differences given
in Egs. (266)-(269), the covariance of this value and any of
the fractional differences is 451107 m 571 (the correla-
tion coefficients are about 0.2). :
The result of the second series of measurements is in ex-
cellent agreement with that of the first, even though nearly 4
years separated the two series and a number of potentially
significant changes were made in the experiment for the sec-
ond series. These modifications included the removal of
some major components of the apparatus and their subse-
quent reinstallation and readjustment; replacement of the la-
sers used in the interferometric determination of / and the
synthesizer uscd to gencratc the »~750 kHz modulation fre-
quency; recalibration of the resistors used to measure the
temperature of the silicon crystal; the use of two new silicon
crystals; and significantly increased measuring time, which
led to a reduction in the statistical uncertainty in determining
the period of the fitted I(!) curve. The uncertainty of
h/m,dog(W04) is in fact largely due to this statistical uncer-
tainty (Type A), which arises to a significant exfent from the
thermal expansion of components associated with the inter-
ferometry. The largest nonstatistical (Type B) component of
relative standard uncertainty, about 1.1X 1078, is associated
with measuring the temperature of the silicon crystal.
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Knowledge of the temperature of the crystal is of critical
importance, because the linear temperature coefficient of ex-
pansion of silicon ag;, and hence of its lattice spacings, is
large: ag;=2.56X107K"L.

Two silicon crystals, Si 1 and Si 2, were employed in the
first series and three crystals, Si 2, Si 4, and Si 3, in the
second. After the first series, the lattice spacing of a sample
of Si 1 was compared to that of reference crystal WASO
REF, and the result of the comparison was used for both Si 1
and Si 2, because these were cut one after the other from the
same boule. After the second series, the lattice spacings of
samples of Si 1, Si 2, Si 4, and Si 5 were compared to that of
the new reference crystal WASO 04, thereby determining the
lattice spacing of each crystal in terms of the lattice spacing
of WASO 04. As for the samples used in the first series,
these comparisons were carried out in the PTB X-Ray Me-
trology Section, but the improved instrument mentioned in
Sec. 3.9 was used in the latter set. The fact that the differ-
ences among the 23 individual values of h/m,d,y(W04) are
consistent with the uncertainties assigned to each value indi-
cates that the lattice spacing differences of the h/m, crystals,
arising from C and O impurities and other imperfections, are
adcquatcly accountcd for by the diffcrence mcasurcments
relative to WASO 04.

The observational equation, which follows from Eq. (280),
for the measured value of h/m dy,(W04) given in Eq. (282)
is

h N ca’A(e)
Moo W04) 2R oA [(0)dgpg(W04)

(”83)

Froni this expression and the value of h/m d,,,(W04), one
can infer a value of « using any one of the three available
absolute silicon lattice spacing measurements (PTB, IMGC,
or NRLM—see Sec. 3.9) together with its relation to
dyy(W04) as determined from the NIST and PTB lattice
spacing fractional differences given in Secs. 3.1.3.c and 3.9.
Using the 1998 recommended value of R.,, values of A (e)
and A(n) consistent with Egs. (31), (34), (48), (50), and
(283), we obtain from the PTB measurement

@~ 1=137.0360119(51) [3.7x107%], (284)
from the IMGC measurement

a”1=137.0360100(37) [2.7X107%], (285)
and from the NRLM measurement

o~ 1=137.0360017(47) [3.4X107%]. ~ (286)

(These are the inferred values included in Table 12 of Sec.
3.9.) The three absolute lattice spacing measurements to-
gether yield what may be called an h/m,, value of alpha:

a~Y(himy)=137.0360084(33) [2.4x107%]. (287)

It is important to.note that the observational equations for
)\meas/dzzo(ILL) and h/mndzzo(wm) [EqS (50) and (283)]
may be combined to give
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An)= —1—_1—26{[(1 "'26)A3(d)+ eZAf(p)].”2

—(1-e)A(p)}, (288)
where
1 h Ameas |~ dan(W04)
B ;[mndzzo(wo“)”dzzo(ma)] doo(ILL)
~0.0024. (289)

Of particular interest here is the fact that A (n) depends only
on the relative lattice spacing of the two crystals, and not on
the absolute values of their lattice spacings in meters. Indeed,
if the same silicon crystal were used to measure the two
quotients in square brackets, then not even a lattice spacing
comparison would be necessary. This route to A(n) is im-
portant in the determination of the 1998 recommended value
of the mass of the neutron m,, in the unified atomic mass unit
m, n=A (n).

3.11.2. Quotient h/ m(**3Cs)

The atomic recoil frequency shift of photons absorbed and
emitted by cesium atoms is being measured at Stanford Uni-
versity in order to determine the quotient 2/m(**3Cs) and
thus the fine-structure constant (Young, Kasevich, and Chu,
1997; Peters et al., 1997). .

In its simplest form, the atomic recoil frequency shift fol-
lows from energy and momentum conservation. If a photon
of frequency v; propagating in the x direction is absorbed by
an atom of mass m initially at rest, and a second photon of
frequency v, is emitted by the atom in the —x direction, then
the difference between the two frequencies is given by

2hv? Av '
Av=v—vy=——| 1~ —+--- ], (290)

me? 2v

where v;~v,~p, and v is the relevant resonant transition
frequency in the atom. For the cesium atom with » equal to
the frequency of the D; line, the correction term Av/2v is
about 1X107!!, Under the assumption that such terms are
negligible, 4/m is given by

B Av

R @

This recoil frequency shift leads to spectral doubling in satu-
ration absorption spectroscopy as predicted by Kol chenko,
Rautian; and Sokolovskii (1968) and optically resolved by
Hall, Bordé, and Uehara (1976). Hall et al. (1976) also
pointed out that the splitting provides a measure of h/m.
The determination of 4/m with high accuracy by measur-
ing the atomic recoil frequency shift of photons is rather
more difficult than the above discussion might imply. In the
experiment to measure Avg at Stanford, full use is made of
the laser cooling of neutral atoms, velocity-selective stimu-
lated Raman transitions to observe matter-wave interference,
and the concept of Ramsey separated-oscillatory-field
spectroscopy. By employing these light-pulse . atom-
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interferometry techniques, Weiss, Young, and Chu (1994)
and Weiss, Young and Chu (1993) were able to obtain a
value of Avc in 2 h of data taking with a statistical relative
standard uncertainty (Type A) of 1X 1077, but found that
the resulting value of WIm(133Cs) was smaller than the ex-
pected value by the fractional amount 8.5X 1077, Although
Weiss et al. (1994) could not identify a particular systematic
effect in the measurement of Avc, that might have caused
such a difference, they believed that it was mainly due to
imperfections of the Raman laser beams. In order to reduce
this and a number of other possible systematic effects, as
well as to significantly reduce the scatter of the data, the
Stanford researchers made major modifications to their appa-
ratus (Young, 1997). The focus of these changes was the
following: improved vibration isolation, reduced magnetic-
ficld shifts, longer interferometer interaction times, more ef-
ficient atomic state transfers, smaller errors from wave-front
distortions, and reduced ac Stark shifts. As a consequence of
their efforts, a statistical relative standard uncertainty of 1
X 1077 for Avc, could be obtained with the improved appa-
ratus in 1 min of data taking rather than in 2 h of data taking
as with the unmodified apparatus. Moreover, from the ob-
served variation of values of Avc with changes in experi-
mental parameters, it was concluded that systematic effects
were also reduced (Young, 1997).

The value of Avg, based on data obtained with the im-
proved apparatus, as given by Young (1997) in his Ph.D.
thesis, is assigned a relative standard uncertainty u,=5.6
X 1078, which consists of a statistical component of 2.2
X 107% (Type A) and components totaling 5.2X 1078 (Type
B) to account for various systematic effects. Of these com-
ponents, the largest by far is 5.0X 1078 to account for the
observed variations of Ay with the number N of mirror (w)
laser pulses occurring between the two pairs of beam splitter
(m/2) laser pulses of the atom interferometer and with the
time T between the two pulses of a given pair.

Since the cause of this systematic effect was not under-
stood, it was decided not to formally publish Young’s result
for Avcg but to continue to try to understand and improve the
apparatus (Chu, Hensley, and Young, 1998). As a result of
this additional work, variation of the experimental values of
Avg, was discovered to be due in part to unwanted phase
shifts in the atom interferometer when the frequency of a
synthesizer used to compensate for the Doppler shift from
gravity was changed (Chu et al., 1998). Replacement of the
synthesizer solved this problem. The experiment is continu-
ing and efforts to eliminate the observed dependence of the
Avc, data on the shape (intensity vs. time) of the beam split-
ter pulses are underway (Hensley, 1999).

It is noteworthy that a significantly improved value (u,
~1%10719 of the relevant **Cs resonance frequency vy
characteristic of the Stanford experiment is now available
from the frequency measurements of the **Cs D; line re-
ported by Udem et al. (1999); and that a similarly improved
value (2,<2X1071% of A (!*Cs) has been obtained by
Bradley ef al. (1999). Since the relative standard uncertainty
of A(e) is about 2X 1072 and that of R., is less than 1
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%1011, the uncertainty of the value of « that can be in-
ferred from Eq. (280) as applied to *3Cs,

2R, A(BCs) h
a=|—
c  Ade) m(1FCs)

172

(292)

-with ,
h c?Ave,
m(¥Cs)  20%

is to a large extent dictated by the uncertainty of the experi-
mental value of Ayc. f Ay, were to be measured with a
relative standard uncertainty u,=5 X 10~°, which seems fea-
sible (Chu et al., 1998), one would have a value of a with
u=2.7%107°. This is to be compared to the uncertainty of
the value of « inferred from the electron magnetic moment
anomaly a,:u,=3.8X107? [see Eq. (72)].

- In view of the fact that possible systematic errors are stil
being investigated, no value of Avc; is included in the 1998
adjustment.

(293)

3.12. Hyperfine Structure

The ground-state hyperfine splittings of hydrogen, muo-
nium, and positronium, Avyg, Avyy,, and Avpg, respectively,
are nearly proportional to a’R.,, hence a value of & can be
obtained by equating an experimental value for a splitting to
its corresponding theoretical expression. Because of the sim-
plicity of these atoms, one expects that both the experimental
value and theoretical expression can be known with high
accuracy. Indeed, a value of a with a relative standard un-
certainty u,=5.7X107% is deduced in this way in Sec.
3.3.9.d from data on muonium.

For hydrogen, the uncertainties of experimental values of
Avy as obtained by measuring the frequency of a well char-
acterized hydrogen maser are extraordinarily small. For ex-
ample, 20 years ago Petit, Desaintfuscien, and Audoin
(1980) reported

Avy=1420405751.773(1) Hz [7x1071].  (294)

Nevertheless, a useful value of a cannot be derived from this
impressive result, because the uncertainty of the theoretical
expression for Avy is u,~5X107%, nearly seven orders of
magnitude larger than that of the experimental value. The
problem is that the contributions to Avy due to the finite size
and internal structure of the proton are large and difficult to
calculate accurately (Karshenboim, 1997b; Bodwin and Yen-
nie, 1988). Especially troublesome is the contribution arising
from the polarizability of the proton. For example, based on
an analysis of spin-dependent inelastic electron-proton scat-
tering data, the fractional contribution &, of the proton po-
larizability to Avy can only be bounded by |8,y <4 x107°
(Hughes and Kuti, 1983). [Because the muon is a structure-
less point-like particle, the problems of finite size and inter-
nal structure do not exist for Ay, .]

It is also not yet possible to obtain a useful value of «
from Awvp. The experimental value with the smallest uncer-
tainty is that reported by Ritter ef al. (1984):
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Avp,=203.38010(74) GHz [3.6X107%]. (295)

Further, although progress has been made in recent years in
the calculation of Awp,, Czarnecki, Melnikov, and
Yelkhovsky (1999) estimate that its uncertainty due to uncal-
culated terms is #,=2.3X 1076,

In summary, only the muonium hyperfine splitting Avyy, ,
which is discussed in detail in Secs. 3.3.9.b to 3.3.9.d and in
Appendix D, is of interest in the 1998 adjustment.

3.13. Fine Structure

As in the case of hyperfine splittings (see the previous
section), fine-structure transition frequencies are nearly pro-
portional to a?R.,, and hence may also be used to deduce a
value of a. Data related to the fine structure of hydrogen and
deuterium are discussed in Sec. 3.2 in connection with the
Rydberg constant. The three experimental results deemed
useful for the 1998 adjustment are a value for the frequency
of the interval 2S;,~2P5, obtained at Harvard University by
Hagley and Pipkin (1994), and two values for the frequency
of the interval 2P;,»—2S;,, (the classic Lamb shift), one ob-
tained at Harvard University by Lundeen and Pipkin (1986),
and the other at the University of Sussex by Newton et al.
(1979). Combining the values for these intervals and com-
paring experiment and theory for the inferred interval
2P,/,—2P;;, would provide a value of « with relative stan-
dard uncertainty u,~7X 10”7, where the uncertainty would
be largely from cxperiment. Although such a valuc is not
competitive, we include these data in the adjustment because
they influence the value of R, .

The accuracy of the experimental determination of fine-
structure frequencies involving hydrogen or deuterium 2P
states is limited by the large natural widths of the levels. On
the other hand, the 23P; states of “He cannot decay to the
ground 1'S, state by allowed electric dipole transitions, so
their levels are relatively narrow. Because the transition fre-
quencies corresponding to the differences in energy of the
three 2°P levels can be both measured and calculated with
reasonable accuracy, the fine structure of “He has long been
viewed as a potential source of a reliable value of a.

The three frequencies of interest are v4;~229.6 GHz, vy,
~2.29GHz, and vy~31.9 GHz, which correspond to the
intervals 23P;—2°P,, 23P,—2°P,, and 2°P,—2°P,, respec-
tively. Improvements in experiment have been especially
significant during the last decade [for a review of the early
work, see Pichanick and Hughes (1990)]. For ‘example, the
group at the European Laboratory for Non-Linear Spectros-
copy (LENS), Firenze, Italy has reported the value (Minardi
et al., 1999) .

V=29 616949.7(2.0)kHz [6.8X1078], (296)

and three other groups are carrying out similar measure-
ments: one at Harvard University (Roach, Levy, and Gabri-
else, 1998), one at York University, Canada (Storry and Hes-
sels, 1998), and one at the University of North Texas
(Koehler et al., 1999; Shiner, Dixson, and Zhao, 1994). If the
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theoretical expression for g, were exactly known, the result
of Minardi ef al. (1999) given in Eq. (296) would yield a
value of a with u,=3.4Xx1078.

Although the last decade has seen progress in the calcula-
tion of the 2°P; transition frequencies, the uncertainty of the
theorctical expression for 1y, due to uncalculated terms is
estimated to be of the order of ten times that of the LENS
result (Zhang and Drake, 1996) and would lead to an uncer-
tainty #,=3x 1077 in the value of a. Because a value of a
with this uncertainty is not competitive, the ‘He fine-
structure data are not included in the 1998 adjustment. On
the other hand, as with the experimental measurements, the-
oretical calculations are in progress, and the “He fine struc-
ture could eventually provide a useful value of a.

3.14. Molar Gas Constant R

The equation of state of a real gas of atoms or molecules
in thermal equilibrium at the thermodynamic temperature 7,
of amount of substance n, and occupying a volume V, can
be written as a virial expansion (Colclough, 1973):

i 1+nBT+n2CT+
GBI+ O+

p=RTV

297)
Here p is the pressure of the gas, R~831]J mol ™! is the
molar gas constant, and B(7T) is the first virial coefficient,
C(T) is the second, etc. For an ideal gas the atoms or mol-
ecules do not interact, .all of the virial coefficients are zero,
and the equation of state reduces to the familiar pV=nRT.
In a similar manner, the square of the speed of sound
¢2(p,T) in a real gas at the pressure p and thermodynamic
temperature T can be writtén as (Colclough, 1973)

c2p.T)=Ay(T)+A(T)p +Ax(T)p*+As(T)p>+-- -,
(298)
where A(T) is the first acoustic virial coefficient, A,(T) is
the second, etc. In the limit p—0, we have

’)/ORT
A(X)M,’

where the expression on the right-hand side is the square of
the speed of sound for an unbounded ideal gas, and where
Yo=cp/cy is the ratio of the specific heat capacity of the gas
at constant pressure to that at constant volume, A (X) is the
relative atomic mass of the atoms or molecules of the gas,
and M,=10"3kgmol™!. For a monatomic ideal gas, 7,
=5/3.

The most important of the historical measurements of R,
which are based on Eq. (297) and were carried out by the
so-called method of limited density, have been carefully re-
viewed by Colclough (1984b) [see also Quinn, Colclough,
and Chandler (1976)]. In this approach one measures p and
‘the mass m(p) of different amounts of a gas (usually O, or
N,) occupying a constant volume V at the temperature T
=273.15K (the ice point). The quantity L(p)
=(po/p)m(p)/V, where py=101.325kPa (one standard at-
mosphere), is then extrapolated to p=0 and R is calculated

cHOT)=A|(T)= (299)
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from the relation R=pyA(X)M,/L(0)T,. Although it was
thought that the values of R obtained by this method had
relative standard uncertainties of the order of u,=3X 1073,
Quinn et al. (1976) and Colclough (1984b) conclude that er-
rors from a number of systematic effects had been over-
looked and that . is significantly larger than 33X 1073, Thus
these values of R were not considered for use in the 1986
adjustment (Cohen and Taylor, 1987), and we exclude them
here as well.

The 1986 recommended value of R was based on mea-
surements of the speed of sound in argon carried out at NPL
in the 1970s using an acoustic interferometer (Quinn ez al.,
1976; Colclough, Quinn, and Chandler, 1979). Values of
cz(p,T w)» Where Tyy,=273.16 K is the triple point of water,
were obtained in the pressure range p=30kPa to 1.3 MPa
and extapolaied to p—0 in order to determine Ag(Tyy)
:cZ(O,T w), and hence R from the relation

¢2(0,T)AL(ADM,
R =
Yol tw

which follows from Eq. (299). [Recall that in the SI the triple
point of water, Ty, =273.16K, defines the kelvin: ““The
kelvin, unit of thermodynamic temperature, is the fraction
1/273.16 of the thermodynamic temperature of the triple
point of water.”” (BIPM, 1998)] The uncertainty assigned to
the 1986 recommended value is u#,=8.4X 107°.

In the latter half of the 1980s, after completion of the 1986
adjustment, researchers at NIST also determined the molar
gas constant from measurements of the speed of sound in
argon at T=T,, (Moldover et al., 1988a; Moldover et al.,
1988b). However, they used a spherical acoustic resonator in
the pressure range p=25kPa to p=0.5MPa to determine

) (300)

. Ao(T,) rather than an acoustic interferometer. Conse-

quently, they were able to obtain a value of R with u,=1.8
X 107°, an uncertainty that is about one-fifth that of the NPL
result. Both values, which are in agreement and are discussed
in the following two sections, are included as input data in
the 1998 adjustment.

Since R cannot be expressed as a function of any other of
our adjusted constants, we take R itself as an adjusted con-
stant and the relation

R=R (301)

as the observational equation for the NIST and NPL mea-

sured vahlies of R.

3.14.1. NIST: Speed of Sound in Argon

In contrast to the variable path length, 5.6 kHz fixed-
frequency cylindrical acoustic interferometer used by Col-
clough et al. (1979) at NPL to measure cz(p,TM) [see the
following section], Moldover ef al. (1988a) at NIST em-
ployed a spherical acoustic resonator of fixed dimensions
(180 mm inside diameter) operated near five different radi-
ally symmetric modes at frequencies in the range 2.4 kHz to
9.5 kHz. The applicable relation is
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2
fOn(p’Ttw)J VZB, (302)

c2(p.Tw) =[
On
where p is the pressure of the argon gas in the resonator at
T=Tw, fou(p,Ty) is the measured resonance frequency of
the nth mode of the resonator, v, is an eigenfrequency
which is exactly known from the theory of such resonators,
and V is the volume of the resonator. In practice, corrections
must be applied to the measured frequencies in order to use
this equation. The largest such corrections are due to the
absorption effect of the thermal boundary layer between the
argon gas and the inside surface of the resonator and to the
motion of the resonator wall. (Because of the boundary layer,
the measured value of c, is less than that in the unbounded
fluid.) These corrections were obtained from theory, the

known thermodynamic transport propertics of Ar, and the -

known mechanical properties of the stainless steel from
which the resonator was fabricated. Further, they were con-
firmed by various experimental studies, including aconstic
measurements of the half-widths of the resonances.

As emphasized by Moldover et al. (1988a), there are two
important advantages of the NIST spherical resonator over
the NPL cylindrical interferometer. First, corrections to the
radial-mode frequencies fy,(p, ) from the boundary layer
are a factor of 10 smaller for the 180 mm diameter spherical
resonator thaun for tie longitudinal-mode frequencies of the
30 mm diameter cylindrical interferometer. Second, because
resonances in the sphere are an order of magnitude narrower
than in the cylinder, significantly smaller electroacoustic
transducers can be used to excite them. As a consequence,
the radially symmetric resonances are perturbed only in a
minor, easily corrected manner.

In the NIST experiment, the volume V of the resonator at
T=T,, was measured by determining the mass of the
amount of mercury of known density that was required to fill
it when the resonator was at this temperature. The mercury
used was traceable to the mercury whose density was mea-
sured by Cook (1961) [see also Cook and Stone (1957)] with
a relative standard uncertainty u,=4.2X1077. The mercury
employed in the NML Hg electrometer determination of K;
(see Sec. 3.5.1) was also traceable to the same mercury. Con-
verting the resonator’s volume determined in the weighing
configuration to the resonator’s volume in the acoustic reso-
nances configuration required a net fractional correction of
4.82(17)X 107 to account for a variety of effects, the larg-
est of which was due to replacing the ‘‘drive’” and ‘‘re-
ceive’’ transducers by plugs when the resonator was filled
with mercury. A

The volumc of the rcsonator was measured three times,
twice in September 1985 and once in April 1986, and speed-
of-sound measurements were carried out during three sepa-
rate fillings of the resonator with argon, two in late March
1986 and one in early April 1986. The total data set used to
obtam Ao(T)= ca(O T) by extrapolation to p=0 consisted of
70 ¢ (p, T,,) vs. p data points obtained from measurements
of the frequencies of the five modes f, to fye at each of 14
different values of p in the range 25 kPa to 0.5 MPa. In
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extrapolating to p =0, Moldover et al. (1988a) used a value
of the third acoustic virial coefficient A;(T) from the litera-
ture and also included an additional term in Eq. (298) of the
form A_;p~? to account for imperfect thermal accommoda-
tion. The result of the extrapolation is

Ao(Tw)=c3(0,Ty,)
=94756.178(144) m?>s™2 [1.5X107¢],
(303)

where the quoted uncertainty consists of 11 relative standard
uncertainty components, the two largest of which are statis-

tical (Type A): 8.0X 1077 from the calibration of the plati-

num resistance thermometer used to measure the temperature
of the resonator and 6.8X 10~ from the extrapolation to p
=0. Other significant components (Type B) arc.6.7% 1077
due to the thermal expansion of the mercury; 5.9 1077
from the effect on the determination of the resonator’s vol-
ume of a possible error in the location of the resonator’s
transducers; and 3.7X 1077 due to a vertical temperature gra-
dient from the bottom to the top of the resonator.

The speed-of-sound measurements were made on a work-
ing argon gas sample designated Ar-M. The value of
A(Ar-M)/y, was determined by comparing the speed of
sound in Ar-M to the speed of sound in an isotopically
enriched, highly purified “Ar sample, desiguated Ar-40,
whose relative atomic mass could be calculated from the
relative atomic masses of its constituent gases and the mea-
sured amount-of-substance fractions of those gases. Using
the fractions given by Moldover et al. (1988a), the 1995 val-
ues of A(*Ar), A(*®Ar), and A,(*Ar) given in Table 2,
and the 1995 recommended values of the relative atomic
masses of naturally occurring Ne, Kr, and Xe (Coplen,
1996), the only significant impurities in the Ar-40 sample,
one finds

A(Ar-40)=39.962519(34) [8.4x10°7], (304)

where the uncertainty is dominated by the uncertainty of the
chromatographically determined amount-of-substance frac-
tion of Xe in the Ar-40 sample. Moldover et al. (1988a)
argue that since Ar, Ne, Kr, and Xe are monatomic gases and
the electronic contributions to 7y, are negligible at the values
of p and T used in the measurements of cZ( p,T), it can be
assumed that y,=>5/3 for this sample. Thus Eq. (304) leads
fo

A(Ar-40)

" =23.977511(20) [8.5x1077].
0

(305)

Moldover et ul (1988a) were only able to set an upper
limit of 4.5X 10~ % on the amount-of-substance fraction of N,
in the Ar-40 sample. Based on their analysis, the fractional
decrease in the above value of A(Ar-40)/vy, that the N,
might cause due to its different relative atomic mass and
different values of ¢, and cy is less than 1.5X 1077, which
may be compared to the 8.4X 107" relative standard uncer-
tainty of A (Ar-40). However, since only an upper limit was
set for the amount-of-substance fraction of nitrogen and the
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actual amount could have been considerably smaller, we
have not included a correction for this effect, but instead
have included an additional relative standard uncertainty
component of half of this possible fractional error in the
uncertainty of the above value of A (Ar-40)/y,.

The result of the Ar—M to Ar-40 speed-of-sound compari-
sons, done at p~115kPa and T~273.2K, is

c,(Ar-40)
¢ a( Ar _M)

Following the well-founded assumption of Moldover et al.
(1988a) that with sufficient accuracy for the present experi-
ment one can take

cH(Ar-40) A (Ar-M)/y,
2(Ar-M) A (Ar-40)/y,

[see Eq. (300)], one finds from Egs. (305) and (306)
A (Ar-M)
Yo

This result, the result for ci(O,Ttw) given in Eq. (303), and
Eq. (300) yield

R=8314471(15) Jmol 'K™! [1.8X107%].  (309)

It should be emphasized that Moldover et al. (1988a) care-
fully investigated both experimentally and theoretically
many possible sources of error in the experiment in order to
substantiate their assigned uncertainty.

Recently, Moldover et al. (1999) reported the results of
measurements at NIST of thermodynamic temperature in the
range 217 K to 303 K using the same spherical resonator as
was used to determine R. From data mainly acquired in
1992, they deduced a value for the triple point of gallium T,
that was 4.3(8) mK larger than the value obtained by Mold-
over and Trusler (1988) in May 1986 with the gas-constant
resonator, shortly after the acquisition of the data on which
the NIST value of R is based. From data acquired when the
resonator was filled with xenon in the course of the new
measurements, Moldover ef ul. (1999) conjecture that the
1986 value of T\, was in error because the argon used in the
measurements became progressively contaminated over
time. However, hecause all of the gas-constant resonator data
used to determine R were obtained over an 8 d period and
were mutually consistent, Moldover ef al. (1999) and Mold-
over (1990) conclude that there is no evidence that contami-
nation was a problem when the gas-constant data were ac-
quired.

Because both the NIST result for R and the NML result
for Ky are based on the same measured value of the density
of mercury, and the uncertainty of that value is not negligible
in either experiment, the two values are correlated with the
non-negligible correlation coefficient r=0.068.

=1-0.00018409(20) [2.0X1077]. (306)

(307)

=23.968684(22) [9.4x1077]. (308)

3.14.2. NPL: Speed of Sound in Argon

In 1976, Quinn et al. (1976) reported the final result of the
first NPL determination of R using a variable-path-length,
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cylindrical acoustic interferometer. In the NPL experiment, a
transducer of frequency f=5.6 kHz was located at the bot-
tom end of a 30 mm diameter cylindrical vertical cavity im-
mersed in an ice bath and filled with Ar at a pressure p. The
transducer, with an accelerometer attached to its diaphragm
to measure its total impedance, excited and monitored the
cavity’s resonant frequencies as the acoustic reflector form-
ing the top of the cavity was moved and its displacement
measured by means of optical interferometry. Resonances
were separated by Al=A/2, where Al is the change in length
of the cavity and A is the wavelength of the standing wave in
the cavity. The speed of sound was calculated from the
known excitation frequency f and the value of A, which was
determined from the measured separations of five reso-
nances.

The most significant correction that Quinn et al. (1976)
had to make to their measured values of cg(p,Ttw) was due
to the thermal boundary layer. In the NPL experiment the
fractional correction applied to ¢, was rather large because of
the comparatively small diameter of the cylindrical cavity:
about 3X1073 at p=30kPa and 1X1073 at p=200kPa.
The absorption coefficient required to evaluate this correc-
tion was determined from measurements, by means of the
accelerometer, of the complex impedance of the transducer
(arising from its own mechanical impedance and that due to
the gas loading) when the acoustic reflector was moved
through the five resonances. The total data set employed for
this purpose consisted of the 98 cz(p,Ttw) vs. p data points
used to obtain ci(O,T(W) by extrapolation to p=0, with p in
the range 30 kPa to 200 kPa, plus seven additional data
points acquired at pressures of about 10 kPa and 20 kPa.

Because the 98 data points showed significant curvature,
Quinn et al. (1976) fit them with the function c2(p,T,)
=Ay(TY+A,(Dp +A2(T)p2 to obtain cz(O,Ttw). This gave
a very small value for A{(T) and a surprisingly large value
for A,(T). Subsequently, based on work on Ar—Ar intermo-
lecular potentials and measurements of A,(7T), Rowlinson
and Tildesley (1977) argued that the Quinn ef al. (1976)
valuc of A1(7T) was too small and that the cg(p,Ttw) vs. p
isotherm in the pressure range 30 kPa to 200 kPa should be
essentially linear. This led to the discovery that a systematic
error due to the nonlinearity of the transducer had been over-
looked by Quinn et al. (1976) (Colclough, 1979a; Colclough,
1979b). When the correction for this error was applied to the
98 original data points, together with additional corrections
for some relatively minor effects, Colclough er al. (1979)
found that the resulting isotherm was nearly linear with a
slope close to that predicted by Rowlinson and Tildesley
(1977). Further, they found that the implied value of R was
smaller by the fractional amount 1.6X 107 * than the value
reported by Quinn et al. (1976).

Colclough et al. (1979) also obtained 48 new data points
in the pressure range 200 kPa to 1.3 MPa in order to further
clarify the earlier measurements. The new data were ac-
quired by essentially the same method, but with an apparatus
modified to withstand higher pressures. A new transducer
was installed as well, and in the new work all of the critical
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electronic and mechanical components were carefully ad-
justed before the measurements began so that subsequent
corrections for small misadjustments would not be required
as in the work of Quinn et al. (1976). Colclough et al. (1979)
readily observed a reduced low-pressure nonlinear behavior
in the new transducer; however, the effect was negligible at
p>20kPa and hence was not a problem in the new measure-
ments.

Inasmuch as the corrected data of Quinn et al. (1976) and
the new high-pressure data of Colclough er al. (1979) were
highly consistent, the latter workers combined all of the data
(146 data points) and fit them with a function containing
A,(T). The final result is (Colclough ez al, 1979; Col-
clough, 1984a)

c2(0,T,,)=94756.75(78) m®>s™2 [8.2X1079],
(310)

where the principal relative standard uncertainty components

are a 6.1X 1076 Type A component from the fit to the data,
and the following Type B components: 4 X 10 ¢ from the
calibration of the instrumentation used to measure the ab-
sorption coefficient, 2.7X 107 each for the transducer non-
linearity correction and the correction for molecular slip, and
1.7X107° from the measurement of temperature.

To calculate the relative atomic mass of the argon sample
used in the NPL experiment, we follow the general approach
employed in the 1986 adjustment (Cohen and Taylor, 1987).
We use the amount of substance ratio n(36Ar)atm/
n(*OAr) 4m=0.003 378(17) for atmospheric argon as deter-
mined by Nier (1950), and the ratios n(*®Ar)yp./
n(*An)ye=0.189(1)  and  [nC°Ar)Np/n(**AD)pL)/
[n(0AT) /1 (*AT) 3] =0.994 44(21) as determined at
IRMM, Geel, Belgium and given by Quinn et al. (1976).
Here the subscript ‘‘atm’’ indicates ‘‘Ar naturally occurring
in the atmosphere’ and the subscript ‘“‘NPL’’ indicates the
argon used in the NPL speed-of-sound measurements. We
assume that the atmospheric argon prepared at IRMM by
purifying air has the same isotopic composition as the atmo-
spheric argon prepared in a similar manner by Nier (1950).
The assigned uncertainties are our own estimates. For the
ratios obtained by Nier (1950), we take into account his as-
signed probable error (50 % confidence level) and the range
of values expected for the ratios in naturally occurring argon
as deduced by the TUPAC Commission on Atomic Weights
and Isotopic Abundances (Rosman and Taylor, 1998). For
the ratios determined by IRMM, we assume that-the uncer-
tainties quoted by Quinn et al. (1976) are standard uncertain-
ties. Using these data and the 1995 values of A (*°Ar),
A(%®Ar), and A (*%Ar) given in Table 2, we obtain for the
relative atomic mass of the NPL argon

A(Ar)p=39.947752(75) [1.9%1076]. (311)

Quinn ez al. (1976) found that their argon sample typically
contained N, and water vapor with amount-of-substance
fractions x of 14X 1075 and 2 X 107°, respectively, and that
in 1 day’s data taking the amount of substance fraction of N,
never increased to more than 20X 10~6. Taking into account
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the differences between the relative atomic masses and val-
ues of ¢p and ¢y of N, and Ar, we find, based on the treat-
ment of Moldover et al. (1988a), that x(N,)=14X107°
leads to a fractional decrease in R of 0.45X 107°. Similarly,
we find that x(H,0)=2X 107 decreases R by the fractional
amount 0.23X 10, Although these corrections are marginal
at best, we apply them for completeness, assuming that in
each case the uncertainty is equal to one-half of the correc-
tion. Combining the value of A (Ar)ypy in Eq. (311) with the
value of ci(O,Ttw) given in Eq. (310), we thus obtain from
Eq. (300)

R=8.314504(70) Jmol™! K™! [84x107%]. (312)

Although both the NIST and NPL values of R are based
on the same values of A,(‘mAr), Ar(38Ar), and A,(36Ar), the
uncertainties of these relative atomic masses are sufficiently
small that the covariance of the two values of R is negligible.

3.15. Boltzmann Constant k

As is well known (Feynman, Leighton, and Sands, 1963),
the Boltzmann constant k~1.38X10"2JK™!, the basic
constant of statistical mechanics and thermodynamics, is the
constant of proportionality between thermodynamic tempera-
ture T and the mean kinetic energy of an atom or molecule of
an ideal gas in thermal equilibrium at the temperature T

sm{v?) = 2kT. (313)

Here m is the mass of the atom or molecule and (v?) is its
mean-square velocity. The Boltzmann constant is related to
the molar gas constant R and Avogadro constant N, by
R
R
Since m,=2R.h/ca® and Ny=A/(e)M,/m,, where M,
=10"3kgmol ™, one nray write

(314)

cA(e)M a?
Np= R (315)
which leads to
2Rk
= __————cAr(c)MuazR' (316)

The most accurate directly measured value of R has a
relative standard uncertainty u,=1.8X107% (see Sec.
3.14.1), while for the group of constants multiplying R in Eq.
(316) we have u,<1X1077. This implies that a value of k
with #,=1.8X107% can be inferred from that equation, and
hence to be at all useful in the 1998 adjustment a directly
measured value of k should have u,<1X 1075,

Unfortunately, no such value is currently available, al-
though an experiment that could conceivably reach this level
of uncertainty was undertaken in the 1980s by Storm (1986).
It was based on measuring the mean-square-voltage (U?), or
Johnson noise voltage, in a bandwidth Af across the termi-
nals of a resistor of resistance R, in thermal equilibrium at
the temperature 7. According to the Nyquist theorem, these
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quantities are related by (U?)=4kTR/Af, an expression
with a fractional error of less than 1X 1076 for frequencies
" less than 1 MHz and T<25K. [For a status report on
Johnson noise thermometry, see White ez al. (1996).] Since
in such experiments the voltage and resistance can best be
measured in terms of the conventional electric units Vg, and
Qqq (see Sec. 2.5), in analogy with the measurement of gy-
romagnetic ratios and of the Faraday constant (see Secs. 3.4
and 3.8), one has

K79 R—o0
— 1 M
where Ky is the numerical value of (U*)/4TRAf obtained
in the experiment multiplied by the unit WsK™!. Since
K;_qq and Ryg_gq are defined quantities with no uncertainty,
Eq. (317) shows that the experiment actually determines k/h
in SI units, not k.

If a measured value of the quantity Ky, with a sufficiently
small uncertainty becomes available. it can be included in a
least-squares adjustment based on the 1998 set of adjusted
constants by means of the observational equation

k=Ko (317)

. 8R.R
cK}_gyRg-90A(e) M a?

which follows from Eqgs. (316) and (317).

Another approach to the possible determination of k, em-
phasized recently by Pendrill (1996), is based on the virial
expansion of the Clausius—Mossotti equation for a real gas
of atoms of amount of substance r occupying a volume V:

Koo (318)

2

o _Puli+lp ot
et2ey VT Ve e

(319)

Here € is the permittivity of the gas, €, is the exactly known
electric constant (see Sec. 2.2), A is the molar polarizability
of the atoms, and B, C,, etc., aré the dielectric virial coef-
ficients. The molar polarizability A, is related to the molar
gas constant R, the Boltzmann constant k, and the static
electric dipole polarizability of the atoms a by

_Rao
€ 3eok”

Hence a measurement of A./R together with a théoretical
value for a yields a value of k.

By expressing the quotient n/V in Eq. (319) in terms of
pressure p, temperature T, and R by means of Eq. (297), one
can in fact determine the quantity A ./R experimentally using
dielectric constant gas thermometry or DCGT (Luther, Gro-
hmann, and Fellmuth, 1996). In this technique, the fractional
change in capacitance AC(p)=C(p)/C(0)—1 of a suitable
gas-filled capacitor at a constant temperature T is determined

(320)

as a function of the pressure p of the gas: The capacitance C

of the capacitor is measured with the space between its elec-
trodes filled with the gas at various pressures p and with the
space evacuated so that p=0. A polynomial fit to the result-
ing p vs. AC(p) data points, together with knowledge of the
dependence of the dimensions of the capacitor on p, yields
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A _/R. The value with the smallest uncertainty determined to
date is that obtained by Luther et al. (1996) for “He over the
temperature range 4.2 K to 27 K (Fellmuth, 1999):

Ae -8 -1
F=6'221 12(19) X 107 ° K Pa
Equation (321) is the final result of work that had yielded the
preliminary value reported by Grohmann and Luther (1992),
but in contrast to their value the assigned uncertainty in Eq.
(321) includes all known components. [Note that Eq. (321) is
not actually given by Luther et al. (1996), but can be inferred
from the agreement of the DCGT temperature scale and the
NPL-75 constant volume gas thermometry scale (Fellmuth,
1999).] '

Ab initio calculations of the static electric dipole polariz-
ahility of the 11S ground state of the “He atom in the ‘He
reduced atomic unit of electric polarizability, a{)“(“He)
= a0(4He)/4'neoa8(1 +mg/mey)®, have been carried out over
the years by a number of workers (a, is the Bohr radius and
me/m, is the electron to « particle mass ratio). In terms of
this calculated value and the experimentally determined
value of A /R for “He, Eq. (320) yields

dmad(1+meimy)® a(“He)
- 3 (Ae/R)sge’
A value of af(*He) can be obtained by combining the
nonrelativistic result af(*He)\g=1.383241... of Bhatia

and Drachman (1994) with the relativistic correction
Aaf(*He)g=—7.65X 107> of Johnson and Cheng (1996):

af (*He)=1.383 165. (323)

Using this value with the experimental value of A /R given
in Eq. (321), we obtain from Eq. (322) and the 1998 recom-
mended values of ay and m./m,, whose uncertainties are
negligible in this context,

k=1.380625X10"2JK 1.

[3.0x107%].  (321)

(322)

(324)

We have deliberately avoided assigning an uncertainty to
the ahove value of ryg‘(“He), and hence to this deduced
value of k, because of the large variations in the values of
af(*He) obtained by different authors and the omission of
potentially important terms. Pendrill (1996) assigns u,=1
X107 to the above value of af(*He), but Luther er al.

© (1996), after a careful review of the literature, assign u,

=1.9%107°. Our own review supports a larger value as
well. We therefore conclude that, although improvements in
both experiment and theory may make it useful for a future
adjustment, this route to & is not useful for the 1998 adjust-
ment. As a consequence, the 1998 recommended value of k
is calculated from Eq. (316) using the recommended values
of the adjusted constants R, k, R, Ae), and a.

3.16. Stefan—Boltzmann Constant o

The radiant exitance M of an ideal thermal radiator or
blackbody (also called a Planckian radiator) at the thermo-
dynamic temperature T is given by
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M=oT*, (325)

where 0~5.67X10"8 Wm™2K™* is the Stefan—Boltzmann
constant (Quinn and Martin, 1985). It is related to c, k, and
the Boltzmann constant k£ by
2wkt
o= ——, (326)
15h3¢?

which becomes, with the aid of Eq. (316) of the previous
section,

3 32mh
15¢5

R.R )4
(327)

Ade)M o

In analogy with our discussion of %, the value of ¢ that can
be inferred from Eq. (327) using the most accurate directly
measured value of the molar gas constant R has a relative
standard uncertainty u,=7.1X107° (essentially four times
that of R). Thus to be at all useful in the 1998 adjustment, a
directly measured value of ¢ should have u,<4X1075.

Unfortunately, the most accurate direct value of o has an
uncertainty of u,=1.3X 107 *. It was obtained by Quinn and
Martin (1985) at NPL using a cryogenic absolute radiometer
in which the radiant power emitted by a blackbody is com-
pared to electric power. [The principle of operation of such
radiometers is sometimes called ‘‘electrical substitution radi-
ometry”’ (Martin, Fox, and Key, 1985).] The result of Quinn
and Martin (1985), as revised for comparison purposes in the
1986 adjustment (Cohen and ‘Taylor, 1987), is o
=5.66959(76) X107 Wm™2K™* [1.3X107*],  which
may be compared to the 1998 recommended value o
=5.670400(40)X10"* Wm™2K™* [7.0x107°].  (Any
change in the revised value resulting from our improved
knowledge of the value of the NPL representation of the watt
at the time of the experiment in terms of the watt is not
expected to be significant.) A new experiment using a much
improved radiometer is now underway at NPL with the goal
of obtaining a direct value of o with u,=1X107> (Martin
and Haycocks, 1998). Clearly, such a result would be quite
competitive.

In the new NPL experiment the electric power is measured
- in terms of the conventional electric unit Woy,, not the watt
W (scc Scc. 2.5). This mcans that, in analogy with the dis-
cussion of the previous section regarding the Johnson noise
determination of k, one has

K_JZ—90RK—90
4

where S is the numerical value of M/T* obtained in the
experiment multiplied by the unit W m~2K ™. Also in anal-
ogy with the Johnson noise determination of £, since Ky_gq
and Ry_g, are defined quantities with no uncertainty, Eq.
(328) shows that the experiment actually determines o/k in
SI units, not o. When the anticipated measured value of the
quantity Sy, becomes available, it can be included in a least-
squares adjustment based on the 1998 set of adjusted con-
stants by means of the observational equation

o= 890 h, (328)
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o128 R.R
90~
15¢5K7_gRx-90 \ A(e) M ya*

which follows from Eqs. (327) and (328).

Because there are no direct data related to the Stefan—
Boltzmann constant for use in the 1998 adjustment, the rec-
ommended value of o is calculated from Eq. (327) in the
same way the recommended value of k is calculated from
Eq. (316).

, (329)

3.17. Newtonian Constant of Gravitation G

There is no recognized quantitative theoretical relationship
between the Newtonian constant of gravitation G and other
fundamental physical constants. Moreover, because the ex-
perimental values of G currently available are independent
of the other data relevant to the 1998 adjustment, they con-
tribute only to the determination of the 1998 recommended
value of G itself and can be considered independently of the
other data. :

The 1986 CODATA recommended value of G is (Cohen
and Taylor, 1987)

G=6.67259(85)x 10" " m3kg™1s72 [1.3x107*].

(330)
This value, but with one-half the uncertainty, was obtained at
NIST in a NIST-University of Virginia (NIST-UVA) col-
laboration by Luther and Towler (1982) [see also Luther and
Towler (1984)]. The experiment employed a rather classic
torsion balance operated in the dynamic mode and the time-
of-swing method. In this approach the angular oscillation
frequency of the balance is determined by measuring the
angular position of the balance as a function of time. The
NIST-UVA balance consisted of a quartz torsion fiber about
12 pm in diameter and 40 cm long with a 7 g, dumbbell-like
small-mass system, or test mass, suspended from its center at
the end of the fiber with its axis horizontal. The test mass
consisted of two tungsten disks about 2.5 mm thick and 7.2
mm in diameter, the centers of which were connected hy a
tungsten rod about 1 mm in diameter and 29 mm long. A
small mirror attached to the fiber was used with an autocol-
limator to determine the balance’s angular position. The
large-mass system, or source mass, which provided the
gravitational torque on the balance, consisted of two tungsten
spheres, -each about 10.2 cm in diameter and with a mass of
about 10.5 kg. With the source masses in their ‘‘far’” posi-
tion (in this case, removed), the period of oscillation of the
balance was about 6 min, and the change in period with the
source masses in their ‘‘near’’ position was a few percent. In
this position, the source masses were located at opposite
ends of the dumbbell in its rest position with their centers in
line with the axis of the dumbbell and separated by about 14
cm. The value of G was obtained from the change in angular
frequency of the torsion balance and the calculation of the
gravitational potential energy of the small-mass system in
the gravitational field of the large-mass system, based on
measurements of the dimensions, angles, masses, and densi-
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ties of the components of the apparatus, as appropriate. (Cal-
culations of this type are required in all experiments to de-
termine G.) Although Luther and Towler (1982) had
originally assigned a relative standard uncertainty u,=6.4
X 1073 to their result, this was doubled by the CODATA
Task Group on Fundamental Constants to reflect the fact that
measurements of G have historically been rather difficult to
carry out and, since the experiment was expected to con-
tinue, the result of Luther and Towler (1982) was not final.

Four other values of G were initially considered for use in
the 1986 adjustment but were subsequently rejected for one
or more of the following reasons: the uncertainty was not
competitive, the data were internally inconsistent, or there
was insufficient information to make a reliable uncertainty
assessment. These four values were the 1973 CODATA rec-
ommended value (Cohen and Taylor, 1973)

G=6.6720(41)X 10" " m*kg"'s™2 [6.1x107%],
(331)
which is the weighted mean of the result obtained in the
1920s by Heyl (1930) and the result obtained in 1940 by
Heyl and Chrzanowski (1942); the result of Pontikis (1972)

G=6.6714(6)x 10" "m’kg™'s™2 [9.0x107°];
(332)
the value reported by Sagitov et al. (1979)

G=6.6745(8)X 10" "m kg™ 1s™? [1.2X107*];
_ . (333)
and the result of Karagyoz, Silin, and Iszmaylov (1981)

G=6.6364(15)X 10" " m?kg~!s72 [2.3X1074].
(334)

Each of these values was obtained using a fiber-based torsion
balance operated in the dynamic mode. Heyl (1930) and
Heyl and Chrzanowski (1942) used the time-of-swing
method to determine the angular oscillation frequency of the
balance, as did Sagitov ef al. (1979) and Karagyoz et al.
(1981), while Pontikis (1972) used a resonance method.

Since the completion of the 1986 adjustment, a number of
values of G with uncertainties sufficiently small to be of
interest have been reported. Those available prior to 1997 are
reviewed by Gillies (1997). More recent results were re-
viewed at the November 1998 conference in London orga-
nized by the Institute of Physics to mark the bicentenary of
the publication of Cavendish’s classic determination of G.
The conference was entitled ‘“The Gravitational Constant:
Theory and Experiment 200 Years after Cavendish,’’ and the
papers presented at it appear in the June 1999 issue of Mea-
surement Science and Technology.

Prominent among the post-1986 values is the result ob-
tained at PTB by Michaelis, Haars, and Augustin (1996),

G=6.71540(56) 10" " m’kg~'s™2 [8.3x1077],
(335)
using a horizontal balance beam supported by a body floating

in liquid mercury. A gravitational torque applied to the beam
was balanced, and thereby measured, against a compensating

1787

torque produced electrostatically by a quadrant electrometer.
By employing a mercury bearing rather than a torsion fiber,
Michaelis et al. (1996) were able to use a 240 g test-mass
system, significantly increasing the gravitational force in the
experiment. The system consisted of two glass-ceramic 120
g cylindrical test masses suspended from opposite ends of
the beam with their axes horizontal and perpendicular to the
axis of the beam. The source-mass system that provided the
torsional couple on the test masses consisted of _fouf cylin-
drical masses, one at each end of each test mass with its axis
in line with the axis of the test mass. The pair of source
masses on opposite sides and ends of the balance beam were
alternately brought to their near and far positions, thereby
applying an alternating torsional couple to the balance of
equal magnitude and opposite sign.

A voltage applied to the quadrant electrometer produced
the compensating torque required to prevent an angular dis-
placement of the balance. The value of G was calculated
from this voltage and the dependence of the capacitance of
the electrometer on angular displacement of the balance
beam dC/dé, which was measured with a capacitance bridge
in a separate experiment.

The PTB value for G exceeds the 1986 CODATA recom-
mended value by 42 u g, Where u gy is the standard uncer-
tainty of their difference, and hence the two values are in
severe disagreement. Michaelis ef al. (1996) looked inten-
sively for a possible error in their work which could explain
the discrepancy, but to no avail.

Since the 1986 adjustment, a factor affecting torsion-
balance experiments has come to light. The determination of
G using a fiber-based torsion balance operated in the dy-
namic mode and the time-of-swing method requires the mea-
surement of a small change in the long oscillation period of
the balance. For this application the torsional spring constant
of the fiber should ideally-be independent of frequency at
extremely low frequencies, for example, at 3 mHz. From
theoretical considerations based on accepted theories of the
anelasticity of solids, Kuroda (1995) proposed that the
anelasticity of such fibers is large enough to cause a value of
G determined in this way to be biased by the multiplicative
factor (1+ 1/wQ), where Q is the quality factor of the main
torsional mode of the fiber and it is assumed that the damp-
ing of the torsional balance is solely due to losses in the
fiber. For Q= 10°, the fractional error is about 3 X 1074, The
existence of such a frequency-dependent torsional spring
constant has in fact been demonstrated experimentally by
Bagley and Luther (1997) as part of their experiment to de-
termine G (discussed briefly below) and by Matsumura et al.
(1998) [see also Kuroda (1999)].

Table 13 summarizes the most important of the values of
G with u,<2X 107 that have been reported since 1986, and
Fig. 1 compares them graphically. The stated value of G,
including its uncertainty, is that quoted by the laboratory and
is the most recent value available (one or more earlier results
have been published by a number of the laboratories).

For purposes of comparison, Table 13 and Fig. 1 also
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TaBLE 13. Summary of the principal experimental values of the Newtonian constant of gravitation G with relative standard uncertainties u,<2X 1072
reported since the completion of the 1986 CODATA adjustment of the values of the constants, together with the 1986 and 1998 CODATA recommended
values. (See the text for brief discussions of the experiments.)

101G

Item . Rel. stand.
No. Source Identification Method m’ kg Ts™2 uncert. u,
1. 1986 CODATA, from CODATA-86 Fiber torsion balance, 6.672 59(35) 1.3x10™"
Luther and Towler (1982) dynamic mode
2. Michaelis et al. (1996) PTB-95 Floating balance beam, 6.715 40(56) 8.3x1073
compensation mode
3. Bagley and Luther (1997) LANL-97 Fiber torsion balance, 6.6740(7) 1.0x107%
: dynamic mode
4. Karagioz ef al. (1998) TR&D-98 Fiber torsion balance, 6.6729(5) 7.8X1073
dynamic mode
5. Schwarz et al. (1999); and JILA-98 Freely-falling body, -6.6873(94) 14x1073
Schwarz et al. (1998) acceleration change ’
6. Luo et al. (1999) HUST-99 Fiber torsion balance, 6.6699(7) 1.0x107*
dynamic mode
7. Fitzgerald and Armstrong (1999) " MSL-99 Fiber torsion balance, 6.6742(7) 1.0x107*
compensation morle
8. Richman ez al. (1999) BIPM-99 Strip torsion balance, 6.683(11) 1.7x1073
static deflection
9. Nolting et al. (1999) UZur-99 Stationary body, 6.6754(15) 22x107*
weight change
10. Kleinevoss et al. (1999) UWup-99 Suspended body, 6.6735(29) 43%x107*
displacement
11. 1998 CODATA CODATA-98 1986 CODATA value, 6.673(10) 1.5%x1073

increased uncertainty

include the 1986 and 1998 recommended values of G. The
1998 value,

G=6.673(10)xX 10" " m’kg™1s™2 [1.5X1073],

6.65

(336)

is the same as the 1986 value but its uncertainty is about a
factor of 12 larger. The 1998 recommended value is the re-
sult of a careful review of the status of measurements of G
by the CODATA Task Group on Fundamental Constants and
is based on the following considerations:

6.66 6.67 6.68 6.69 6.70 6.71

6.72
I I I I T T :

OODATA-86 e
PTB-95 M
LANL-97 K

TR&D-98 M

@)

(ii)

(i)

Although the PTB experiment was carefully carried
out, the resulting value of G is in severe disagreement
with most other values, and a plausible explanation
has not yet been found.

The effect of torsion fiber anelasticity, which can be
quite large, is still under investigation.

Most of the experiments that have yielded the post-

———%—— JmA-98
HUST-99 Mol '
MSL-95 &
p———0————— BIPM-99
UZur-99 HOH
UWup-99 —O—f

p—————8&————{ CODATA-98
] L ] ] I

6.65

666 6.67 668  6.69 6.70
G/(107* m? kg1 572)

6.71 68.72

Fi6. 1. Graphical comparison of the values of the Newtonian constant of
gravitation G summarized in Table 13. An open circle indicates that the
value is preliminary. (For the meanings of the identifying abbreviations in
the figure, see the text.)
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1986 values of G in Table 13 are still underway, and
in each such case a result with a smaller uncertainty is
anticipated. In fact, the Los Alamos National Labora-
tory (LANL-97), Measurement Standards Laboratory
(MSL-99), BIPM (BIPM-99), University of Zurich
(UZur-99), and University of Wuppertal (UWup-99)
results are preliminary. Also, as discussed at the Cav-
endish conference, there are at least two other experi-
ments well underway that c'ouldv yield values of G
with u,~1X107° in the next several years (Gun-
dlach, 1999; Newman and Bantel, 1999).

The 1986 CODATA recommended value of G has
become a convenient reference against which all other

@)
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values are compared, and there are insufficient data on
which to base a new value that is significantly differ-
ent.

(v)  The uncertainty assigned to the 1998 recommended
value Ggg must reflect the existence of the PTB resuit
Gprs, the anelasticity problem, and the historic diffi-
culty of determining G.

(vi) The convenient standard uncertainty u(Ggg)=0.010
% 10" M mI kg™ 572 meets these requirements. Cho-
sen so that Gprg— Gog~4 ugy, it has the effect of
reducing the discrepancy between the PTB value and
the recommended value by a factor of 10 and produc-
ing a recommended value that encompasses all other
values, except that from PTB, to within about 1.5
times the recommended value’s standard uncertainty.

Because we do not obtain the 1998 recommended value of
G from an in-depth numerical analysis of the available data,
we do not give a detailed review of the values of G and their
uncertainties, which are summarized in Table 13. Rather, we
simply make a few cogent remarks about a value and/or pro-
vide a brief overview of the experiment as we have done
above for the NIST-UVA and PTB efforts. In each case the
cited paper should be consulted for references to earlier
work.

(1) CODATA-86. A rough estimate of the Q of the quartz
fiber employed in the NIST-UVA experiment of Luther and
Towler (1982) is 2000 (Kuroda, 1999), which implies that
the resulting value of G could be fractionally too large due to
torsion fiber anelasticity by as much as 1.6X10™* or about
12u,.

(2) PTB-95. Michaelis et al. (1996) obtained two different
values of G in their experiment, one with tungsten source
masses of mass 900 g and one with source masses of iden-
tical size but made of the same glass-ceramic material as the
test masses. The tungsten result is given in the table; the
glass-ceramic result is G=6.7174(20)x 10" " m3kg™!s~2
[3.0X 10™*]. The two agree, but the uncertainty of the latter
value is 3.6 times larger because of a much reduced signal
due to the significantly smaller density (a factor of 1/7.5) of
the glass-ceramic source masses. .

(3) LANL-97. The experiment of Bagley and Luther
(1997) at the Los Alamos National Laboratory (LANL) is in
many ways similar to the NIST-UVA experiment of Luther
and Towler (1982); it used the same dumbbell test mass and
tungsten source masses. However, in the measurement of
" Bagley and Luther (1997), the far position of the source
masses was a 90° rotation from their near position rather
than removal. To test the anelasticity hypothesis of Kuroda

(1995), Bagley and Luther (1997) used two different tung- -

sten fibers, one with a Q of 950, the other with a Q of about
490). They found that the Q=490 resnlt for G exceeded the
0=950 result by the fractional amount 345X 107¢ com-
pared to 315X 107¢ predicted by the theory of Kuroda
(1995). This level of agreement was interpreted by Bagley
and Luther (1997) as confirming the theory. They therefore
applied the appropriate fractional correction to each result
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(650X 1076 and 335X 1075, respectively) and combined the
two to obtain the value given in Table 13. This work is being
continued, and the reported results are considered prelimi-
nary.

(4) TR&D-98. The long-term researchers involved in the
torsion-balance determination of G published by Karagioz,
Izmaylov and Gillies (1998) are now at the Tribotech Re-
search and Development Company (TR&D), Moscow, Rus-
sian Federation. The reported result, obtained using a torsion
balance operated in the dynamic mode and the time-of-swing
method, is the weighted mean of 12 values obtained from 12
series of measurements carried out from 1985 to 1989 as part
of an effort to determine G that was initiated in Moscow
over 25 years ago. The experiment was continuously im-.
proved over this period, with the measurements in 1985 and
1986 being doue with version 1 of the apparatus, in 1987

" with version 2, and in 1988 and 1989 with version 3. In

version 3, a 25 pm diameter, 23 cm long fiber supported a
5.3 g test mass at its center. The test mass consisted of a
cylindrical beam 23 cm long and 1.8 mm in diameter with its
axis horizontal and with a 1.6 g spherical mass of diameter
7.2 mm at each end. The source-mass system consisted of
two spherical masses at opposite ends of the suspended test
mass with their centers aligned with the axis of the sus-
pended beam. These masses could be moved individually or
together along this axis. The different source masses used
throughout the 5 years of measurements were one of brass
(12.2 cm in diameter, mass of 8.0 kg), one of bronze (10.2
cm in diameter, mass of 4.9 kg), and several made of bearing
steel (10.1 cm in diameter, mass of 4.3 kg).

In the early series of measurements only a single source
mass was used and it was placed sequentially in four posi-
tions at distances 19.2 cm, 21.2 cm, 25.2 cm, and 47.2 cm
from the torsion fiber. In the later series of measurements
two source masses were used and placed symmetrically
about the rotation axis at the same four distances as above.
During the course of the measurements, a temporal shift of
up to 0.001G and of unknown cause was observed in the
values obtained. Karagioz et al. (1998) expect to publish an
article on this aspect of their observations.

(5) JILA-98. The ‘‘free fall’’ experiment of Schwarz et al..
(1999); and Schwarz et al. (1998) carried out at JILA (NIST-
University of Colorado Joint Institute) in Boulder, Colorado
is perhaps conceptually the simplest of all measurements of
G. In this approach, one measures the change in the accel-
eration of free fall g of a freely. falling test mass whose
trajectory is perturbed by a source mass placed alternately
above and below the region in which the test mass falls.
Conducting the experiment in this differential mode elimi-
nates errors present in conventional absolute gravimetry that
would be five times larger than acceptible to reach the goal
of determining G with u,=2X 1073,

The basis of the JILA experiment was a commercial ab-
solute gravimeter in which the position as a function of time
of a falling corner-cube reflector that defines one arm of a
Michelson-type interferometer is measured by laser interfer-
ometry. The acceleration of the reflector (the test mass) as a
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function of vertical position is determined from a fourth-
order polynomial fit to the 700 position vs. time points ob-
tained over the 20 cm drop. The polynomial employed is that
appropriate for an object falling in a linear gravitational field.
The fractional change in acceleration was about 8 X 1078
when the toroidal (doughnut shaped) 500 kg primarily tung-
sten source mass surrounding the gravimeter was moved the
35 cm from its upper to its lower position. The value of G
was extracted from the measured values of the change in
acceleration by calculating the perturbing gravitational field
of the source mass as a function of the position of the test
mass and G, integrating the equation of motion to produce a
series of theoretical position vs. time points and fitting them
to the same fourth-order polynomial as was used to deter-
mine the acceleration of the test mass.

Two series of measurements were carried ont, one in May
1997 and one in May 1998. A number of modifications were
made to the apparatus between the series in order to reduce
the scatter of the data, but quite surprisingly the scatter of the
1998 data was worse than that of the 1997 data. The
weighted mean of the two values of G obtained in the two
series, which agree well, has a relative standard uncertainty
u,=4.1X10 *. Schwarz et al. (1999) combined this uncer-
tainty with a component of 1.35X 1072 to account for the
low-frequency scatter, thereby obtaining u,=1.4X 10”3, The
value given in Table 13 is the weighted mean together with
this uncertainty.

(6) HUST-99. The determination of G by Luo et al
(1999) at the Huazhong University of Science and Technol-
ogy (HUST), Wuhan, People’s Republic of China used a
torsion balance operated in the dynamic mode and the time-
of-swing method. The balance consisted of a horizontal alu-
minum beam with a mass and length of about 55 g and 400
mm, respectively, suspended from its center by a 25 pm
- diameter tungsten torsion fiber about 0.5 m in length and
with a Q of approximately 3.6X 10*. A copper test mass of
mass approximately 32 g was suspended from each end of
the balance beam by 50 wm diam tungsten fibers, about 435
mm and 20 mm in length, respectively, so that the vertical
separation of the two test masses was about 415 mm. Be-
cause of the high Q of the fiber, Luo et al. (1999) believe
that fiber anelasticity is not a problem in their experiment.

The source-mass system consisted of two 6.25 kg stainless
steel cylinders, 100 mm in length and diameter, placed with
their axes horizontal and perpendicular to the axes of the
balance beam and on either side of the lower test mass in
such a way that the axes of the test mass and the two source
masses were in line. In their near position, the faces of the
source masses opposite one another and between which the
test mass hung were separated by 60 mm; in the far position
the source masses were removed. With the source masses in
place, the period of the torsion balance was about 74 min;
with the source masses removed, the period was about 58
min, corresponding to a fractional change of about 27 %. The
angular position of the beam was determined as a function of
time by means of a small mirror attached to the beam and an
optical lever employing a He—Ne laser.
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Luo et al. (1999) recognized the serious and well-known
nonlinear effects characteristic of their torsion balance con-
figuration: a very long torsion balance beam and test masses
at significantly different heights exacerbate the nonlinear ef-
fects in the angular motion of the torsion balance due to
inhomogeneities in the background gravitational field. Thus
the angular oscillation frequencies with the source masses in
their near and far positions were extracted from the angle-
time data by a nonlinear least-squares fitting procedure. Luo
et al. (1999) are planning to design a new torsion balance in
order to reduce the nonlinear effects in their apparatus and
obtain a value of G with a reduced uncertainty.

(7) MSL-99. The measurements of G using a torsion bal-
ance operating in the compensation mode at the Measure-
ment Standards Laboratory (MSL), Industrial Research,
T.ower Hutt, New Zealand was initiated in the early 1990s hy
Fitzgerald and Armstrong (1999). In the MSL approach, the
gravitational torque produced on the test mass by the source
masses is compensated by an electrostatically induced
torque. Because the torsion fiber does not twist (the sus-
pended test mass remains stationary), fiber anelasticity is not
a problem.

In the current version of the MSL apparatus, the fiber is
made of tungsten, is 1 m in length, and has a rectangular
cross section of 0.340 pm by 17 pum. The test mass sus-
pended from the fiber, which also serves as the vane of the
electrometer that provides the electrostatic torque to compen-
sate the gravitational torque, is a horizontal 532 g copper
cylinder 19 mm in diameter and 220 mm long. The two
source masses are 28 kg stainless steel cylinders 438 mm
long-and 101 mm in diameter with their axes vertical; they
rest on a turntable centered on the axis of the fiber and are
positioned on opposite sides of the fiber. The turntable is
rotated around the test mass and in each revolution is
stopped in the four positions that produce maximum torque
on the test mass. The value of G is calculated from the volt-
age that must be applied to the electrometer to balance the
gravitational torque on the test mass when the turntable is
stopped and from dC/d#é, the change in capacitance of the
electrometer with angular displacement of the test mass. This
quantity is determined in a separate experiment by measur-
ing the angular-acceleration of the test mass when a voltage
U 4 is applied to the electrometer. The angular acceleration is
measured by giving the entire torsion balance the same ac-
celeration as the suspended test mass, thereby keeping the
fiber from twisting.

The value of G given in Table 13 is from measurements
done in 1998 with the version of the balance just described.
This balance, as well as the experiment as a whole, contains
a number of improvements compared to the balance and
techniques used in a series of measurements carried out in
1995. In fact, the new work uncovered a fractional error in
the earlier result of about 1.3X 1073 caused by the omission
of a second-order term in the calculation of the torque
between the source masses and the suspended test mass.
Fitzgerald and Armstrong (1999) give as the corrected
result of the earlier experiment G=6.6746(10)
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x 10” "' m? kg s72, which agrees with the new result.

(8) BIPM-99. The torsion balance experiment of Richman
et al. (1999) at the BIPM was begun in the mid-1990s and is
in its early stages. The key ingredient of the balance is a thin,
heavily loaded, copper—beryllium alloy torsion strip 160 mm
long, 2.5 mm wide, and 30 pm thick that serves as its sus-
pension element. Because 90 % of the stiffness of the strip is
due to its load and only 10 % to its elasticity, anelasticity
effects are greatly reduced. Four symmetrically arranged
(i-e., 90° apart) test masses rest on a circular plate suspended
from its center by the torsion strip and together with the plate
form the oscillating ‘‘pendulum’’ of the balance; they are 1.2
kg cylinders of about 56 mm diameter and height with their
axes vertical and made of a copper—tellurium alloy. The four
source masses are 15.5 kg cylinders of about 130 mm diam-
eter and height made from the same alloy; they rest on a
carousel, again with their axes vertical. The axis of the car-
ousel also coincides with that of the torsion strip and the
source masses resting on it are arranged so that they are
farther from the torsion strip than are the test masses. When
aligned with the four test masses, the radial distance between
the surfaces of each source mass and its corresponding test
mass is 7 mm. Torque on the torsion strip is generated when
the carousel is rotated from the aligned position (*2
X 108 N'm maximum for + 19° angular displacement).

The value of G in Table 13 is the first result of the experi-
ment and was obtained by measuring the difference in the
angular displacement of the balance with the source masses
in the two maximum torque positions and determining the
stiffness of the torsional strip from the measured oscillation
frequency of the balance. Future work with the balance under
servo control with the gravitational torque balanced by an
electrostatic torque is underway, and a value of G with u,
<1X107* is anticipated by operating the balance in this
compensation mode. )

(9) UZur-99. The University of Zurich determination of G
by Nolting ef al. (1999) was initiated in the early 1990s and
is being carried out at the Paul Scherrer Institute, Villigen,
Switzerland,; it grew out of the Geigerwald storage-lake mea-

surement of G by Hubler, Cornaz, and Kiindig (1995). In the

new experiment, a commercial single-pan, flexure-strip bal-
ance, modified to achieve a resolution of 100 ng and a repro-
ducibility of 300 ng, is used to measure the change in the
difference in weight of two cylindrical test masses when the
position of two source masses is changed. The test masses
are 1 kg copper weights in fixed positions; the movable
source masses, which surround the test masses, are toroidal
stainless steel tanks 0.7 m high, of outer and inner diameters
1.05 m and 0.1 m, and of volume 500 L. The axes of the test
masses and source masses are vertical and coincident, and
the test masses are about 1.4 m apart. In position I the source
‘masses are almost touching and the upper test mass is at the
upper end of the upper source mass and the lower test mass
is at the lower end of the lower source mass. In position I,
the two source masses are separated by about 1.4 m so that
the upper test mass is at the lower end of the upper source
mass and the lower test mass is at the upper end of the lower
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source mass. In each position, the difference in weight of the
test masses is determined by weighing them alternately many
times with the single-pan balance.

In the first University of Zurich determination of G with
this apparatus, the tanks were filled with water and produced
a change in the difference in weight of the two test masses
equivalent to 110 pg when the tanks were in positions I and
II. The value of G given in Table 13 is the result of 20 d of
such measurements from which the change in the weight
difference was determined with a statistical uncertainty
(Type A) equivalent to 9 ng. ‘

In the winter of 1997/1998, the tanks were filled with mer-
cury, thereby increasing the change in weight difference to
the equivalent of 800 pg. Two series of measurements with
Hg were carried out that yielded values of G that differed by
the fractional amount 1.6X%107%, which was somewhat
larger than the random variations within each run. Never-
theless, for the moment Nolting et al. (1999) take the
simple mean of the two values, G=6.6749(14)
X10" " m*kg™1s72 [2.2X107*], as the result of the two
series for Hg, but have included in their assigned relative
standard uncertainty a component of 8.0X 107> to account
for the discrepancy. Although no satistactory explanation of
the disagreement has yet been found, Nolting ez al. (1999)
suppose that balance nonlinearity may play a role. Work to
resolve this problem is continuing, and Nolting et al. (1999)
believe that their goal of determining G with u,=1.0
X 1073 is still achievable.

(10) UWup-99. The experiment of Kleinevoss et al.
(1999) at the University. of Wuppertal, Wuppertal, Germany
was begun in 1988. The apparatus consists of two micro-
wave reflectors a distance b=24 cm apart, each with a pol-
ished concave spherical surface and suspended by tungsten
wires 2.6 m long. The reflectors, with their concave surfaces
facing each other, form a Fabry—Pérot microwave resonator.
A 576 kg brass cylindrical source mass is placed on the outer
side of each reflector with its axis coincident with the axis of
the resonator and the other source mass. The two source
masses are moved symmetrically and simultaneously at in-
tervals of 12 min from a reference position away from the
reflectors to a measuring position near the reflectors. This
causes the distance between the reflectors to change due to
the change in gravitational forces acting on them. The mea-
sured quantity is the change in resonant frequency of the
resonator Af arising from the change in its length Ab
~12mm. The value of G in the table is the mean of three
values obtained in mid-1998 from three different measuring
positions. The work is continuing and Kleinevoss et al.
(1999) hope to obtain a value of G with #,<<1X10™* from
the current apparatus.

3.18. X-ray Units

The three most important units that historically have been
used to express the wavelengths of x-ray lines are the copper
Koy x unit, symbol xu(CuKey), the molybdenum Ke; x
unit, symbol xu(Mo Ka;), and the angstrom star, symbol
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A*. These units are defined by assigning an exact conven-
tional value to the wavelength of the CuKa;, Mo Ko, and
W Ko x-ray lines when each is expressed in its correspond-
ing unit:

A(CuKay)=1537.400 xu(Cu Koy ) (337)
A(Mo Ka;)=707.831 xu(Mo Ka,) (338)
A(W Ka;)=0.2090100 A*, (339)

Following the practice initiated in the 1986 adjustment, we
also give in this adjustment a recommended value in meters
for each of these units. The relevant data from which these
values are derived and how we include that data in the 1998
adjustment are briefly discussed below. Other measurements
involving the lattice spacings of silicon crystals and the com-
parison of the lattice spacings of different crystals are dis-
cussed in Sec. 3.1.3.c and in Sec. 3.9. Based on that discus-
sion, when necessary we take 0.01X 1079, 6.40(8) X 1076,
and —0.34X107° as the fractional corrections to convert
dzzo(si) at t68=22'5 °C to t90=22.5 oC, d220(Si) at l'90
=225°C to 15p=25°C, and dyy(Si) at p=0 to p
=100kPa, respectively.

In a collaboration between Friedrich—Schiller University
(FSU), Jena, Germany and the PTB, Hartwig ef al. (1991)
determined the wavelength of the CuKe line in terms of the
lattice parameter @ of a sample of the PTB crystal WASO 9
using the Bond method, an x-ray diffractometer technique
that is a special version of the classic Bragg spectrometer
technique. Based on the measured difference between a of
crystal WASO 9 and a of PTB crystal WASO 4.2a as re-
ported by Windisch and Becker (1990), the result of Hartwig
et al. (1991) can be written as

A(CuKay) A(CuKay) diy(W9)
dyo(Wa2a)  d¥y(W9) dggg(Wa.2a)

=0.80232711(24) [3.0x1077].

(340)

-Here the asterisk indicates that the reference conditions for
dyy of crystal WASO 9 are p=101.325kPa and tg
=20 °C rather than our standard reference conditions p =0,
t9p=22.5°C. The assigned uncertainty is dominated by the
2.8X 107 total relative standard uncertainty component aris-
ing from different aspects of the determination of the ratio
A(CuKay)/dF,(W9), the largest of which is 2.3X 1077 due
to the uncertainties of various corrections; the relative stan-
dard deviation of the mean of the 146 individual measure-
ments of the ratio is only 5X 1078, The relative standard
uncertainty of the ratio diy(W9)/dyo(W42a) is u,=11
X107% and contains a component of 7X 1078 (Type B) to
account for the observed large variations of the lattice pa-
rameter of the WASO 9 crystal due to the inhomogeneity of
its impurity content (Windisch and Becker, 1990). [Note that
the covariances of the result given in Eq. (340) with all the
. other PTB x-ray results are negligible.]
Using a double flat silicon crystal spectrometer, Kessler,
Deslattes, and Henins (1979) at NIST compared the wave-
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length of the W Ka; line to the lattice parameter of the dif-
fraction crystal of the spectrometer. Their result can be ex- -
pressed as

dyo(N) d3(W)  dy(N)

=0.108852175(98) [9.0x1077],

(341)

where djy(N) denotes the {220} lattice spacing of the NIST
XROI crystal (see Sec. 3.9.1.) at our standard reference con-
ditions p=0 and #5p=22.5°C, and d%(W) is the {220} lat-
tice spacing of the spectrometer’s diffraction crystal at p
=100kPa and £4=22.5°C. The uncertainty is dominated
by the 8.8X 1077 statistical relative standard uncertainty
(Type A) associated with the measurements of the ratio
A(W Koy )/d3y,(W); the ratio of the lattice parameters of the
W and N crystals was determined by Kessler et al. (1979) in
a separate experiment with the significantly smaller uncer-
tainty w,=7 %1078,

Also at NIST and using a spectrometer similar to that of
Kessler et al. (1979) but with the two crystals cut from the
same boule from which the NIST XROI crystal was cut and
only 10 mm from it, Deslattes and Henins (1973) compared
the Mo Ka; and CuKa; x-ray lines to the lattice parameter
of the diffraction crystal. The reference conditions for these
measurements are p=100kPa and 7,=25°C. Data were
taken in both transmission and reflection for each x-ray line
and averaged; the final results can be written as

A(MoKay) .

Y _036940604(19) [53X10°7] (342)
dy0(N)

A(CuKay) B

T _0.80232804(77) [9.6X10°7]. (343)
d0(N)

The uncertainties are essentially those assigned by the ex-
perimenters and include components due to the index of re-
fraction of silicon (required to evaluate the Bragg equation
for the reflection data), measurcment of temperature and
angle, alignment of the apparatus, and scatter of the data.
Although the two ratios have some common components of
uncertainty, their covariance can he assumed to be negli-
gible.

More recently, NIST researchers have measured the dif-
ference between dyy(N) and dyyy of PTB crystal WASO 17,
where the {220} lattice spacing of WASO 17 is relevant to
the determination of the relative atomic mass of the neutron
(see Secs. 3.1.3.c and 3.9). The result is (Kessler et al., 1997;
Kessler, 1999)

dp0(W17) — dyp(N)
dm(wn)

=7(17)x10™° (344)

and reflects the new NIST lattice comparison protocol (see
Sec. 3.1.3.c). The correlation coefficients of this fractional
difference and the other NIST fractional differences given in
Eqgs. (51) to (53) are in the range —0.37 to 0.15.
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In order to obtain best values in the least-squares sense for
xu(CuKa;), xu(Mo Ka;), and A*, we take these units to be
adjusted constants. Thus the observational equations for the
data of Egs. (340) to (343) are

A(CuKoy) | 1537.400 xu(CuKay) (345)
dy(N) d(N)

A(MoKa;) . 707.831}xu(M0 Kay) (346)
d0(N) dp(N)

AWK 0.2090100 A*
(WRay) (347)
dy(N) do(N)

A(CuKay) | 1537.400 xu(CuKa,) (348)

dzzo(w4.za) - d220( W42a) ’

where dyy(N) is taken to be an adjusted constant and
dyyo(W17) and dyyo(W4.2a) are adjusted constants as well. In
this context, the NIST XROI crystal simply plays the role of
an intermediate reference crystal; a directly measured value
of its {220} lattice spacing d,yo(N) in meters is not required.

3.19. Other Quantities

As pointed out in Sec. 1.4, there are a few cases in the
1998 adjustment where an inexact constant that enters the
analysis of input data is taken to be a fixed quantity rather
than an adjusted quantity, because the input data have a neg-
ligible effect on its value. Three such constants, used in the
calculation of the theoretical expressions for the electron and
muon magnetic moment anomalies a, and a,, (see Appendi-
ces B and C), are the mass of the tau lepton m,, the Fermi
coupling constant Gy, and sine squared of the weak mixing
angle sin® 6. The values we adopt for these constants are
based on the most recent report of the Particle Data Group
(Caso et al., 1998):

=1777.05(29) MeV [1.6X1074] (349)

G ,
“)3 =1.16639(1)X 1077 GeV™2 [8.6X107°] (350)

(hc
sin® By =0.2224(19) [8.7X107°]. (351)

Note, however, that the uncertainty assigned to m.c? by the
Particle Data Group is unsymmetrical and equal to
+0.29MeV, —0.26 MeV. For simplicity and because it is
not at all critical, we have symmetrized the uncertainty by
taking it to be 0.29 MeV. Also, the definition of sin’ 6y
depends on the renonnahzatxon prescription used. We take as
its definition sin? Gy = sw 1— (mw/mz)?* based on the on-
shell scheme, where my,-and m are the masses of the W=
and Z° bosons, respectively, because this definition is con-
ceptually simple and is that employed in the- calculation of
the electroweak contributions to @, and a, (Czarnecki,
Krause, and Marciano, 1996). The recommended value for
the mass ratio of these bosons is my/mz=0.8818(11),
which leads to our adopted value of sin? 8 given above. On
the other hand, the value recommended by the Particle Data
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Group (Caso et al., 1998) is based on a particular variant of
the modified minimal subtraction (MS) scheme, which gives
the much more. accurate value svin2 Ow(M7)=0.23124(24).

4. Analysis of Data

In this portion of the paper, we analyze the previously
discussed input data with the exception of the values of the
Newtonian constant of gravitation G, since the latter have
already been dealt with in Sec. 3.17. Based on this analysis,
the focus of which is the compatibility of the data and the
extent to which a particular datum would contribute to the
determination of the 1998 recommended values of the con-
stants, we select the final input data for the 1998 adjustment,
decide how the data are to be treated, and carry out the final
least-squares calculation from which the 1998 recommended
values are obtained. Our analysis proceeds in three stages.

First we compare directly measured values of the same
quantity, that is, data of the same type. An example is the
four measured values of the von Klitzing constant Ry .

Next we compare directly measured values of different
quantities, that is, data of different types, through the values
of a third quantity that may be inferred from the values of the
directly measured quantities. Prominent among these in-
ferred values are the fine-structire constant « and the Planck
constant 2. For example, the four directly measured values
of Ry are compared to the one directly measured value of the
magnetic moment anomaly a. through the five values of «
that can be inferred from the five directly measured values.
We have, of course, anticipated such comparisons by calcu-
lating values of a and & whenever appropriate as part of our
review of the data. Such calculations are meaningful because
many of the data of interest can be viewed as belonging to
either one of two categories: data that determine « or data
that determine %. Contributing to this dichotomy is the fact
that the uncertainties of the measured values of those quan-
tities that can be expressed as a combination of « and #,
such as the Josephson constant K;=(8a/uoch)"?, are sig-
nificantly larger than the uncertainty of a. Thus these mea-
sured values only provide competitive information regarding
h, not a.

Finally, we carry out a multivariate analysis of the data
using the well-known method of least squares, which we
briefly summarize in Appendix E as it is normally applied to
the determination of recommended values of the fundamen-
tal constants. (Because computing a weighted mean is
equivalent to applying the method of least squares in one
dimension, that is, to the case of one variable, we in fact also
employ the method of least squares in the first and second
stages of our data analysis.)

Although the multivariate analysis of the data provides the
most detailed, quantitative information regarding its overall
consistency and the relative importance of individual items
of data, because of the large number of such items and their
diversity, and because a multivariate analysis is somewhat
complex, this approach is not especially transparent. On the
other hand, although less complete than the multivariate
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analysis, comparisons of data of the same type, and compari-
sons of data of different types through the inferred value of a
third quantity, are convenient methods for obtaining a gen-
eral overview of the compatibility of the data and for iden-
tifying those data that are of greatest importance.

The principal input data relevant to the determination of
the Rydberg constant R, are not strongly coupled to the
principal input data relevant to the determination of the other
constants. We therefore carry out the first two stages of our
data analysis on the two categories of data—Rydberg con-
stant and other—independently. The third stage, multivariate
analysis, is at first also carried out independently, but then on
all of the data together. In fact, because of the complex na-
ture of the Rydberg constant data, its second-stage analysis is
actually done as a multivariate analysis. The two categories
of data, with individual items appropriately numbered, are
given in Tables 14.A.1 and 14.B.1. The covariances of the
data in each table are given in the form of correlation coef-
ficients in companion Tables 14.A.2 and 14.B.2. (Note that
throughout this Analysis of Data portion of the paper, the
letters ““‘A’’ and ‘‘B”’ are associated with data in the first and
second categories, respectively. Also, there are no correla-
tions between the data in Table 14.A.1 and the data in Table
14.B.1.) The portions of the text where the data and their
correlations are discussed are indicated in the last column of
Tables 14.A.1 and 14.B.1. [In Table 14.B.1, the quantity R™*
given in Eq. (166), Sec. 3.3.10.b, is denoted by R, since by
CPT invariance the sign of the charge is immaterial.}

The &°s given in Tables 14.A.1 and 14.B.1 are additive
corrections to various theoretical expressions that represent
our lack of knowledge of those expressions. That is, each of
the expressions includes an appropriate & as an additive cor-
rection, where the initial estimate of each & is zero but with
an appropriate standard uncertainty. In Table 14.A.1 the s
are associated with the theoretical expressions for the energy
levels of hydrogen (H) or deuterium (D) as indicated, while
in Table 14.B.1 the §’s are associated with the theoretical
expressions for the electron and muon magnetic moment
anomalies a. and a,, and the ground-state hyperfine split-
ting of muonium Awyg,. These expressions are required to
relate measured values of the frequencies of transitions be-
tween energy levels in H and D, a., g, and Avyy to ad-
justed constants such as a and R,,. The expressions and our
initial values for the uncertainties of the §’s are discussed in
Appendices A to D. Although the uncertainties depend on
values of various constants, the uncertainties of the constants
themselves are negligible in the calculation of the uncertain-
ties of the &’s.

4.1. Comparison of Data of the Same Type

This mode of comparison is obviously applicable only
when there are two or more measurements of the same quan-
tity. If there are only two measurements x; and x,, we sim-
ply compare them through their difference A=|x;—x,| and
the standard deviation of their difference wug gy

=\u?(x;)+u%(x,), since in this case the Birge ratio is
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given by Rp=vx*/v=Alugs with degrees of freedom
v=1 (see Appendix E). If there are N measurements
with N>2, we compare them by computing their weighted

mean and resulting x> and/or Birge ratio Rg=/x?*/v with
v=N—1.

4.1.1. Rydberg Constant Data

The classic hydrogen Lamb shift is the only quantity in
Table 14.A.1 with more than one measured value. The Har-
vard University and the University of Sussex results for this
interval, items A14.1 and A14.2, agree: A= 0.8 u g¢s. The un-
certainty of the Sussex value is 2.2 times that of the Harvard
value, hence the weights of the two values in the calculation
of their weighted mean are 0.83 and 0.17, respectively. Al-
though these are the weights for their weighted mean, the
effective weights of these data in the full least-squares cal-
culation involving all of the data of Table 14.A.1 is less,
because the remaining experimental and theoretical data pro-
vide information about this interval as well. In the case of the
Lamb shift, they produce an indirect value of the interval
with a significantly smaller uncertainty than either directly
measured value. This is a common feature of a least-squares
analysis and, in fact, in some cases the uncertainty of the
indirect value is so small that one or more of the directly
measured values are inconsequential. '

.4.1.2. Other Data

Other data refers to the input data related to the constants
(R and G excepted) given in Tables 14.B.1 and 14.B.2.
There are nine different quantities in Table 14.B.1 that have
more than one measured value. We discuss each in turn.

Avyg, . The LAMPE 1982 and the LAMPF 1999 values of
the muonium ground-state hyperfine splitting, items B17.1
and B17.2, are in agreement: A =0.7 u g . The uncertainty of
the 1982 result exceeds that of the 1999 result by the factor
3.0, leading to a weight of 0.90 for the 1999 value and a
weight of 0.10 for the 1982 value in the calculation of their
weighted mean. '

R. The CERN value of R, item B19.1, and the
Brookhaven value of R, item B19.2, agree: A=0.1u 4. Be-
cause the uncertainty of the Brookhaven value is 1.8 times
that of the CERN value, the weights of the CERN and-
Brookhaven values in the calculation of their weighted mean
are 0.77 and 0.23, respectively. . .

I 1'1_90(10). For the NIST and NIM values. of I’ 1'3_90(10),
items B21.1 and B21.2, A=0.6 ug, and hence they agree.
However, the uncertainty of the NIM value exceeds that of

- the NIST value by a factor of 6.0, implying that in the cal-

culation of the weighted mean of the two values, the weight
of the NIST value is 0.97 and that of the NIM value is 0.03.
We therefore conclude that the NIM value provides a limited
amount of additional information.

I, _go(hi). The NIM and NPL values of I')_go(hi), items
B22.1 and B22.2, agree; A=0.1ug. Further, the uncer-
tainty of the NIM value is 1.6 times that of the NPL value,
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TaBLE 14.A.1. Summary of principal input data for the determination of the 1998 recommended value of the Rydberg constant R,, . [The notation for the
additive corrections dx(nL;) in this table has the same meaning as the notation ﬁij in Appendix A, Sec. 12.]

Item Relative standard
number Input datum Value uncertainty® u; Identification Sec.
Al v(1812-281) 2466 061 413 187.34(84) KHz 34%x10°8 MPQ-97 321
A2 vu(28in-8381n) 710 649 350 U12.1(3.6) KHz Lixig LK/LP-97 322
A3 vi(2S1,-8D3p) 770 649 504 450.0(8.3) kHz Lix10™1 LK/LP-97 322
A4 ve(281,-8Ds) 770 649 561 584.2(6.4) kHz 8.3x10712 LK/LP-97 322
A5 vu(2S1,-12D3,) 799 191 710 472.7(9.4) kHz 12x10°1 LK/LP-99 322
A6 v(281,~12Ds,) 799 191 727 403.7(7.0) kHz 8.7x10712 LK/LP-99 322
A7 (28 12-481) — § (1812251 4797 338(10) kHz 2.1x1076 MPQ-95 3.2.1
A8 p(2S12-4Dsp) — > vu(18,,-251) 6490 144(24) kHz 3.7%x107° MPQ-95 3.2.1
A9 (281268 1) — 1 ¥u(1812-3S1) 4197 604(21) kHz 4.9%107° LKB-96 322
A10 2(2812-6Ds) — +vy(18,-351) " 4699 099(10) kHz 22X107¢ LKB-96 322
All va(2S 1 4Py — & vie(181,-2812) 4664 269(15) kHz 3231076 Yalc-95 323
A12 vu(281-4Psn) — 3 (181,25 1) 6035 373(10) kHz 1.7x107¢ Yale-95 323
Al3 v(2S1,-2P3) 9911 200(12) kHz 1.2x1076 Harv-94 324
Al4.1 V(2P —2S1) 1 057 845.0(9.0) kHz 8.5x107¢ Haiv-86 324
Al42 v(2Py-281) 1057 862(20) kHz 1.9x107° USus-79 3.2.5
Al5 R, 0.8545(120) fm 14Xx1072 Rp-98 3.2.7
Al6 vp(281,-8S15) 770 859 041 245.7(6.9) kHz 8.9x 10712 LK/LP-97 322
Al7 Vp(251,-8D3p) 770 859 195 701.8(6.3) kHz 8.2x10712 LK/LP-97 322
Al8 vp(25,,-8Dsp) 770 859 252 849.5(5.9) kHz 7.7x10712 LK/LP-97 322
A19 vp(2S12-12D3p) 799 409 168 038.0(8.6) kHz 1.1x10™1 LK/LP-99 322
A20 vp(2S12-12Dsp) 799 409 184 966.8(6.8) kHz 8.5x10712 LK/LP-99 322
A21 Uo(2S1-481) — 3 vp(1815-2S) 4801 693(20) kHz 42%107¢ MPQ-95 3.2.1
A22 p(2S12-4Ds) — + vp(181,-25,) 6494 841(41) kHz 6.3X107° MPQ-95 32.1
A23 Ry 2.130(10) fm 4.7x1073 Rd-98 3.2.7
A24 vp(1812-281) — vu(181,-2S112) 670 994 334.64(15) kHz 2.2Xx10710 MPQ-98 3.2.1
A25 Su(1S10)/h 0(90) kHz [2.7x1071] theory App. A
A26 8u(2S1)/h 0(11) kHz [14x1071] theory App. A
A27 Su(3Sy)/h 0.0(3.3) kHz [9.1x 10717 theory App. A
A28 Su(4S,)/h 0.0(1.4) kHz [6.8X 10717 theory App. A
A29 Oy(6Sy2)/h 0.00(42) kHz [4.5X107%2)" theory App. A
T A30 Su(8Si)/h 0.00(18) kHz [3.4%x1071% theory App. A
A3l Su(2Py)/h 0.0(1.1) kHz [1.3x1071%) theory App. A
A32 Ou(4P)/h 0.00(14) kHz. [66%x10713] theory App. A
A33 Su(2Psp)lh 0.0(1.1) kHz [1.3x10717] theory App. A
A34 8u(4Psp)lh 0.00(14) kHz [6.6x10713] theory App. A
- A35 8:4(8D3p) /R 0.000(17) kHz [3.3x10713] theory App. A
A36 65(12D3)/h 0.0000(50) kHz [2.2x107 13} theory App. A
A37 3u(4Dsp)/h 0.00(14) kHz [6.6x10713] theory App. A
A38 83(6Dsp)/h 0.000(40) kHz [4.4%10713] theory App. A
A30 (8D /R 0.000(17) KMz [33x10713] theory App. A
A40 35(12Dsp)/h 0.0000(50) kHz [2.2x1071] theory App. A
Adl Sp(1S1)/h 0(89) kHz [2.7x1071] theory App. A
A42 n(2S10)h 0(11) kHz [14x1071] theory App. A
A43 3p(4S,p)/h 0.0(1.4) kHz [6.8x10712] theory App. A
Ad4 Sp(8S12)/h 0.00(17) kHz [3.4x1071?] theory App. A
A45 Sp(8D3p)/h 0.000(11) kHz [2.2x10713] theory App. A
Ad6 35(12Dsp)/h 0.0000(34) kHz [1.5%1071%] theory App. A
A47 Sp(4Dsp)/h 0.000(92) kHz [4.5%1071] theory App. A
A48 Sp(8Dsp)/h 0.000(11) kHz [2.2x10713] theory App. A
A49 - 19D,/ 0.0000(34) kHz [1.5%10713] theory App- A

“The values in brackets are relative to the frequency equivalent of the binding energy of the indicated level.
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TABLE 14.A.2. Non-negligible correlation coefficients r(x;, x ;) of the input data related to R,, given in Table 14.A.1. For simplicity, the two items of data
to which a particular correlation coefficient corresponds are identified by their item numbers in Table 14.A.1.

(A2, A3)=0348
(A2, A4)=0.453
r(A2, A5)=0.090
(A2, A6)=0.121
(A2, A9)=0.023
(A2, A10)=0.045
(A2, A16)=0.123
(A2, A17)=0.133
r(A2, A18)=0.142
(A2, A19)=0.098
(A2, A20)=0.124
r(A3, A4)=0470
r(A3, A5)=0.093
r(A3, A6)=0.125

" r(A3, A9)=0.023

r(A3, A10)=0.047
r(A3, A16)=0.177
r(A3, A17)=0.139
r(A3, A18)=0.147
r(A3, A19)=0.102
r(A3, A20)=0.128

r(A4, A5)=0.121

r(A4, A6)=0.162

r(A4, A9)=0.030
#(A4, A10)=0.060
r(A4, A16)=0.165
r(A4, A17)=0.180
r(A4, A18)=0.191
r(A4, A19)=0.132
r(A4, A20)=0.166

r(A5, A6)=0.475

r(A5, A9)=0.021
(A5, A10)=0.041
r(AS, A16)=0.113
r(A5, A17)=0.123
r(AS, A18)=0.130

-~ r(As, A19)=0.090

r(A5, A20)=0.114

r(A6, A9)=0.028
r(A6, A10)=0.055
r(A6, A16)=0.151
r(A6, A17)=0.165
r(A6, A18)=0.175
r(A6, A19)=0.121
r(A6, A20)=0.152

r(A7, A8)=0.105"

r(A7, A21)=0.210
r(A7, A22)=0.040
r(A8, A21)=0.027
(A8, A22)=0.047
r(A9, A10)=0.141
r(A9, A16)=0.028
r(A9, A17)=0.031
(A9, A18)=0.033
r(A9, A19)=0.023
r(A9, A20)=0.028
r(A10, A16)=0.056
7(A10, 417)=0.061
r(A10, A18)=0.065
r(A10, A19)=0.045
r(A10, A20)=0.057
r(A11, A12)—0.083
r(A16, A17)=0.570
r(A16, A18)=0.612
r(Al6, A19)=0.123
r(A16, A20)=0.155
r(A17, A18)=0.667
r(Al17, A19)=0.134
r(A17, A20)=0.169
r(A18, A19)=0.142
r(A18, A20)=0.179
r(A19, A20)=0.522
r(A21, A22)=0.011
r(A25, A26)=0.999

r(A25, A27)=0.999
r(A25, A28)=0.999
r(A25, A29)=0.999
r(A25, A30)=0.999
r(A25, A41)=0.998
r(A25, A42)=0.998
r(A25, A43)=0.998
r(A25, A44)=0.997
r(A26, A27)=0.999
r(A26, A28)=0.999
r(A26, A29)=0.999
r(A26, A30)=0.998
r(A26, A41)=0.998
r(A26, A42)=0.998
r(A26, A43)=0.997
r(A26, A44)=0.997
r(A27, A28)=0990
r(A27, A29)=0.998
r(A27, A30)=0.998
r(A27, A41)=0.997
r(A27, A12)=0.907
r(A27, A43)=0.997
r(A27, A44)=0.997
r(A28, A29)=0.998
(A28, A30)—0.908
r(A28, A41)=0.998
r(A28, A42)=0.997
r(A28, A43)=0.998

r(A28, A44)=0.997 .

r(A29, A30)=0.998
r(A29, A41)=0.997
r(A29, A42)=0.997
r(A29, A43)=0.997
r(A29, A44)=0.996
r(A30, A41)=0.997
r(A30, A42)=0.997
r(A30, A43)=0.997

r(A30, A44)=0.998
r(A31, A32)=0.990
r(A33, A34)=0.990
r(A35, A36)=0.990
r(A35, A45)=0.944
r(A35, A46)=0.935
r(A36, A45)=0.935
r(A36, A46)=0.944
r(A37, A38)=0.990
r(A37, A39)=0.990
r(A37, A40)=0.990
r(A37, A47)=0.944
r(A37, A48)=0.935
r(A37, A49)=0.935
r(A38, A39)=0.990
r(A38, A40)=0.990
r(A38, A47)=0.35
r(A38, A48)=0.935
r(A38, A49)=0.935
r(A39, A40)=0.990
r(A39, A47)—0.035
r(A39, A48)=0.944
r(A39, A49)=0.935
r(A40, A47)=0.935
r(A40, A48)=0.935
r(A40, A49)=0.944
r(A41, A42)=0.999
r(A41, A43)=0.999
r(A41, A44)=0.999
r(A42, A43)=0.999
r(A42, A44)=0.998
r(A43, A44)=0.998
r(A45, A46)=0.990
r(A47, A48)=0.990
r(A47, A49)=0.990
r(A48, A49)=0.990

implying that the weights of the NPL and NIM values in the
calculation of their weighted mean are 0.72 and 0.28, respec-
tively.
I}_gy(10). The KRISS/VNIIM and VNIIM values of
h—oo(l0), items B23.1 and B23.2, do not agree; A
=2.4 ugg. The ratio of the uncertainty of the VNIIM value
to that of the KRISS/VNIIM value is 2.0, so that in the
calculation of their weighted mean, the weight of the KRISS/
VNIIM value is 0.79 and that of the VNIIM value is 0.21.
K. For the NML and PTB values of K, items B24.1 and
B24.2, A=0.3 u 4, indicating agreement. The uncertainty of
the NML value is 1.2 times that of the PTB value, implying
that the weights of the NML and PTB values in the calcula-
tion of their weighted mean are 0.58 and 0.42, respectively.
Ry . The values of Ry from NIST, NML, NPL, and NIM,
items B25.1, B25.2, B25.3, and B25.4, are in agreement. Cal-
culation of their weighted mean Ry yields x*>=1.46 for v
=3, Rg=0.70, and Q(1.46|3)=0.69, where Q(x?|v) is the
probability that an observed value of y? for v degrees of
freedom would exceed x? (see Appendix E). The normalized

residuals, r;=[Rg ;~Rg]/u(Ry ), for the four values are
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0.18, —0.95, 0.72, and 0.06, respectively, and their weights
in the calculation of their weighted mean are 0.65, 0.19,
0.13, and 0.02. Clearly, the amount of additional information
provided by the NIM result is limited. ‘

K3Rg. Items B26.1 and B26.2, the NPL and NIST values
of KfRK, are consistent; A=0.5ugy. The ratio of the un-
certainty of the NPL value to that of the NIST valuc is 2.3,
leading to weights for the NIST and NPL values in the cal-
culation of their weighted mean of 0.84 and 0.16, respec-
tively.

R. The NIST and NPL values of R, items B42.1 and
B42.2, are consistent; A=0.5ug;. However, because the
uncertainty of the NPL value is 4.7 times that of the NIST
value, the respective weights of the NIST and NPL values in
the calculation of their weighted mean are 0.96 and 0.04.
Thus the additional information contributed by the NPL re-
sult is limited.

In summary, we have identified a significant inconsistency
between the two measurements of I}_g(lo), items B23.1
and B23.2; and three data that provide limited information:
the NIM value of I,_g(l0), item B21.2; the NIM value of
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TABLE 14.B.1. Summary of principal input data for the deterrﬁination of the 1998 recommended values of the fundamental constants (R, and G excepted).

Ttem Relative standard

number Input datum Value uncertainty® u, Identification Sec. and Eq.
B1 A (CH) ' 1.007 825 032 14(35) 3.5x10710 AMDC-95 3.1.1
B2 A(H) 2.014 101 777 99(36) 1.8x1071¢ AMDC-95 - 3.1.1
B3 A,(*He) 3.016 029 309 70(86) 2.8x10710 AMDC-95 3.1.1
B4 A(*He) 4.002 603 2497(10) 2.5x1071 AMDC-95 3.11
B5 6m, /m(12C%) 0.000 274 365 185 89(58) 2.1x107° UWash-95 3.1.3.a (31)
B6 m(?C**)/dm, : 2.977 783 715 20(42) 14x10710 UWash-99 3.1.3.b (39)
B7 a, 1.159 652 1883(42) X 1073 ©3.7%107°7 UWash-87 3.3.1. (68)
B8 38, 0.0(1.1)x10~12 [0.98x107%] theory App. B (B24)
B9 He-(H)/ e (H) — 658.210 7058(66) 1.0x107% MIT-72 3.3.3 (95)
B10 14(D) pe~(D) —4.664 345 392(50) X 1074 1.1x107% MIT-84 3.3.4 (100)
B11 He-(H) — 658.215 9430(72) ‘1.1x1078 MIT-77 3.3.6b (115)
B12 ey —0.761 786 1313(33) 43%x107° NPL-93 1337 (117)
BI13 Mol ity —0.684 996 94(16) 24x1077 ILL-79 3.3.8. (122)
B14 oyt /,u.p 3.183 3442(17) 5.3%1077 SIN-82 3.3.9.a (133)
B15 »(58 MHz) 627 994.77(14) kHz 22%X1077 LAMPE-82 3.3.9.b (145)
B16 v(72 MHz) 668 223 166(57) Hz 8.6x107% LAMPF-99 3.3.9.c (153)
B17.1 Ay 4463 302.88(16) kHz ‘ 3.6x1078 LAMPF-82 3.3.9.b (144)
B172 Avpg 4463 302 765(53) Hz S 12%x107 LAMPE-99 3.3.9.c (152)
BI18 e 0.0(1.2)X 107! kHz [2.7x1078] theory App. D (D13)
B19.1 R 0.003 707 213(27) 7.2%107¢ CERN-79 3.3.10.a (164)
R197, 7 0.003 707 220(48) 13X1073 BNL-99 3.3.10.b (166)
B20 3, 0.0(6.4)x 1071 [5.5%1077] theory App. C (C35)
B21.1 Ty gl0) 2.675 154 05(30) X 108 s~ T} 1.1x1077 NIST-89 3.4.1.a (183)
B21.2 7 —oo(l0) 2.675 1530(18)X 108 s™1 T~} 6.6x1077 NIM-95 3.4.1b (197)
B22.1 I} gohi) 2675 1525(43)x 108 574 T 1.6x107° NIM-95 T 3.4.1b (198)
B222 T} _go(hi) 2.6751518(27)x 108 s7! T™! 1.0x1076 NPL-79 3.4.1.c (205)
B23.1 I _go(lo) 2.037 895 37(37) X108 s T} 1.8x1077 . KR/VN-98 3.4.2.a (210)
B23.2 I _go(10) 2.037 897 29(72) x 108 s~ T~! 3.5x1077 VNIIM-89 3.4.2b (214)
B24.1 Ky 483597.91(13) GHz V™! 2.7%1077 NML-89 3.5.1 (221)

B242 K; 483 597.96(15) GHz V™! 3.1%1077 PTB-91 3.5.2 (226).
B25.1 Rx 25 812.808 31(62) & 24%107% NIST-97 3.6.1 (232)
B25.2 Ry 25 812.8071(11) Q 44x1073 NML-97 3.6.2 (235)
B25.3 Ry 25 812.8092(14) Q 54%x107% NPL-88 3.6.3 (237)
B25.4 Ry ’ 25 812.8084(34) Q 1.3x1077 NIM-95 3.6.4. (239)
B26.1 K2Ry 6.036 7625(12)x 103 771571 2.0x1077 NPL-90 3.7.1 (245)
B26.2 K2Ry 6.036 761 85(53)x 103 771571 8.7x 1078 NIST-98 3.7.2 (248)
B27 Foo 96 485.39(13) C mol ™! 1.3x107¢ NIST-80 3.8.1 (264)
B28 Ameas /dao(1LL) 0.002 904 302 46(50) 1.7x1077 NIST-99 . 3.13.c (48)
R29 him d ypo(Wos) 2 060.267 004(84) m s~! 411078 PTB-09 3.11.1 (282)
B30 1~ dyyg(W17)/ d o ILL) ~8(22)x107° [22%1078] NIST-99 3.1.3.c (51)
B31 1~ dy3p(MO*4)/ dpp(ILL) 86(27)x107° [2.7%1078] NIST-99 3.13.c (52)
B32 1—dyyo(SH1)/ dgpq(ILL) 34(22)x107° © [22x107% NIST-99 3.1.3.c (53)
B33 L= dyp(N)/d 0 W17) 7A7)X107° [L7X107%] NIST-99 3.18 (344)
B34 dpo(Wa28) dgpe(Woa) — 1 —-1(21)x107° [2.1x107%] PTB-98 3.9 (266)
B35 dapo(W1T) d e Wo4) — 1 22(22)x107° [2.2X107%] PTB-98 3.9 (267)
B36 Ao MO*4)/ d o W04) — 1 —103(28)x107° [2.8X107%] PTB-98 3.9 (268)
B37 doo(SHI) d gy Wos) — 1 —2321)x107° [2.1x107%] PTB-98 3.9 (269)
B38 dyaoldpe(Woa) — 1 15(11)x107° [1.1x107%] . PTB-99 3.9 (270)
B39 dgg(W42a) 192 015.563(12) fm 62%x107% PTB-81 3.9.1 (272)
B40 dypp(MO*4) 192 015.551(6) fm T 34x1078 IMGC-94 3.9.2 (273)
B4l do(SHL) 192015.587(11) fm 5.6%x1078 NRLM-97 3.9.3 (274)
B42.1 R _ 8.314471(15) Jmol ! K1 1.8x 1076 NIST-88 3.14.1 (309)
B422 R 8.314504(70) Jmol ™! K™! T 84%1078 NPL-79 3.14.2 (312)
B43 A(Cu Koty )/ dpyo(Wa2a) 0.802 327 11(24) 3.0x1077 FSU/PTB-91 3.18 (340)
B44 A(W Kay)/dpy(N) ‘ 0.108 852 175(98) 9.0x1077 NIST-79 3.18 (341)
B45 A(Mo Katy)/dype(N) 0.369 406 04(19) 53%x1077 NIST-73 3.18 (342)
BA46 A(Cu Koy )/ dpp(N) 0.802 328 04(77) 9.6X1077 NIST-73 3.18 (343)

“The values in brackets are relative to a.,a, ,Avy,, or 1, as appropriate.
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TaBLE 14.B.2. Non-negligible correlation coefficients r(x;, xj) of the input data related to the constants (R,
and G excepted) given in Table 14.B.1. For simplicity, the two items of data to which a particular correlation
coefficient corresponds are identified by their item numbers in Table 14.B.1.

r(B1, B2)=0.314
r(B1, B3)=0.009
r(B2, B3)=0.028
r(B15, B17.1)=0.227
r(B16, B17.2)=0.195

r(B29, B34)=0.258
r(B29, B35)=0.241
r(B29, B36)=0.192
r(B29, B37)=0.258
r(B30, B31)=0421

(B30, B33)=-0.375
r(B31, B32)=0421
r(B31, B33)=0.125
r(B32, B33)=0.153
r(B34, B35)=0.469

r(B34, B37)=0.502
r(B35, B36)=0.347
r(B35, B37)=0.469
r(B36, B37)=0.372

r(B21.2, B22.1)=-0.014

r(B30, B32)=0.516

r(B34, B36)=0.372

Ry, item B25.4; and the NPL value of R, item B42.2.

4.2, Comparison of Data of Different Types

For the data related to the Rydberg constant, the compari-
sons are mainly through inferred values of R.,. However,
some comparisons are possible through inferred values of the
bound-state rms charge radius of the proton R, or of the
deuteron Ry. For the data not closely related to the Rydberg
constant, the comparisons are mainly through inferred values
of « and k. :

4.2.1. Rydberg Constant Data

As mentioned in the first part of Sec. 4, because of the
complex nature of the Rydberg constant data, their second-
stage analysis is best done using a multivariate analysis.
Hence we postpone comparing the data through the values of
Rw, Ry, and Ry they imply until Sec. 4.3.

4.2.2. Other Data

Although the data of Tables 14.B.1 and 14.B.2 are com-
pared in this section by means of inferred values of a and h,
we first recall that the SIN value of Myp+{ phy, item Bl4, the
LAMPF value of v(58 MHz), item B15, and the LAMPF
value of »(72MHz), item B16, can be compared through

inferred values of the muon-electron mass ratio m,/m..
These values of m, /m,, which are summarized in Table 9,
Sec. 3.3, are in agreement and have relative standard uncer-
tainties of 5.3X 1077, 3.6X1077, and 1.2X 1077, respec-
tively. However, because the value of m,/m, that can be
inferred from the 1982 and 1999 LAMPF values of Ay,
items B17.1 and B17.2, together with the theoretical expres-
sion for this splitting has a relative standard uncertainty of
only u,~3X107% [see Eq. (161), Sec. 3.3.9.d], the 1998
recommended value of m,/m, is principally determined by
the indirect value generated from items B17.1, B17.2, «, and
the theoretical expression.

Table 15 and Fig. 2 numerically and graphically compare
a significant portion of the data of Tables 14.B.1 and 14.B.2
through inferred values of . (For simplicity, the figure com-
pares only data whose inferred values of a have a relative
standard uncertainty u,<1X1077))

Inspection of the table and figure shows that some of the
values of « are not in good agreement, implying that some of
the data of Table 14.B.1 disagree. Most notable in this regard
is the VNIIM value of I,_g(lo), item B23.2; its inferred
value of « is significantly larger than any other value and
exceeds the value of a with the smallest uncertainty, that
implied by the University of Washington measured value of
a., item B7, by over 3.5 uge. Moreover, its uncertainty is

TABLE 15. Comparison of the input data given in Tables 14.B.1 and 14.B.2 via inferred values of the fine-
structure constant « in order of increasing standard uncertainty.

Primary Item Relative standard
source number Identification Sec. and Eq. a’t uncertainty u,
a. B7 UWash-87 3.3.1(72) 137.035 999 58(52) 3.8%107°
Ry B25.1 NIST-97 3.6.1 (233) 137.036 0037(33) 24%1078
him dy(Wode) B29 PTB-99 3.11.1 (282)
dypp(MO*4) B40 IMGC-94 3.11.1 (285) 137.036 0100(37) 2.7x1078
d5p0(SHI) B41 NRIM-97 3.11.1 (286) 137.036 0017(47) 341078
dypo(W4.22) B39 PTB-81 3.11.1.(284) 137.036 0119(51) 3.7%10°8
I, _g(lo) B21.1 NIST-89 3.4.1.a (193) 137.035 9880(51) 3.7x107%
Ry B252  NML-97 3.6.2 (236) 137.035 9973(61) 44x1078
Ry B25.3 NPL-88 3.6.3 (238) 137.036 0083(73) 5.4%x107%
I _go(lo) B23.1 KR/VN-98 34.2.a(212) 137.035 9853(82) 6.0x107%
Avy, B172  LAMPF-99 3.3.9.d (159) 137.035 9932(83) 6.0x1073
Ii_go(l0) B232 VNIIM-89 3.4.2b (215) 137.035 942(16) 12x1077
Ry B25.4 NIM-95 3.6.4. (240) 137.036 004(18) 13x1077
Avyg, B17.1 LAMPF-82 3.3.9.d (158) 137.036 000(20) 1.5%1077
I _go(l0) B212 NIM-95 3.4.1.b (200) 137.036 006(30) 22%1077.
R B19.1 CERN-79 3.3.10.c (169) 137.035 18(98) 7.2x107¢
R B19.2 BNL-99 3.3.10.c (170) 137.0349(18) 13%1073
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FiG. 2. Graphical comparison of the input data related to the constants (R,
and G excepted) given in Tables 14.B.1 and 14.B.2 via inferred values of
the fine-structure constant « as summarized in Table 15, in order of increas-
ing standard uncertainty.

nearly 30 times larger, implying that its contribution fo any
least-squares adjustment that includes this value of a. and
the theoretical expression for a. will be negligible. This
statement applies as well to the NIM value of Rk, item
B25.4, the NIM value of I, ;_90(10), item B21.2, and the
CERN and BNL values of R, items B19.1 and B19.2, be-
cause of their comparatively large uncertainties and the fact
that they mainly determine «. However, the statement does
not apply to the LAMPF values of Avyy,, items B17.1 and
B17.2, because, as noted at the beginning of this section,
these items, a, and the theoretical expression for Ay, gen-
erate an indirect value of m, /m. with an uncertainty signifi-
cantly smaller than any other value.

The compatibility of the inferred values of « of Table 15,
and hence of the input data from which they were principally
obtained, may be brought into sharper focus in the following
way: We put aside the first of the last six values in the table
because of its severe disagreement with the other values, and
also the last five values because their uncertainties are so
large that they contribute little additional information, even
though they agree among themselves and with the other data.
We then combine the remaining values to obtain (in order of
- increasing value for ™) '

a~}(Iy)=137.0359871(43) [3.2X10 ®]1  (352)
a” (Avy,) =137.0359952(79) [5.7x107%] (353)
a Y(a,)=137.03599958(52) [3.8x107°] (354)
o™ (Rg)=137.0360030(27) [2.0X10%] (355)
a” Y(h/my)=137.0360084(33) [24X107%], (356)

where a~!(I'y,) is the combined result from the NIST mea-
surement of I,_go(lo) and the KRISS/VNIIM measurement
of I7_go(lo), items B.21.1 and B.23.1 (the experiments are
similar and the two inferred values of a agree); a™ ' (Avyy)

1799
598 599 600 ) 601 602
! I ! I ! T T
F——e—— h/my
F—&—{ Rx
i  ae
- Avva
e Iy
i ! | 1 1 L | )
598 599 600 601 602

(a~! —137.03) x 10°

FiG. 3. Graphical comparison of the five values of the inverse fine-structure
constant a~! given in Eqgs. (352) to (356), in order of increasing value
of a”L.

is the muonium value of the fine-structure constant given in
Eq. (160), Sec. 3.3.9.d; a '(a.) is the electron magnetic
moment anomaly value (the first entry of Table 15);
a”1(Rg) is the weighted mean of the three values from the
NIST, NML, and NPL measurements of Ry (they are in
agreement—see Sec. 4.1.2); and ae_l(h/mn) is the h/m,
value of & given in Eq. (287), Sec. 3.11.1 [for the calculation
of this value, Q(4.6]4)=0.33, and dy(SH1) has the largest
normalized residual: r=1.67]. These five values of a are
compared graphically in Fig. 3.

Ignoring the small correlations between some of the val-
ues, we find for their weighted mean
137.03599972(50) [3.6X107°], with Rz=2.1 and
0(17.5/4)=0.0016. The normalized residuals of the five
values are —2.9, —0.6, —0.3, 1.2, and 2.7, with a_l(l"éo)
responsible for 48 % of y? and &~ }(h/m,) for 41 %. Clearly,
the data do not agree well. However, note that because the
uncertainty of &~ !(a,) is significantly smaller than that of
any of the other values, and because a NI ;0) and
a” !(h/m,) tend to counterbalance one another, the weighted
mean exceeds a—l(ae) by less than 0.3 times the standard
uncertainty of @~ !(a,), a shift that is not particularly signifi-
cant. We thus expect that even if all of the input data of
Table 14.B.1 are retained, the 1998 recommended value of «
will be determined mainly by w(a,).

Table 16 and Fig. 4 numerically and graphically compare
by means of inferred values of z many of the data of Tables
14.B.1 and 14.B.2 that have not been compared in Table 15
and Fig. 2 through inferred values of «. Examination of
Table 16 and Fig. 4 shows that the values of h are in agree-
ment, implying that the seven input data from which they
primarily are derived are consistent: the absolute value of the
difference A between any two values of & is less than the
standard uncertainty of their difference ugy, and in most
cases A is significantly less than ugg. (To obtain 4 from Kj
requires a value of « and to obtain A from I l’,_go(hi) or Fgq
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TABLE 16. Comparison of the input data given in Tables 14.B.1 and 14.B.2 via inferred values of the Planck

constant & in order of increasing standard uncertainty.

Primary  Item Relative standard
source number  Identification  Sec. and Eq. K/ s) uncertainty u,
K3iRx B262 NIST-98 372 (249) 6626068 91(58)x 1073 8.7%x 1078
K2Ry B26.1 NPL-90 3.7.1 (246) 6.626 0682(13) X 10~ 2.0%10~7
Ky B24.1 NML-89 3.5.1 (223) 6.626 0684(36) X 1073 5.4%x1077
K, B24.2 PTB-91 3.5.2 (227) 6.626 0670(42) X 10~ 63x1077
Ipoo(hi)  B22.2 NPL-79 34.1c(206)  6.626 0729(67)x 107 1.0x107¢
Foo RY7 NIST-80 3.8.1(265)  6.6260657(88)X 107 13%1076
Tpogo(hi)  B22.1 NIM-95 34.1b(202) 6.626071(11)X 107 1.6x107¢

requires a value of a?. Although the above discussion indi-
cates that a number of values of « are available, the possible
variation of « is sufficiently small that its impact on the
agreement among the values of 7 is inconsequential.)

Because the uncertainties of the values of 4 from the NIST
and NPL values of K?‘RK, items B26.2 and B26.1, are rather
smaller than the uncertainties of the other values of 2, we
expect that the 1998 recommended value of  will be deter-
mined to a large extent by these two input data.

4.3. Multivariate Analysis of Data -

Our third stage of data analysis proceeds in three steps.
First we analyze the Rydberg-constant data of Tables 14.A.1
and 14.A.2, then the other data of Tables 14.B.1 and 14.B.2
and then all of the data together. In this analysis, the input
data are related to the adjusted constants by means of appro-
priate observational equations. In those equations, the sym-
bol = is used to indicate that an observed value of an input
datum of the particular type shown on the left-hand side is
ideally given by the function of the adjusted constants on the
right-hand side. In general, an observational equation in a
least-squares adjustment does not express an equality, be-

5 6 7 8 9 10
T 7 T ! I ¥ I T
t * i Ip_go(hi) NIM-95
¢ - i Fp NIST-80
F———&———— I, g(bi) NPL-79
—— .K, PTB-91
—ea—-1 K; NML-89
o4 KZRx NPL-90
ol KjRx NIST-98
) | 1 1 ! | 1 | ‘ L
5 6 7 8 9 10

[R/{107*Js) — 6.6260] X 10°

FIG. 4. Graphical comparison of the input data related to the constants (R.,
and G excepted) given in Tables 14.B.1 and 14.B.2 via inferred values of
the Planck constant k as summarized in Table 16, in order of increasing
standard uncertainty. :
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cause it is one of an overdetermined set of equations relating
the data to the adjusted constants. In particular, in an obser-
vational equation of the form Z=Z, the measured value
(left-hand side) of a quantity does not in general equal the
adjusted value (right-hand side) of that quantity. The best
estimate of a quantity is given by its observational equation
evaluated with the least-squares estimated values of the ad-
justed constants on which it depends (see Appendix E).

TABLE 17.A.1. The 28 adjusted constants (variables) used in the leasi-
squares multivariate analysis of the Rydberg constant data given in Tables
14.A.1 and 14.A.2. These adjusted constants appear as arguments of the
functions on the right-hand side of the observational equations of Table
17.A.2. [The notation for hydrogenic energy levels Ex(nL;) and for additive
corrections dx(nL;) in this table have the same meaning as the notations

E,’f,_j and 53,(14- in Appendix A, Sec. 12.]

Adjusted constant Symbul

_Rydberg constant R.
bound-state proton rms charge radius R,
additive correction to Ey(1S,,) Su(1S10)
additive correction to E(2S,5) Su(2S1)
additive correction to Eg(3S;,) 8u4(3S1p)
additive correction to Ex(4S,,) Su(4S1)
additive cotrection to Ex(6S,) 84(6S1)
additive correction to Ey(8S,,) 6u(8S1)
additive correction to Eyx(2P;,) 8y(2Pyp)
additive correction to Ey(4Py)) Su(4Pyp)
additive correction to Ex(2P3y) 8u(2P3p)
additive correction to Ey(4P3;) 64(4P3p)
additive correction to Ey(8Dsp) 84(8D3p)
additive correction to Ey(12D;p) 8y(12D3p)
additive correction to Ey(4Ds),) Sy(4Dsp)
additive correction to Ey(6Dsp) 8u(6Dsp)
additive correction to Ey(8Dy/) Sy(8Dsjp)
additive correction to Ey(12Ds),) 6y4(12Ds)y)

bound-state deuteron rms charge radius Ry

additive correction to Ep(1S;,) Ip(18y)
additive correction to Ep(2S;5) 8p(28y)
additive correction to Ep(4S;,) 6p(481)
additive correction to Ep(8S;,,) Sp(8Syy)
additive correction to Ep(8D;,;) S,(8Dy;)
additive correction to Ep(12Dsp) 8p(12D3yy)
additive correction to Ep(4Ds,) 8p(4Dsp)
additive correction to Ep(8Dsp) p(8Dspp)
additive correction to Ep(12Ds)) 6p(12Dss)
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TABLE 17.A.2. Observational equations that express the input data related to R, in Tables 14.A.1 and 14.A.2 as functions of the adjusted constants m 1avie
17.A.1. The numbers in the first column correspond to the numbers in the first column of Table 14.A.1. The expressions for the energy levels of hydrogenic
atoms are discussed in Appendix A. As pointed out in Sec. 12 of that Appendix, Ex(nL;)/4 is in fact proportional to ¢R, and independent of %, hence % is
not an adjusted constant in these equations. [The notation for hydrogenic energy levels Ex(nL;) and for additive corrections 8x(nL;) in this table have the

X

same meaning as the notations E,; ; and 551_; in Appendix A, Sec. 12.] See Sec. 4.3 for an explanation of the symbol =.

Type of input

datuisn

Obscrvational equation

Al1-A6, Al13, Al4

A7-A12

A23

vH(nlLljl—nZLij) = {Eﬂ(nZLij;Rw ’a,Ar(e)’Ar(P)7Rp * EH(nZL’ij))

—Ey(niLy;;Re =C‘7Ar(e) AP Ry, SulmiLy; DA

vu(niLy; —nalay)— ;!LVH(nSLGj3_”4L4j4) = {Ey(ny1s;,;Re , 0, A(8),A(P). Ry . SulnzL5;))

—Ey(niLyj ;Re ,0,A(€).AlP), R, , S(n1Ly )

- 1[En(neLyjiRe A {€).A(D). Ry Su(nsLyy,))

— EH(n3L3i3;R’m ,a,A(e),A(p).R, ,5H(n3L3j3))]}lh
R,=R,

VD("ILljl_n?.]-sz) = [ED(nZIJZjZ;Rw )avAt(e)&Ar(d)’Rd’aD(nZLZjZ))

—Ep(niLyj,iRw ,a,AL(€), A{d),Rq, 0p(n 1Ly )) 1A

w1l —ralaj,)— éVD(”3L3j37”4L4j4) = {Ep(ralyj i Re s, A (), A, (d), R4, Sp(ralsy)))

- ED(nlLljl;Rw oA (e),A(d),Ry ’5D(”1L1jl))

~ 1[Ep(niLyiRe, ,AL(€),A(d).Ry, Sp(eLsy,))

- ED(”3I-'3j3;Rm ;a,4,(e),A(d),Ry ,5D("3I/3j3))]}/h
Rq= R4

A24 up(181,=2512) — V(1810 28y) = {Ep(2S1n3Rw0 -2, A(€),A,(d), Ry, 6p(2S 1))

A25-~A40
A41-A49

—Ep(181n;Rw,a,A(e),A(d),Rq,5p(18))
—[Eu(2S);Re s, A(€),A(P). R}, 5u(2811))
—En(18123Rx ,a,A{e),A(D),R;, 0u(181)) 1}k
du(nL;) = 6y(nLy)
6D("Lj) = 5D(nLj)

4.3.1. Rydberg Constant Data

The input data of Table 14.A.1, together with their corre-
lation coefficients in Table 14.A.2, are examined by carrying
- out various fits or adjustments based on the methoad of least
squares as summarized in Appendix E. These 50 input data
are of 49 different types and can be expressed in terms of 28
adjusted constants. It is these variables that are the ‘‘un-
knowns’’ of the adjustment and for which best estimated
values in the least-squares sense are obtained. The 28 ad-
justed constants.are given in Table 17.A.1, and the observa-
tional equailons thai relaic the 45 differeni types of inpui
data to the adjusted constants are given in Table 17.A.2.

The following comments apply to the observational equa-
tions given in Tahle 17.A2 and our use of them in this
section.

(i) The first argument in the expression for the energy of a
level does not denote an adjusted constant, but indicates the
state under consideration.

(ii) Because in this section we are interested only in the
internal consistency of the data that pertain to R, and be-
cause (he results of our least-squares analysis of those data
depend only weakly on the values of @, A(e), A/(p), and

A/(d) employed, we temporarily take for these quantities
their 1998 recommended values with no uncertainties. '
Our multivariate analysis of the Rydberg-constant data of
Tables 14.A.1 and 14.A.2 has involved many individual
least-squares adjustments; the results of the most informative
of these are summarized in Table 18. Since the key adjusted
physical constants in the observational equations used to
analyze the data are R., and the bound-state rms charge radii
R, and R4, we include in that table the values of these quan-
tities resulting from each adjustment. We discuss in turn

each of the gix adiuctmente lictad in the tahls

acihy O 1N S1X adjusimentic ligied 1 e tavie.

Adjustment 1. This adjustment irivolves all 50 input data
of Table 14.A.1, together with the correlation coefficients of
Table 14.A.2, expressed in terms of the 28 adjusted constants
of Table 17.A.1 by means of the 49 different observational
equations of Table 17.A.2; the degrees of freedom for this
adjustment is y=22.

Since this adjustment includes all of the data related to R.,
and the Birge ratio is Rg=0.76 with Q(12.7]22)=0.94, the
data are shown to be consistent. Further, no normalized re-
sidual r; exceeds 1.5. However, the normalized residual of
each Ox(nSyp), n=123,4,68, is in the narrow range
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TaBLE 18. Summary of the results of some of the least-squares adjustments used to analyze the input data .
related to R,, given in Tables 14.A.1 and 14.A.2. The values of R., R,; and Ry are those obtained in the
indicated adjustment, N is the number of input data, M is the number of adjusted constants, v=N—M is the
degrees of freedom, Ry=/x?/v is the Birge ratio, and Q(x2|) is the probability that the observed value of x?
for v degrees of freedom would have exceeded that observed value.

Adi. N M v x* Ry 0w R,/m™! 1u,(R) R,/fm Ry/fm
1 50 28 22 127 076 094 10973731.568521(81) 7.3x107'% 0.859(10) - 2.1331(42)
2 48 28 20 104 072 096 10973731.568549(83) 7.5x107'2 0.907(32) 2.153(14)
3 31 18 13 74 075 088 10973731.568556(96) 8.7X107'2 0.908(33)

4 16 11 5 21 065 084 10973731.56832(30) 2.7x107! 2.133(28)
5 36 28 8 48 078 078 10973731.56859(16) 1.5x107' 0.910(35) 2.154(15)
6 39 25 14 85 078 086 10973731.56853(10) 9.2x10712 0.903(35) 2.151(16)

—1.410<r;<—1.406, which shows a systematic deviation
between theory and experiment corresponding to 126/n° kHz
for nSy, states. The most likely sources for this difference
are a deviation of the value of the proton charge radius
and/or the deuteron charge radius predicted by the spectro-
scopic data from the values deduced from scattering experi-
ments, an uncalculated contribution to the energy levels from
the two-photon QED correction that exceeds the estimated
uncertainty for this term, or a combivation of these. Al-
though the normalized residuals of the input data for R}, and
R4 in this adjustment are —0.34 and —0.35, respectively,
these small values are a result of the small uncertainties of
the input data compared to the uncertainties associated with
the spectroscopic predictions.

Adjustment 2. This adjustment is the same as adjustment 1,
except that the input data for the charge radii Rp , item A15,
and R, item A23, are omitted. Thus the transition frequen-
cies alone determine the adjusted values of these constants.

If the proton and deuteron charge radii are allowed to vary
freely, they take on values that eliminate the systematic de-
viation seen in adjustment 1 regardless of its source. In fact,
the absolute value of the normalized residuals of all of the
6’s in this adjustment are less than 0.04, and for nS,, states,
0.0001 or less. The difference between the deduced values of
the Rydberg constant from this adjustment and adjustment 1
is about 3 u(R.,), while the uncertainty itself is increased by
less than 3 %. This value of R, is preferable to the value
from adjustment 1, because the adjustment from which it is
obtained provides significantly better consistency between:
theory and experiment, while its uncertainty is not signifi-
cantly larger.

Adjustments 3 and 4. Here the hydrogen data (adjustment
3) and deuterium data (adjustment 4) are considered sepa-
rately in order to investigate the consistency of the H and D
data. For the reasons given in the discussion of adjustment 2,

the input datum for R;, is not included in adjustment 3 and
the input datum for R, is not included in adjustment 4. In
either case the measurement of the H-D isotope shift, item
A24, is also omitted.

We see from Table 18 that the values of R., resulting from
these two adjustments agree, although the uncertainty of R,
from adjustment 4 (deuterium) is about three times larger
than the uncertainty from adjustment 3 (hydrogen).
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Adjustments 5 and- 6. The aim of these adjustments is to
check the consistency of the MPQ and the LKB-LKB/LPTF
data. Hence the MPQ data (adjustment 5) and the LKB and
LKB/LPTF data (adjustment 6) are considered separately,
again with R, and R omitted. In both adjustments, the Yale,
Harvard, and Sussex data, items A11, A12, A13, Al4.1, and
Al4.2, are included.

We see that the adjusted values of R, agree, as do the
adjusted values of R, and Ry.

Based on the above analysis, we conclude that the pre-
ferred way of treating the Rydberg-constant data is adjust-
ment 2. The reason is that by omitting as input data the
values of R, and Ry obtained from electron-scattering data
and allowing their values to be determined entirely by the
spectroscopic data, we eliminate the systematic difference
between theory and experiment observed in adjustment 1,
whatever its source. Although doing so increases the uncer-
tainty in the deduced value of the Rydberg constant, the in-
crease is very small and the resulting value of the Rydberg
constant has the advantage of being based on a consistent set
of data. For all of the adjustments with the input data for R,
and R, omitted, the values for these quantities predicted by
the spectroscopic data are in agreement with each other and
differ (particularly for the proton) from the input values de-
duced from electron-scattering experiments. However, since
the difference between the spectroscopic and the scattering
values for the two radii corresponds to a change of only 1.4
times the uncertainty of dx(nSy;), one cannot make a con-
clusive statement about the implications of the difference.

4.3.2. Other Data

As we did in the previous section for the Rydberg-constant
data, we examine here the input data related to the constants
(R and G excepted) of Table 14.B.1, together with the cor-
relation coefficients in Table 14.B.2, by means of a multi-
variate analysis based on the method of least squares as sum-
marized in Appendix E. These 57 input data are of 46
different types and can be expressed in terms of the 29 ad-
justed constants given in Table 19.B.1. The observational
equations that relate the 46 different types of input data to
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the adjusted constants are given in Table 19.B.2. The follow-
ing comments apply to these equations and our use of them
in this section. ' :

(i) The last column of the table gives the section in which
the basis of the observational equation in question is dis-
cussed. (Equations of the form Z=Z are self explanatory and
no section is indicated.)

(ii) The various ratios of binding energies Ey(X) to the
energy equivalent of the atomic mass constant myc? in the
observational equations for input data of type Bl to B6 are
taken as exact (see Sec. 3.1.2).

(iii) The bound-state corrections ge-(H)/g-, gp(H)/gp,
ge-(D)/g.-, and g4(D)/g, in the observational equations for
input data of type B9 to Bl1 are taken as exact; and simi-
larly, the bound state corrections g.-(Mu)/g.- and
g,.+(Mu)/g,+ in the observational equations for input data of
type B15 and B16, but which are not explicitly shown, are
taken as exact (see Sec. 3.3.2.). Note also that in the obser-
vational equation for these two input data, the exact proton
NMR reference frequency f, is not an adjusted constant but
is included in the equation to indicate that it is a function of

fo-

p(iv) The theoretical expression for the clectron magnetic
moment anomaly a. in terms of « and &, is given in Appen-
dix B, Eq. (B23); and that for the muon magnetic moment
anomaly a,, in terms of @ and 6, is given in Appendix C, Eq.
(C34).

(v) The theoretical expressions for a. and/or a,, are part of
the - observational equations for input data of type Bl4 to
B17, B19, and B21 to B23, but are not explicitly shown in the

equations for B15 to B17, since for simplicity the observa- -

tional equations for input data of type B15 to B17 are not
written as explicit functions of the adjusted constants.

(vi) The observational equation for items B15 and B16 is
based on Egs. (134), (142), and (143) of Sec. 3.3.9, and
includes the functions a(a, J.) and a,(a,8,), as well as the
theoretical expression for input data of type B17, Avyy, . The
latter expression is discussed in Appendix D and is a func-
tion of R, a, m./m,, a,(a,6,), and Syy.

(vii) In analogy with the analysis of the Rydberg-constant
data, in this section we are interested only in the internal
consistency of the other data. Because the results of our
least-squares analysis of these data depend only weakly on
the value of R,, employed, we temporarily take the 1998
recommended value for it with no uncertainty.

As for our multivariatc analysis of the Rydberg-constant
data, our multivariate analysis of the data of Tables 14.B.1
and 14.B.2 has involved many individual least-squares ad-
justments. The data used in some of the more informative of
these adjustments are summarized in Table 20 by indicating
the items of data omitted, and the results of the adjustments
themselves are summarized in Table 21. Since the key quan-
tities in determining a large number of the 1998 recom-
mended values of the constants are « and %, the values of
these quantities resulting from each adjustment are the focus
of the analysis and are given in the table. We discuss each of
the nine adjustments in turn.
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TaBLE 19.B.1. The 29 adjusted constants (variables) used in the least-
squares multivariate analysis of the input data given in Tables 14.B.1 and
14.B.2. These adjusted constants appear as arguments of the functions on
the right-hand side of the observational equations of Table 19.B.2.

Adjusted constant Symbol
electron relative atomic mass Afe)
proton relative atomic mass ALp)
neutron relative atomic mass A(n)
deuteron relative atomic mass A(d)
helion relative atomic mass A(h)
alpha particle relative atomic mass Af(w)
fine-structure constant a
correction to a.(th) 8,
electron-proton magnetic moment ratio IR
deuteron-electron magnetic moment ratio Pal the-
electron to shielded proton

magnetic moment ratio He-lpay
shielded helion to shielded proton

magnetic moment ratio T
neutron to shielded proton

magnetic moment ratio ! ;,cl',
electron-muon mass ratin my/m,
correction to Awvyy,(th) Snta
correction to a,(th) S
Planck constant h
molar gas constant R
copper Ko x unit xu(Cu Ka)
molybdenum Ko x unit xu(Mo Ka)

angstrom star Ax

dyp of Si crystal ILL dyo(ILL)
dyyg of Si crystal N do(N)
dop of Si crystal WASO 17 dyp(W17)
dopg of Si crystal WASO 04 - dygo(Wo4)
dyyo of Si crystal WASO 4.2a dyao(W423)
dy of Si crystal MO*4 dy(MO*4)
doy of Si crystal SH1 doyy(sH1)
d g of an ideal Si crystal dyg

Adjustment 1. This adjustment involves all N=57 input
data of Tables 14.B.1 and 14.B.2, expressed in terms of the
M =29 adjusted constants of Table 19.B.1 through the 46
different observational equations of Table 19.B.2; the de-
grees of freedom for this adjustment is v=N—M =28.

As anticipated from the analyses of Secs. 4.1.2 and 4.2.2,
the value of y? for this adjustment is significantly larger than
v. Also as anticipated, the principal contributor to the unac-
ceptably large value of x? is item B23.2, the VNIIM value of
I} _g(10). Tts normalized residual is r=3.6 and it is respon-
sible for 31 % of x2. However, its self-sensitivity coefficient
S, is only 0.20 %. (S, is a measure’ of how the least-squares
estimated value of a given type of input datum depends on a
particular measured value of that type of datum; see Appen-
dix E.) This value of S, confirms the limited potential of this
datum for contributing to the 1998 adjustment that was iden-
tified in Sec. 4.2.2.

Adjustment 2. When the VNIIM value of I}_g(lo) is
eliminated, one obtains a quite acceptable value of x?. The
three input data with the largest normalized residuals are
then the NIST value of I,_go(l0), item B21.1, with r=2.3;
the PTB value of h/mydyg(Wo4), item B29, with

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999
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TABLE 19.B.2, Observational equations that express the input data in Tables 14.B.1 and 14.B.2 as functions of
the adjusted constants in Table 19.B.1. The numbers in the first column correspond to the numbers in the first
column of Table 14.B.1. For simplicity, the lengthier functions are not explicitly given. See Sec. 4.3 for an
explanation of the symbol =.

Type of input
datam Observational equation Sec.
Bi A('H) = A(p)+A(e)— E('H)/m,c* _ 3.13b
B2 APH) = A(d)+A,(e) - Ey(*H)/m,c? 3.13b
B3 v A{%He) = A(h)+2A4(e)— E,(*He)/m c? 3.1.3b
B4 A*He) = A () +24 (e)— Ey(*He)/m c? 3.13b -
Bs bm. 64,(€) 3.13a
m("C%*) 12— 6A{e)+Ey(2C)/mc?
124+ - 120y 124+ 2
86 m(PCY) | 12-44(e) +[Ey(C)—Ey( Cct Ymye 3130
4mp 4A:(P) ) .
B7 Qe = ae(av 89,) App B
B3 &=,
-1
59 He-(H) | ge-(H) (gp(H)) He- 333
,LLP(H) 8e gp p‘P
-1
D D -(D
510 HalD) ., 8 )(ge ( )) Ba 334
.u'e‘(D) 84 e~ Me-
(H (H -
B11 He (, ) . g )/-"e, 3365
,U-p e~ fl’p
B12 e N
B13 'u—',‘ = ﬁ
My My
+ 1+ 8 -
Bl4 Hy = _a"’(a_..___’ p‘) .’Ef’.e_ 339a
#p 1+afa,&) "y fp
B1S, B16 W5) = ol £y iRev s 2, 25 5. 5 BM} 3390
P p'l @3 ,mpy ”p’ e ’],’ i)
mc
B17 Avyg, = AvMu( Re,a, ;—,5,,. ,5M“) App. D
»
B18 S = Sy
B1Yy R= _ b)) m.op 3.3.10.a
1+a(a,8) my py
B20 8,= 3,
Kj«ooRx—ou[l'*'ﬂ.(a’-a.)]as Meo- -1
B2 ’ = - — 4.1
L 1 _grilo) TaRe ﬂ{z 3412
c[1+aya,8,)]a? (/"‘e‘) !
B22 I _gyhi) = — {1 34.1b
p-oolhi) Ky_goRx-goR=h \ py
Ky_goRyg ool 1+a@,8)]a [ pe-\ "1 ey
B23 I _g(lo) = =} = 34.2a
h-50 _ 2poRe Kol by
173
D24 —»,=( Sa ) 3.5.4
\/’«oCh}
HoC
B25 = 200 3.6
Re 2a
B26 2p 2 37
KRy = A .
2
B27 o= M, Afe)e” 38
KJ—?ORK-—QDRwh
B28 Auews ,_a"Ad(e) A‘(“)+A'2(p) . 3.13c
dpo(iiL)  Rudy(1LL) [A(n)+A(p) P —A(d)
2
B2Y h : cAde)a 3.11.1

M d 20 W04) - 2R A {(n)dpy0(Wo4)
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TABLE 19.B.2. Observational equations that express the input data in Tables 14.B.1 and 14.B.2 as functions of
the adjusted constants in Table 19.B.1. The numbers in the first column correspond to the numbers in the first
column of Table 14.B.1. For simplicity, the lengthier functions are not explicitly given. See Sec. 4.3 for an

explanation of the symbol =—Continued.

Type of input
datum Observational equation Sec.
B30-B33 =G dml(V)
%) dy(X)
B34-B37 dp(®) - dan(®)
do(Y) dp(Y)
B38 dno 1= dyo _
o Wod) dypo(Wo4)
B39-B41 dyoo(X) = dpae(X)
Ba2 R-R
B43, BAG A(CuKay) _ 1537400 xu(CuKet;) i1
dape(X) d50(%)
A *
Bd4 A(WKo,) | 02090100 A 218
dyolN) dyao(N)
B45 A(Mo Key) - 707.831 xu(Mo Ke;) 218

daao(N)

dy(N)

r=-—2.0; and the KRISS/VNIIM value of I} _go(lo), item
B23.1, with r=1.8. The self-sensitivity coefficients S of the
three input data are 1.9 %, 38 %, and 0.78 %. The compara-
tively large normalized residuals are no surprise in view of
the discussion of Sec. 4.2.2. The fact that S for item B29 is
only 38 % can be understood by recognizing that the adjusted
value of a and the mean of the three values of d,yy(X) to-

gether produce an indirect value of h/myd,0(W04) with a
comparatively small uncertainty.

Adjustment 3. This adjustment demonstrates formally that
the VNIIM value of I} _4,(lo) is not incompatible just with
a.. As shown in Sec. 4.2.2, a,, provides a value of a with an
uncertainty that is significantly smaller than that of any other
value. To eliminate a(a.), we increase the standard uncer-

TABLE 20. Summary of the input data given in Tables 14.B.1 and 14.B.2 that are omitted from one or more of
the adjustments 1 to 9 summarized in Table 21 and discussed in the text. (Omission is indicated by O, inclusion

by @.)
Adjustment naiber

Item

number Symbol Identification 1 2 3 4 5 6 7 8 9
B8 A theory ® [ J O O ® [ ® [ ] [ J
Bl4 [y SIN-82 ® [ ] ® [ @ [ ¢] O
B19.1 R CERN-79 [ [ ® [ ] [ J [ ] ® O @)
B19.2 R BNL-99 [ o [ J [ ] ® [ ] [ O O
B21.1 l’,_go(lo) NIST-89 [ [ [ J [ ] O [ O ] O
B21.2 I} _go(l0), NIM-95 [ [} ® [ O [ ] O ©) O
B22.1 Ty gohi) NIM-95 ® [ ] ® ) ] ® ® o) )
B222 I _an(hi) NPL-79 [ ] ® ® ® [ [ ] [ J O (e}
B23.1 I} _ge(10) KR/VN-98 [ J [ @ ® O [ J O O. O
B232 T _g(l0) VNIIM-89 ® O ® ©) O O O O @)
B242 Ky PTB-91 [ ] [ J ® [ ] ® [ ] [ ] [ O
B25.2 Rg NML-97 [ J L J ® ® [ J [ ® O o
B253 Ry NPL-88 ® [ J ® [ ] o [ J [ 6] @)
B254 Ry NIM-95 L] [ ] ® [ ] [ J ® [ @) O
B26.1 KRy NPL-90 ¢ & o O e o o o o
B26.2 KRy NIST-98 ¢ © o O e o o o o
B27 Fao NIST-80 ® ® ® ® ® ® o O (@)
B39 . dopo( Wa.2a) PTB-81 [ ] ® ® ® [ J O O [ ] ®
B40 dane(MO*4) TMGC-94 [ e [ e e O @) L °
B41 doy(SHY) NRLM-97 [ [ J ® [ ] [ J O O ® ®
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TABLE 21. Summary of the results of some of the least-squares adjustments used to analyze the input data given in Tables 14.B.1 and 14.B.2. The values of
« and h are those obtained in the indicated adjustment, N is the number of input data, M is the number of adjusted constants, ¥=N—M is the degrees of

freedom, Rg=x*/v is the Birge ratio, and Q( X*|v) is the probability that the observed value of y? for v degrees of freedom would have exceeded that

observed value.

Adj. N M v X Re Qv a™! ula™h) RI(Js) u,(h)
1 57 29 28 414 12 0.05 137.035 999 68(50) 3.6X107°  6.626 068 78(52) X 1073 7.8x107%
2 56 29 27 28.7 1.0 0.38 137.035 999 73(50) 3.6X107°  6.626 068 78(52) X 103 7.8x1078
3 57 29 28 40.9 12 0.05 137.036 0008(18) 1.3X107%  6.626 068 78(52) X 10~ 7.8%1078
4 54 29 25 274 1.0 034 137.036 0015(18) 13X107%  6.626 0684(24) X 103 3.6x1077
5 53 29 24 20.0 0.9 0.70 137.035 999 90(50) 3.7X107°  6.626 068 78(52) X 1073 7.8%1078
6 53 29 24 17.5 0.9 0.83 137.035 999 52(50) 3.7X107°  6.626 068 78(52)X 1073 7.8X1073
7 50 29 21 9.1 0.7 0.99 137.035 999 69(51) 3.7X107°  6.626 068 78(52) X 10~ 7.8x107%
8 45 29 16 218 12 015  137.035999 76(50) 37%x107°  6.626 068 76(52) X 1073 7.8%1078
9 43 29 14 16.1 1.1 0.30 137.035 999 88(51) 3.7x107°  6.626 068 79(52) X 10734 7.9%1078

tainty u(48,) of &, by the multiplicative factor 106, (This is
what an open circle means in the row corresponding to &, in
Table 20.) In this case the normalized residual of the VNIIM
value 1S 3.6; it 1s responsible for 32 % of sz and its self-
sensitivity coefficient is 1.3 %. Because of the obvious se-
vere disagreement of this input datum with the other data and
negligible contribution to any reasonable adjustment, we
omit it from all other adjustments without comment.

Adjustment 4. To examine the robustness of the values of
a and A, we eliminate those input data that contribute most
significantly to their determination. Based on the discussions
of Secs. 4.1.2 and 4.2.2, these are «(a,) for & and the NIST
and NPL values of K7R, items B26.1 and B26.2, for h. We
see that the value of « of adjustment 2 differs from the value
of a of adjustment 4 by 1.0 times the uncertainty of « of
adjustment 4, and the latter uncertainty is 3.6 times the un-
certainty of a of adjustment 2. For h, the corresponding
numbers are 0.18 and 4.6.

We conclude that the values of « and % are in fact fairly
robust. -

Adjustments 5, 6, and 7. The first of these adjustments
shows the effect of deleting all three remaining low-field
gyromagnetic ratio results, especially the NIST value of
I'_gy(lo), item B21.1, and the KRISS/VNIIM value of
I'_go(l0), item B23.1; the second shows the effect of delet-
ing the PTB, IMCG, and NRLM values of dy(X), items
B39, B40, and B41; and the third shows the effect of deleting
all six of these input data. The adjustments reflect the results
that would have been obtained in Sec. 4.2.2 if the weighted
mean of the five values of o had been computed with a([, ;U)
deleted, then with a(h/m,) deleted, and finally with both
deleted. :

Adjustment 8. A considerable number of input data con-
tribute only marginally to the determination of the values of
the adjusted constants as measured by their values of S, in
adjustment 1. In adjustment 8, we omit those input data that
have values of S.<<1 % unless they are a subset of the data
of an experiment that provides input data with S.>1 %. The
only input datum considered in this section that falls in the
latter category is the 1982 LAMPF value of »(58 MHz),
item B15. (There are four input data related to the Rydberg
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constant that also fall into the latter category based on ad-
justment 1 of Sec. 4.3.1: items A8, A9, A21, and A22.)

As expected, the changes in the values of & and / and in
their uncertainties are inconsequential; the absolute value of
the change in a between adjustments 2 and 8 is about 1/18
times the standard uncertainty of «, and the absolute value of
the change in % is about 1/26 times the standard uncertainty
of h.

Adjustment 9. Here we extend the concept of adjustment 8
by eliminating all input data that in adjustment 1 have values
of §.<2 %. Because this cutoff for S, now eliminates the
NIST value of I,_gy(10), item B21.1, which in adjustment 8
provides a higher value of « that counterbalances the lower
values of « from Rk and h/m d,o(W04) , the absolute value
of the change in « is larger than that between adjustments 2
and 8. Nevertheless, the absolute value of the change in «
between adjustments 2 and 9 is still only about 1/3.4 times
the standard uncertainty of a. On the other hand, the absolute
value of the change in A4 is smaller; it is only about 1/75
times the standard uncertainty of 4.

In summary, we have identified and eliminated one sig-
nificantly discrepant input datum, item B23.2, the VNIIM
value of [} _g,(10), and have demonstrated the robustness of
the adjusted values of « and A.

Based on the analysis and discussion of the other data as
given here and in Secs. 4.1.2 and 4.2.2, we conclude that
adjustment 8 as summarized in Tables 20 and 21 is the pre-
ferred way of treating these data. To reiterate, 45 of the 57
input data of Tables 14.B.1 and 14.B.2 are used in the ad-
justment, its 29 adjusted constants are as given in Table
19.B.1, Rg=1.17, and Q(21.8|16)=0.15. Each input datum
comes from an experiment that provides data with a self-
sensitivity coefficient of S.>1 %. We choose this adjust-
ment, rather than adjustment 2 or 9 of Table 21, because the
data of truly marginal significance have been eliminated
from it, but those data of slightly greater significance and
which have some impact on the adjusted value of « are re-
tained. We choose not to expand the uncertainties initially
assigned the input data that determine the value of « in order
to reflect the lack of agreement of some of these data, be-
cause the data principally involved in the disagreements have
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TABLE 22. Summary of the results of some of the least-squares adjustments used to analyze all of the input data given in Tables 14.A.1, 14.A.2, 14.B.1, and
14.B.2. The values of R, @, and h are those obtained in the indicated adjustment, N is the number of input data, M is the number of adjusted constants,

y=N—M is the degrees of freedom, Rp=+/y*/v is the Birge ratio, and Q(x?|) is the probability that the observed value of x? for v degrees of freedom

would have exceeded that observed value.

Adj. N M v X ;3 o(x») Ro/m™ a! hi(Js)
1 a3 57 36 322 095 065 10973 731 568 549(R3) 137.035 999 76(50) 6.626 068 T6(52) X 10734
2 107 57 50 541 104 0.32 10973731.568 521(81)  137.03599967(50)  6.626 068 78(52) X 10~
3 106 57 49 414 092 0.77 10973731.568 521(81)  137.03599973(50)  6.626 068 78(52) X 10~

such magnitudes and uncertainties that their effect on the
value of a is small. More to the point, we see little justifica-
tion for expanding the uncertainties initially assigned the

data that determine the adjusted value of «, which includes

a(exp) and &, and which would lead to an increased uncer-
tainty of the adjusted value, because of disagreements in-
volving data that contribute only in a marginal way to that
value.

It should also be recognized that deleting input data with
values of §.<1 % is consistent with the criterion used in the
initial data selection process, namely, that each input datum
considered for the 1998 adjustment had to have a weight that
was nontrivial in comparison with the weight of other di-

=rtlv measured values of the same quantity; see Sec. 1.4.

4.3.3. Al Data

Here we summarize the multivariate analysis of all of the
input data given in Tables 14.A.1, 14.A.2, 14.B.1, and
14.B.2 together. In fact, there is little to discuss that has not
already been covered in the previous two sections, in which
we have summarized the independent multivariate analysis
of the two categories of data. Because the data in these two
categories—Rydberg constant and ather—are only weakly
coupled, the preferred adjustment for the data in each cat-
egory, adjustment 2 of Table 18 and adjustment 8 of Table
21, can be combined to yield the preferred adjustment for all
of the data together.

In summary, the preferred adjustment uses as input data
all of the data related to R, given in Tables 14.A.1 and
14.A.2 except the values of R, and Ry, items A15 and A23;
and all of the data related to the constants (R, and G ex-

cepted) given in Tables 14.B.1 and 14.B.2 except the 1982
SIN value of Mo -/,'—!p item R14; the 1979 CERN and 1099

, em L HiN ang

Brookhaven values of R, items B19.1 and B19.2; the 1995
NIM values of I,_gy(lo) and I}, go(hi), items B21.2 and
B22.1; the 1979 NPL value of I o5(hi). item B22.2; the
1998 KRISS-VNIIM and 1989 VNIIM values of I} _g(l0),
items B23.1 and B23.2; the 1997 NML, 1988 NPL, and 1995
NIM values of Ry, items B25.2, B25.3, and B25.4; and the
NIST value of Fy, item B27. The input data with the largest
residuals, and hence those that make the dominant contribu-
tions to x2, are the 1989 NIST value of I {,_90(10), item
B21.1 with r=2.33; the 1999 PTB value of h/m dgyn(Wo4),
item B29 with r=-—1.97; the 1994 IMGC value of

dyo(MO*4), item B40 with r=—1.48; and the 1981 PTB
value of dyyg(W4.2a), item B39 with r=—148. All other
input data have |r|<1.2.

Some of the results of this adjustment, denoted as adjust-
ment 1, are summarized in Table 22. A comparison of the
values of R,,, @, and h that follow from it to the correspond-
ing values of the preferred independent adjustments of the
data shows the weak dependence of the data in each category
on the data in the other category. For comparison purposes,
we also summarize in Table 22 the results from two other
adjustments based on the combined data. Adjustment 2 uses
all of the data, including item B23.2, the inconsistent 1989
VNIIM value of I7_g4(l0); and adjustment 3 uses all of the
data except this item. Clearly, there are no surprises in the
results.

4.4. Final Selection of Data and Least-Squares
Adjustment '

Based on the data analysis and discussion of the previous
sections, we choose adjustment 1 as summarized in Table 22
of the previous section to obtain the 1998 recommended val-
ues of the constants. In this adjustment, 93 of the 107 items
of data given in Tables 14.A.1 and 14.B.1, together with
their correlation coefficients . given in Tables 14.A.2 and
14.B.2, are used as input data. The adjustment has degrees of
freedom v=36, x*=32.2, Rp=095, and ((32.4]|36)
=0.65, and the 57 adjusted constants employed are those
given in Tables 17.A.1 and 19.B.1. Each input datum comes
from an experiment that provides data with a self-sensitivity
coefficient S.>1%. The values of the constants deduced
from adjustment 1 are given in the following section.

5. The 1998 CODATA Recommended

\Vnlhiina
yailvieo

As indicated in Sec. 4.4, the 1998 recommended values of
the constants are based on least-squares adjustment 1 of
Table 22. The direct result of this adjustment is best esti-
mated values in the least-squares sense of the 57 adjusted
constants given in Tables 17.A.1 and 19.B.1 together with
their variances and covariances. All of the 1998 recom-
mended values and their uncertainties are obtained from
these 57 constants and, as appropriate: (i) those constants
that have defined values such as ¢ and ug; (ii) the value of
G adopted in Sec 3.17; and (iii) values of m,, Gg, and
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TABLE 23. An abbreviated list of the CODATA recommended values of the fandamental constants of physics

and chemistry based on the 1998 adjustment.

Relative std.

Quantity Symbol Numerical value Unit uncert. u,
speed of light in vacuum €.Co 299 792 458 ms! (exact)
magnetic constant Mo 4x1077 NA™?

=12.566370614... X107 NA™2 (exact)

electric constant 1/uqc? € 8.854187817... 10712 Fm! (exact)
Newtonian constant

of gravitation G 6.673(10)x 1071 m’keg7ls?2 15%x1073
Planck constant h 6.626 068 76(52) X 10~ Is 7.8X1078

hi2w % 1.054 571 596(82) X 107* T 7.8X1078
elementary charge e 1.602 176 462(63)x107°  C 3.9x1078
magnetic flux quantum h/2e é, 2.067 833 636(81) X 1071® Wb 39x10°8
conductance quantum 2e*/h G, 7.748 091 696(28) X 10~3 S 3.7x107°
electron mass m, 9.109 381 88(72) x 1073 kg 7.9%1078
proton mass m, 1.672 621 58(13)x 10™% kg 79%x1078
proton-electron mass ratio my/m. 1836.152 6675(39) 2.1x107°
fine-structure constant e?/4wefic a 7.297 352 533(27) X 1073 3.7x107°

inverse fine-structure constant ! 137.035 999 76(50) ) 3.7x107°
Rydberg constant a*m.c/2h R.. 10973 731.568 549(83) m™! 7.6X10712
Avogadro constant Ni L 6.02214199(47) X 10 mol ! 7.9%107%
Faraday constant N ye F 96 485.3415(39) Cmol ™! 4.0x107%
molar gas constant R 8.314 472(15) Jmol 'K™! 1.7x107¢
Boltzmann constant R/N, k 1.380 6503(24) X 10~ % JK! 1.7x1076
Stefan—Boltzmann constant

(mwH60)k*1h3c? T 5.670 400(40) X 1073 Wm2K™*  70x107¢

Non-SI units accepted for use with the SI
electron volt: (e/C) J eV 1.602 176 462(63)x 101 J 3.9%107%
(unified) atomic mass unit
1 u=m,= Ty m(%C) u 1.660 538 73(13) X 10~ kg 7.9%1078

=10"3kg mol YN,

sin® By, given in Sec. 3.19. How this is done is described in
Sec. 5.2, which immediately follows the tables of recom-
mended values given in Sec. 5.1.

5.1. Tables o! Values

The 1998 CODATA recommended values of the basic
constants and conversion factors of physics and chemistry,
including the values of related quantities, are given in Tables
23-30. Table 23 is a highly abbreviated list containing the
values of the constants and conversion factors most
commonly used. Table 24 is a much more extensive
list of values categorized as follows: UNIVERSAL; ELEC-
TROMAGNETIC; ATOMIC AND NUCLEAR; and
PHYSICOCHEMICAL. The ATOMIC AND NUCLEAR
category is subdivided into ten subcategories: General; Elec-
troweak; Electron, e”; Muon, i~ ; Tau, 7~ ; Proton, p; Neu-
tron, n; Deuteron, d; Helion, h; and Alpha particle, «. Table
25 gives the variances, covariances, and correlation coeffi-
- cients of a selected group of constants. (Application of the
covariance matrix is discussed in Appendix F.) Table 26
gives the internationally adopted values of various quantities;
Table 27 lists the values of a number of x-ray-related quan-
tities; Table 28 lists the values of various non-SI units; and
Tables 29 and 30 give the values of various energy equiva-
lents.

All of the values given in Tables 23 to 30 are available on
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the Web pages of the Fundamental Constants Data Center of
the NIST Physics Laboratory at physics.nist.gov/constants.
This electronic version of the 1998 CODATA recommended
values of the constants also includes a much more extensive
correlation coefficient matrix. Indeed, the correlation coeffi-
cient of any two constants listed in the tables is accessible on
the Web site, as well as the automatic conversion of the
value of an energy-related quantity expressed in one unit to
the corresponding value expressed in another unit (in es-
sence, an automated version of Tables 29 and 30).

5.2 Calculational Details

Here we provide some particulars of how the 1998 recom-
mended values and their uncertainties as given in the tables
of the previous section are obtained from the values of the 57
adjusted constants listed in Tables 17.A.1 and 19.B.1 of
Secs. 4.3.1. and 4.3.2. and from the values of other quantities
such as ¢ and G as appropriate (see the beginning of Sec. 5).

We first note that the values of many of the adjusted con-
stants are themselves included in the tables. Their standard
uncertainties are the positive square roots of the diagonal
elements of the covariance matrix of the adjusted constants
(see Appendix E). Their covariances, some of which are
given in Table 25 in relative form as well as in the form of
correlation coefficients, are the off-diagonal elements. As in-
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TaBLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustment.

Relative std.

Quantity Symbol Numerical value Unit uncert. u,
UNIVERSAL
speed of light in vacuum c,Cq 299 792458 ms™! (exact)
magnetic constant Mo 47%x 1077 NA™?
=12.566370614 ... X107 NA™? (exact)
electric constant 1/uyc? & 8.854187817... X107 12 Fm™! (exact)
characteristic impedance
of vacuum g/ €= pgc Z, 376.730313461 ... Q (exact)
Newtonian censtant
of gravitation G 6.673(10)x 1071 m® kg~ls72 1.5x1073
Glhc 6.707(10) X 107 (GeV/c?)~? 1.5%1073
Planck constant h 6.626 068 76(52) X 10~ Js 7.8%x107%
inevs 4.135 667 27(16)X 107 1* eVs 3.9x107°8
hi2n fi 1.054 571 596(82) X 10734 Is 7.8%x1078
‘ineVs 6.582 118 89(26) X 10716 evs 3.9%107%
Planck mass (fic/G)'? mp 2.1767(16)X 1078 kg 7.5%107*
Planck length #/mpc=(EG/c3)\? Ip 1.6160(12)x 103 m 7.5X107*
Planck time Ip/c=(AG/c%)? tp 5.3006(40)X 10~ * s 7.5%107*
ELECTROMAGNETIC
elementary charge e 1.602 176 462(63) X 1019 c 39% 1078
elh 2.417 989 491(95) X 10" AJ! 3.9%x10°8
magnetic flux quantum h/2e b, 2.067 833 636(81) X 107 1% Wb 3.9x1078
conductance quantum 2e2/h Go 7.748 091 696(28) X 10™° S 3.7x107°
inverse of conductance quantum Gy! 12 906.403 786(47) Q 3.7x107°
Josephson constant® 2e/h K; 483 597.898(19) X 10° Hz V! 3.9%107%
von Klitzing constant®
hie?= pycl2a Rx 25 812.807 572(95) Q 3.7x107°
Bohr magneton ei/2m,. ihn 927.400 899(37) X 10~ % 1Tt 4.0x1078
inevT! 5.788 381 749(43)X 10~° evVT! 7.3x107°
palh 13.996 246 24(56) X 10° HzT! 4.0%x1078
puglhe 46.686 4521(19) m™! 7! 4.0x107%
uplk 0.6717131(12) KT! 1.7%x1076
nuclear magneton ef/2m, “y 5.050783 17(20) X 10~ JT! 40%x1078
inevVT! 3.152 451 238(24)x107% evVT! 7.6X107°
unlh 7.622 593 96(31) ) MHz T™! 4.0x1078
punlhe 2.542 623 66(10) X 1072 m!T! 4.0x1078
wnlk 3.658 2638(64) X 10~* KT! 1.7X1076
ATOMIC AND NUCLEAR
General
fine-structure constant e*/4mefic a 7.297 352 533(27) X 1073 3.7X107°
inverse fine-structure constant a’l 137.035 999 76(50) 3.7%X107°
Rydberg constant a’m.c/2h R 10973 731.568 549(83) m™ 7.6%X10712
Rec 3.289 841 960 368(25) X 10 Hz 7.6%10712
Ruhc 2.179 871 90(17) X 10718 J 7.8x107°
Rohc ineV 13.605 691 72(53) eV 3.9%x1078
Bohr radius a/4nR.,=4we h/m e? ag 0.529 177 2083(19) X 10~ 1° m 3.7x107°
Hartree energy e*/4megag=2Rhc '
=a’myc? En 4359743 81(34)x 10718 J 7.8%1078
in eV 27.211 3834(11) ev 3.9%10"8
quantum of circulation hi2m, 3.636 947 516(27) X 10™* m?s™! 7.3%x107°
him, 7.273 895 032(53)x 1074 m?s”! 7.3%107°
- Electroweak
Fermi coupling constant® Gel(fic)? 1.166 39(1)X107° Gev?’ 8.6X1076
" weak mixing angle® 6y (on-shell scheme)
sin? Oy=s%=1— (my/mz)? sin? Gy 0.2224(19) 8.7x1073°
Electron, ¢~ ‘
electron mass me . 9.109 381 88(72) X 103! kg 7.9x1078
inu, m;=A/e) u (electron
relative atomic mass times u) 5485799 110(12) X 1074 u 2.1x107°
energy equivalent mec? 8.187 104 14(64) x 10~ J 7.9%x1078
in MeV 0.510 998 902(21) MeV 4.0x1078
electron—muon mass ratio myim, 4.836 332 10(15)x 1073 3.0x1078
electron—~tau mass ratio m.lm, 2.87555(47yx 1074 1.6x107%
electron—~proton mass ratio melm, 5.446 170 232(12)x 10™* 2.1x107°
electron-neutron mass ratio melm, : 5.438 673 462(12)X 10™* 22x%107°
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TABLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustment—Continued.

Relative std.
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0.111042(18)x 10715

Quantity Symbol Numerical value Unit uncert. u,
electron—deuteron mass ratio melmy 2.724 437 1170(58) X 104 2.1x107°
electron to alpha particle mass ratio melmg 1.370 933 5611(29) X 10™* 2.1x107°
‘electron charge to mass quotient —elm, —1.758 820 174(71) x 101 Ckg™! 4.0x10°8
electron molar mass Nm, M(e),M, 5.485799 110(12) X 1077 kg mol ™! 2.1x107°
Compton wavelength h/m.c Ac 2.426 310215(18) X 10~ 12 m 7.3%x107°
A2m= aay= a*/4nR, X 386.159 2642(28) X 10~ 13 m 7.3X107°
classical electron radius a’a, re 2.817940285(31) X 10713 m 1.1%X1078
Thomson cross section (8/3)r2 o, 0.665 245 854(15) X 10~ 28 m? 22X1078
electron magnetic moment e ~928.476 362(37) X 10~ IT! 40%x1078
to Bohr magneton ratio Mol g —1.001 159 652 1869(41) ©41x10712
to nuclear magneton ratio e/ iy —1 838.281 9660(39) 2.1x107°
electron magnetic moment
anomaly | .|/ ug—1 a, 1.159 652 1869(41) X 1073 3.5x107°
electron g-factor —2(1+a,) 2. —2.002 319 304 3737(82) 4.1x10712
electron~muon )
magnetic moment ratio Hel 1y, 206.766 9720(63) 3.0x1073
electron—proton
magnetic moment ratio 2ol g — 658.210 6875(66) 1.0x1073
electron to shielded proton
magnetic moment ratio Mol ,z}; — 658.227 5954(71) 1.1x1073
(H,0, sphere, 25 °C)
electron—neutron
magnetic moment ratio fool 1y 960.920 50(23) 24x1077
electron—deuteron
magnetic moment ratio Mol g —2 143.923 498(23) 1.1x1078
electron to shielded helion®
magnetic moment ratio el pr, 864.058 255(10) 1.2%x1078
(gas, sphere, 25 °C)
electron gyromagnetic ratio 2| u|/% Ye 1.760 859 794(71) X 10! sTiT! 4.0%x1073
Yel2mw 28 024.9540(11) MHzT™! 4.0%1078
Muon, p.;
muon mass m, 1.883 531 09(16)x 10~ % kg 8.4x1078
inu, m,=A/(p) u (muon
relative atomic mass times u) 0.113 428 9168(34) u 3.0x1078
energy equivalent m,c? 1.692 833 32(14)x 107! J 8.4x 1078
in MeV 105.658 3568(52) MeV 49%x1078
muon—electron mass ratio m,/m, 206.768 2657(63) 3.0x1078
muon—tau mass ratio my, tm, 5.94572(97) X 1072 1.6x 1074
muon—proton mass ratio mu/mp 0.112 609 5173(34) 3.0x1078
muon—neutron mass ratio my/m, 0.112 454 5079(34) 3.0x1078
muon molar mass Nm,, M(p),M, 0.113 428 9168(34) X 1073 kg mol ™! 3.0x1078
muon Compton wavelength h/m ¢ Acy 11.734 441 97(35) X 10713 m 2.9%1078
A fom Xep 1.867 594 414(55) % 10715 m 201078
muon magnetic moment By —4.490 448 13(22) X 10726 IT! 49%x1078
to Bohr magneton ratio Mol g —4.841 970 85(15) X 1073 3.0x107%
to nuclear magneton ratio o lun --8.890 597 70(27) 3.0x1073
muon magnetic moment anomaly
|uli(etitzm,)—1 a, 1.165 916 02(64) X 1073 55%x1077
muon g-factor —2(1+a,) g ~2.002 331 8320(13) 6.4x10710
muon-—proton
magnetic moment ratio repd ey 3.183 345 39(10) 3.2x107%
Tau, 7~
tau mass’ m, 3.167 88(52) X 10™% kg 1.6x 1074
inw, m,=A,(7) u (tau
relative atomic mass times u) 1.907 74(31) u 1.6x107%
energy equivalent m,c? 2.847 15(46)x 107 J 1.6x107*
in MeV o 1777.05(29) MeV 1.6x107*
tau—electron mass ratio m,/m, 3 477.60(57) 1.6x107*
" tau—muon mass ratio m.im, 16.8188(27) 1.6x1074
tau—proton mass ratio m./m, 1.893 96(31) 1.6x107*
tau—neutron mass ratio m./m, 1.89135(31) 1.6x1074
tau-molar mass Nm., M(7),M, 1.907 74(31)x 1073 kg mol ™! ©1.6x107*
tau Compton wavelength h/m.c Ack 0.697 70(11) X 10~ 1% m 1.6x107*
Acqf2m Xea m 1.6x107*
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TABLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustrhent—Continued.

Relative std.

Quantity Symbol Numerical value Unit uncert. u,
Proton, p
proton mass m, 1.672 621 58(13) X 1077 kg 7.9%1078
in u, my=A(p) u (proton ~
relative atomic mass times u) 1.007 276 466 88(13) u 13x1071°
energy equivalent myc? " 1.503 27731(12) X 10710 J 7.9%1078
in MeV 938.271 998(38) MeV 4.0%x1078
proton—electron mass ratio mylm, 1 836.152 6675(39) 2.1x107°
proton—muon mass ratio myim, 8.880 244 08(27) 3.0x1078
proton—tau mass ratio myim, 0.527 994(86) 1.6x107*
proton—neutron mass ratio myim, 0.998 623 478 55(58) 5.8x10710
proton charge to mass quotient elm, 9.578 834 08(38) X 107 Ckg™! 40x107%
proton molar mass N m, M(p).M, 1.007 276 466 88(13) x 1073 kg mol ™! 1.3x10710
proton Compton wavelength h/m ¢ Acp 1.321 409 847(10) X 1071 m 7.6X107°
Acp 2w Xep 0.210 308 9089(16) X 10~ 13 m 7.6%107°
proton magnetic moment My 1.410 606 633(58) X 10726 Tt 41x1078
to Bohr magneton ratio Hol g 1.521 032:203(15) X 1073 1.0x1078
to nuclear magneton ratio ol in 2.792 847 337(29) 1.0x1078
proton g-factor 2,/ tiy g 5.585 694 675(57) 1.0x1078
proton—neutron
magnetic moment ratio Hop! tn —1.459 898 05(34) 24x1077
shielded proton magnetic moment 2y 1.410 570 399(59) X 1026 IT! 42x1078
(H,0, sphere, 25 °C)
to Bohr magneton ratio Bl g 1.520 993 132(16)X 1073 1.1x1078
to nuclear magneton ratio p,}’,/ N 2.792 775 597(31) L1x 1073
proton magnetic shielding
correction 1— /s, o, 25.687(15)X 1076 5.7x1074
(H,0, sphere, 25 °C) :
proton gyromagnetic ratio 2, /% Yo 2.675222 12(11) X 108 siT ! 4.1%x107%
Yo l2m 42.577 4825(18) MHzT™! 4.1x1078
shielded proton gyromagnetic
ratio 2 uy/h Y, 2.675 153 41(11) X 10° sTiT! 42x107%
(H,0, sphere, 25 °C)
Ypl2w 42.576 3888(18) MHz T} 42x1078
Neutron, n
neutron mass m, 1.674 927 16(13) X 10™% kg 7.9x1078
inu, m;=A(n) u (neutron
relative atomic mass times u) 1.008 664 915 78(55) u 5.4x10710
energy equivalent myc? 1.505 349 46(12) X 10710 J 7.9%1078
in MeV 939.565 330(38) MeV 4.0x1078
neutron—electron mass ratio my/me 1 838.683 6550(40) 2.2X107°
neutron—muon mass ratio my/m, 8.892 484 78(27) 3.0x1078
neutron—tau mass ratio my/m, 0.528 722(86) 1.6x107*
neutron—proton mass ratio my/m, 1.001 378 418 87(58) 5.8x10710
neutron molar mass N am, M(n),M, 1.008 664 915 78(55) X 1072 kgmol ™ 54X107"°
neutron Compton wavelength h/m ¢ Acn 1.319 590 898(10) X 10~ % m 7.6%107°
Aca/2m Xen 0.210 019 4142(16) X 10~ m 7.6x107°
peutron magnetic moment Mo —0.966 236 40(23) X 10~% Tt . 2.4%1077
t0 Bohr magneton ratio Mol Mp —1.041 875 63(25) X 107? 24X1077
to nuclear magneton ratio Mo/ —1.913 042 72(45) 2.4x1077
neutron g-factor 2,/ &n —3.826 085 45(90) 2.4%1077
neutron—electron
magnetic moment ratio Mol e 1.040 668 82(25) % 10 * 24x10 7
neutron—proton
magnetic moment ratio ol iy —0.684 979 34(16) 2.4%1077
neutron to shielded proton
magnetic moment ratio Fon i —0.684 996 94(16) 2.4x1077
(H,0, sphere, 25 °C) :
neutron gyromagnetic ratio 2|u,|/% Ve 1.832 471 88(44) X 108 sTirt 2.4x1077
Yo l2m 29.164 6958(70) | MHzT™! 2.4%1077
Deuteron, d '
deuteron mass my 3.343 583 09(26) X 1072 kg 7.9%1078
in u, my=A,(d) u (deuteron _
relative atomic mass times u) 2.013 553 212 71(35) u 1.7x10710
energy equivalent myc 3.005 062 62(24) X 10710 J 7.9%1078
in MeV 1875.612 762(75) MeV 40%x1078
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Relative std.
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Quantity Symbol Numerical value Unit uncert. u,
deuteron—electron mass ratio
deuteron—proton mass ratio mylm, 1.999 007 500 83(41) 2.0x10710
deuteron molar mass N ymy M(d),M, 2.013 553212 71(35)x 1073 kg mol ™! 1.7x1071°
deuteron magnetic moment Ha 0.433 073 457(18) X 10726 Tt 42x1078
to Bohr magneton ratio Mmalpg 0.466 975 4556(50) X 103 1.1X1078
to nuclear magneton ratio Malpn 0.857 438 2284(94) 1.1x10°8
deuteron—electron
magnetic moment ratio Mol e —4.664 345 537(50) X 104 1.1x1078
deuteron—proton
magnetic moment ratio Halp, 0.307 012 2083(45) 1.5x1078
deuteron—neutron
magnetic moment ratio tal py —0.448 206 52(11) 2.4%x1077
Helion, h
helion mass® my 5.006 411 74(39) x 10~ kg 7.9x107¢%
in u, my=A(h) u (helion
relative atomic mass times u) 3.014 932 234 69(86) u 2.8x1071°
energy equivalent myc? 4.499 538 48(35)x 10710 I 7.9%x1078
in MeV 2 808.391 32(11) MeV 40x1073
helion—electron mass ratio my/m 5495.885 238(12) ©21x107?
helion—proton mass ratio my/my 2.993 152 658 50(93) : 3.1x10710
helion molar mass N ym;, M(h), M, 3.014 932 234 69(86) X 103 kg mol™! 2.8%x10710
shielded helion magnetic moment “h —1.074 552 967(45) X 1026 IT! 42x1078
(gas, sphere, 25 °C)
to Bohr magneton ratio ol g —1.158 671 474(14) x 1073 1.2x1078
to nuclear magneton ratio ol g —2.127 497 718(25) 1.2x1078
shielded helion to proton
magnetic moment ratio ol —0.761 766 563(12) 1.5x1078
(gas, sphere, 25 °C)
shielded helion to shielded proton
magnetic moment ratio el g —0.761 786 1313(33) 43%x107°
(gas/H,0, spheres, 25 °C)
shielded helion gyromagnetic
ratio 2| u}|/% % 2.037 894 764(85) X 10® sTiT! 42x1078
(gas, sphere, 25 °C)
Yol2w 32.434 1025(14) MHzT™! 42x1078
Alpha particle, o
alpha particle mass g 6.644 655 98(52) X 10~ kg 7.9x107%
inu, me=A(c) u (alpha particle
relative atomic mass times u) 4.001 506 1747(10) u 2.5x10°10
energy equivalent mact 5971918 97(47)x 10710 J 7.9x1078
in MeV 3727.379 04(15) MeV 40x1078
alpha particle to electron mass ratio myim, 7 294.299 508(16) 2.1X107°
alpha particle to proton mass ratio moim, 3.972 599 6846(11) 2.8% 10710
alpha particle molar mass Nm,, M(a),M, 4.001 506 1747(10)x 1073 kg mol ™! 2.5x1071
PHYSICOCHEMICAL
Avogadro constant Ny.L 6.022 141 99(47) X 102 mol ™! 7.9%1078
atomic mass constant
 my=mPC)=1u m, 1.660 538 73(13) X 10~ kg 7.9%1078
=1073 kg mol"YN,,
energy equivalent m,c? 1.492 417 78(12)x 1071 - J 7.9%1078
in MeV 931.494 013(37) MeV 4.0x1078
Faraday constant® N e 'F 96 485.3415(39) Cmol ™! 4.0x1078
molar Planck constant Nk 3.990 312 689(30) x 10~ 1° Jsmol™! 7.6%107°
Nahe 0.119 626 564 92(91) Jmmot™ 7.6X107°
molar gas constant R 8.314472(15) Imol ' K™ 1L.7x1076
Boltzmann constant R/N, k 1.380 6503(24) X 10~ % IK™! 1.7x107¢
inevK™! 8.617 342(15)x 107° eVK™! 1.7x107°
kih 2.083 6644(36) X 1010 HzK™! 1.7x107%
k/hc 69.503 56(12) m K 1.7x1078



CODATA RECOMMENDED VALUES

1813

TasLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustment—Continued.

Relative std.

Quantity Symbol Numerical value Unit uncert. u,
molar volume of ideal gas RT/p
T=273.15K, p=101.325kPa Vi 22.413 996(39) X 1073 m® mol ™! 1.7X107¢
Loschmidt constant Ny /V,, g 2.686 T775(47) X 107 m3 1.7x107¢
T=273.15K, p=100kPa Vi 22.710 981(40) X 1073 m® mol ™! 1.7%107¢
Sackur-Tetrode constant
(absolute entropy constant)”
2+ In[2mm, kT, IK3)%T, Ipq]
T,=1K, py = 100 kPa So/R —1.151 7048(44) 3.8X1076
T,=1K, py = 101.325 kPa —1.164 8678(44) 3.7X1076
Stefan-Boltzmann constant
(wH60) k113 c? : o 5.670 400(40) X 1073 Wm2K™* 7.0x1076
first radiation constant 27hc? c, 3.741 771 07(29) X 10716 W m? 7.8%107%
first radiation constant for spectral radiance 2hc? ci 1.191 042 722(93) X 10716 Wm?sr! 7.8%x1078
second radiation constant hc/k [+ 1.438 7752(25) X 1072 mK 1.7x1076
Wien displacement law constant
b=AT=c,/4.965114231 . .. b 2.897 7686(51) X 1073 mK 1.7x107¢

“See Table 26 for the conventional value adopted internationally for realizing representations of the volt using the Josephson effect.
®See Table 26 for the conventional value adopted internationally for realizing representations of the ohm using the quantum Hall effect

“Value recommended by the Particle Data Group (Caso et al., 1998).

“Based on the ratio of the masses of the W and Z bosons m/m; recommended by the Particle Data Group (Caso et al., 1998). The value for sin®6y, they
recommend, which is based on a particular variant of the modified minimal subtraction (Ms) scheme, is sin?fy(M;)=0.231 24(24).

“The helion, symbol h, is the nucleus of the *He atom.

This and all other values involving m, are based on the value of m.c? in MeV recommended by the Particle Data Group (Caso et al., 1998), but with a
standard uncertainty of 0.29 MeV rather than the quoted uncertainty of —0.26 MeV, +0.29 MeV.

£The numerical value of F to be used in coulometric chemical measurements is 96 485.3432(76) [7.9X 10™8] when the relevant current is measured in terms
of representations of the volt and ohm based on the Josephson and quantum Hall effects and the internationally adopted conventional values of the Josephson

and von Klitzing constants Kj_gg and Rx_gy given in Table 26.

"The entropy of an ideal monoatomic gas of relative atomic mass A, is given by §=8,

dicated in Appendix E, the evaluation of the uncertainty of a
quantity calculated from two or more adjusted constants re-
quires their covariances. Appendix F reviews the law of
propagation of uncertainty and gives an example of how
such evaluations are done. This is the basis for expanding
Table 25 to include the relative covariances and correlation
coefficients of, for example, the constants e and m, with
each other and with the adjusted constants « and 4. Indeed,
on this basis, and as noted at the start of the previons section,

+ 3RInA,—R In(plpg)+ 3 R In(T/K).

the Web version of Table 25 allows one to access the corre-
lation coefficient of any two constants listed in the tables of
the previous section.

We now consider the tables of that section, our goal being
to indicate how all quantities of interest are related to the 57
adjusted constants. For each “entry, unless otherwise indi-
cated, the value of the quantity is derived from the expres-
sion given in the column labeled ‘‘Quantity’’ or the column
labeled ‘‘Symhol,”” or hoth. For example, consider the elec-

TasLE 25. The variances, covariances, and correlation coefficients of the values of a selected group of constants
based on the 1998 CODATA adjustment. The numbers in boldface above the main diagonal are 106 times the
values of the relative covariances; the numbers in boldface on the main diagonal are 10 times the values of the
relative variances; and the numbers in italics below the main diagonal are the correlation coefficients.?

’

a h e m, Ny melm, F

o 0.135 0.005 0.070 —0.265 0.264 -—0.259 0.334

h 0.002 61.129 30.567 61.119 —61.119 —0.009 —30.552

e 0.049 0.999 15.318 30.427 —30.428 —0.134 —15.109
me —0.092 0.996 - 0.990 61.648 —61.647 0.509 —31.220
Ny 0.092 —0.995 —0.990 —1.000 61.691 —0.508 31.263
melm, —0.233 0.000 -0.011 0.021 -0.021 9.189 —0.642
F 0.226 —0.972 —0.960 —0.989 0.990 —0.053 16.154

“The relative covariance u,(x;, x;) is defined according to u,(x;, x;)=u(x;, x,)/(x, x;), where u(x;, x;) is the

covariance of x; and xj

; the relative variance uz(x,) is defined according to u (x) u2(x,)/x —u,(x,, x;)

=u(x;, x; )/x, , Where uz(x) is the variance of x;; and the correlation coefficient is defined according to
r(x;, x)=u(x;, x/u(x)u(x)]=ulx;, x ) [ux)ulx;)].
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TABLE 26. Internationally adopted values of various quantities.

Relative std.

Quantity Symbol Numerical value Unit uncert.
molar mass of *C M(C) 12%x1073 kg mol™! (exact)
molar mass constant® M (?C)/12 M, 1x1073 kg mol™! (exact)
conventinnal valne of Jasephson

constant® Ky_go 483597.9 GHz V™! (exact)
conventional value of von Klitzing

constant® Rg-o 25 812.807 O (exact)
standard atmosphere 101 325 Pa (exact)
standard acceleration of gravity &n 9.806 65 ms2 (exact)

“The relative atomic mass A, (X) of particle X with mass m(X) is defined by A(X)=m(X)/m,, where m,
=m('2C)/12=M,/N,=1 u is the atomic mass constant, N is the Avogadro constant, and u is the (unified)
atomic mass unit. Thus the mass of particle X is m(X)=A/(X) u and the molar mass of X is M(X)

=A(X)M,.

®This is the value adoptéd internationally for realizing representations of the volt using the Josephson effect.
°This is the value adopted internationally for realizing representations of the ohm using the quantum Hall effect.

tron mass m, and the quantum of circulation h#/2m.. The
electron mass is derived from the adjusted constants via

2Rk

)
Caz

(357)

me

and it is understood that the quantum of circulation is de-
rived from the adjusted constants by replacing m, in h/m,
with this expression. The result is
h ca?
2me 4Ro

(358)

We begin our discussion with Table 24, since all quanti-
ties in Table 23 are contained in subsequent tables.

UNIVERSAL: The value of G is that adopted in Sec. 3.17.

The numerical value of £ when % is expressed in the unit
eV is [#/(J s)]/[e/C], where the elementary charge e is

derived from the cxpression
(Zah
o€

12
(359)

All energies expressed in joules are reexpressed in electron
volts by dividing by e/C. .
ELECTROMAGNETIC: The elementary charge e and
electron mass m, are obtained as already indicated.
The Boltzmann constant k is derived from the molar gas
constant R, which is an adjusted constant, and the Avogadro
constant N :

R Ale)M
mg

(360)

where A,(e) is an adjusted constant and M,= 10" kg/mol is
the molar mass constant.

The Bohr magneton uy is obtained from the expression
given in the table, namely,

172

eh ca’h
—= ) (301)

HB= 2m, B 3211'2/.L0Ri

and the nuclear magneton uy follows from

TABLE 27. Values of some x-ray-related quantities based on the 1998 CODATA adjustment of the values of the

constants. .

Relative std.

Quantity Symbol Numerical value Unit uncert. u,
Cu x unit: A(Cu Ka;)/1537.400 xu(CuKey) 1.00207703(28)X107* m 2.8x1077
Mo x unit: A(Mo Ka;)/707.831 xu(Mo Ka;) 1.00209959(53)X10™2 m 53x1077
angstrom star: A(W Ka;)/0.2090100  A* 1.00001501(90)X10™® m 9.0x1077
lattice parameter® of Si u 543.102 088(16) < 10~ *? m 2.9x107*%
(in vacuum, 22.5 °C)
{220} lattice spacing of Sia/y8 dy 192.015 5845(56)X 10" m 29%1078
(in vacuum, 22.5 °C)
molar volume of Si
M(Si)/p(Si)=N,a*/8 V.(Si) 12.058 8369(14) X 10~° m’mol™}  1.2x1077

(in vacuum, 22.5 °C)

“This is the lattice parameter (imit cell edge length) of an ideal single crystal of paturally ocenrring Si free of
impurities and imperfections, and is deduced from measurements on extremely pure and nearly perfect single

crystals of Si by correcting for the effects of impurities.
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TaBLE 28. The values in SI units of some non-SI units based on the 1998 CODATA adjustment of the values
of the constants.

: Relative std.
Quantity Symbol Numerical value Unit uncert. #,

Non-SI units accepted for use with the SI

electron volt: (¢/C) J eV 1.602 176 462(63) X 10~ ¥ J 3.9%1078
(unified) atomic mass unit: ’
1u=m,= 15 m(2C) u 1.660 538 73(13) x 107 kg 7.9%1078

=107 kg mol "}/N,
Natural units (n.u.)
n.u. of velocity:

speed of light in vacuum ¢,¢o 299 792 458 ms™! (exact)
n.u. of action:
reduced Planc] onstant (A/21r) # 1.054 571 596(82) X 107 Js 7.8%107°¢
ineVs 6.582 118 89(26) X 10716 eVs 3.9x1078
n.u. of mass:
electron mass me 9.109 381 88(72)x 1073} kg 7.9%1078
n.u. of energy mec* 8.187 104 14(64)X 1074 J 7.9%1078
in MeV 0.510 998 902(21) MeV 4.0X1078
n.u. of momentum mee 2.730 923 98(21) X 10~ 2 kgms™'  7.9x1078
in MeV/c 0.510 998 902(21) MeV/c 4.0x1078
nou. of length (fi/mc) Xc 386.159 2642(28) < 10~ 1* m 7.3%107°
n.u. of time filme?  1.288 088 6555(95) X 1072 s 7.3%x107°

Atomic units (a.u.)
a.u. of charge:

elementary charge e 1.602 176 462(63) X 10~ ¥ C 3.9x1078
a.u. of mass:

electron mass m, 9.109 381 88(72) X 10~ kg 7.9x1078
a.u. of action: )

reduced Planck constant (h/27) 13 1.054 571 596(82) X 10~ Ts 7.8x1078
a.u. of length:

Bohr radius (bohr) (a/47R..) ag 0.5291772083(19)x107%  m 3.7%107°
a.u. of energy:

Hartree energy (hartree) Ey 4.359 743 81(34) x 10718 J 7.8x1078

(e*4megag=2Rhc= a*m.c?) v
a.u. of time hIE, 2.418 884 326 500(18) X 10™17 s 7.6X10712
a.u. of force Eylag  8.23872181(64)x 1078 N 7.8%X1078
a.u. of velocity (ac) agEn/f 2.187 691 2529(80) X 10° ms™! 3.7%x107°
a.u. of momentum filag 1.992 851 51(16) X 10~ kgms™'  7.8x107%
a.u. of current eEy/h  6.62361753(26)x 1073 A 3.9x1078
a.u. of charge density elay 1.081 202 285(43) X 10** Cm™ 40X10 °
a.u. of electric potential E.le 27.211 3834(11) \'4 3.9%1078
a.u. of electric field ' Eyleay  5.142 206 24(20) x 101 Vm™! 3.9x1078
a.u. of electric field gradient Ey /ca% 9.717.361 53(39) > 102! Vm2 4.0 1078
a.u. of electric dipole moment eay 8.478 352 67(33) X 1073¢ Cm 3.9%1078
a.u. of electric quadrupole moment  ea} 4.486 551 00(18) X 10~ Cm? 4.0x1078
a.u. of electric polarizability e?a3/E, 1.648 777 251(18)X 107 % Ctm?J' 1.1x1078
a.u. of 1* hyperpolarizability e3ad/E}  3.20636157(14)x 1075 CPm31? 42x107%
a.u. of 2* hyperpolarizability " e*al/E} 6235381 12(51)X 1079 C*m*J3 g1x107%
an. of magnetic flux density fileal  2.350517 349(94)x 10° T 4.0x1078
a.u. of magnetic

dipole moment (2 ug) felm,  1.854801799(75)x 10™% IT™! 4.0x1078
au. of magnetizability e2alim, 7.89103641(14)X 1077 17?2 1.8x1078
au. of permittivity (107/¢%) e’lagE, 1.112650056. .. X107 1° Fm™! (exact)
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TABLE 29. Values of some energy equivalents derived from the relations E= me?=hc/A=hv=kT, and based on the 1998 CODATA adjustment of the values

P. J. MOHR AND B. N. TAYLOR

of the constants; 1 eV=(e/C) I, 1 u=m,= 15 m(**C)=10"3 kg mol"Y/N, , and E,=2Rhc=a’m.c? is the Hartree energy (hartree).

Relevant unit

7 kg m™’ Hz

17 (1n= (1 Dic?= (1 Dhe= (1 )/h=

1) 1.112 650 056X 10~ 7" kg 5.034 117 62(39)X 10* m ™! 1.509 190 50(12) X 10® Hz
1kg . (1kg)c?= (1kg)= (1 kg)clh= (1 kg)c h=

8.987 551 787x10'J 1 kg 4.524 439 29(35) X 10" m™! 1.356392 77(11) X 10°° Hz
1m! (1 m Hhe= (1 m YHh/e= (Im™h= (1m He=

1.986 445 44(16) X 103 J 2210218 63(17) X 10" “ kg Im™! 299 792 458 Hz
1 Hz (1 Ho)h= (1 Ho)h/c?= (1 Hz)fc= (1 Hz)=

6.626 068 76(52) X 107> . 7.37249578(58) X 10~ kg 3.335640952X 1077 m™! 1 Hz
1K (A K)k= (1 K)k/c?= . (1 K)k/he= (A K)k/h=

1.380 6503(24) X 102§ 1.536 1807(27) X 10™“ kg 69.503 56(12) m™* 2.083 6644(36) X 10'° Hz
1eV (1eV)— : (1 cV)/ct= (1 V)l he= (L eV)/h=

1.602 176 462(63) X 107123 1.782 661 731(70) X 10™ % kg  8.065 544 77(32) X 10° m™! 2.417 989 491(95) X 10* Hz
1u (lucl= (w= (A u)e/h= (A we¥h=

1.49241778(12) X 10™10) 1.660 538 73(13) X 10~ % kg 7.513 006 658(57) X 10" m™! 2.252 342 733(17) X 102 Hz
1E, (1Ey= (1 Ep/c?= (1 E)lhe= (1 Ep/h=

4359743 81(34)x 1018

2.194746 313 710(17) X 10" m ™!

6.579 683 920 735(50) X 10° Hz

4.850 869 19(38) X 10~ kg

A (362)
MN= MB At(p) »
where A (p) is an adjusted constant.

ATOMIC AND NUCLEAR: General. The quantites «,
R.., and h are, of course, adjusted constants. The Bohr ra-
dius is derived from ay= a/4mwR. and the Hartree energy
from E,=2Rhc.

ATOMIC AND NUCLEAR: Electroweak. The Fermi cou-
pling constant Gg/(#c)? and sin® 6, where 0y is the weak
mixing angle, are as stated in Sec. 3.19.

ATOMIC AND NUCLEAR: Electron, e~. The electron
mass is obtained as indicated above, and the numerical value
of m. inu is Ae).

The electron—muon mass ratio m./m, is an adjusted con-
stant, and the electron—tau mass ratioc m./m., is obtained

TabLe 30. Valucs of some encrgy cquivalents derived from the relations E=mc2=hc/A=/lv=kT, and bascd oii the 1998 CODATA adjustment of the values

of the constants; 1 eV=(¢/C) J, 1 u=m,= le‘m(uC)= 1073 kg mol™Y/N,, and E,=2R hc=a’mc? is the Hartree energy (hartree).

- Relevant unit

K eV u Ey

13 (1 k= an= (1 Dte?= (1n=

7.242 964(13) X 102 K 6.241 509 74(24) X 10 eV 6.700 536 62(53) X 10° u 2.293 712 76(18) X 107 E,,
1kg (1 kg)cHk= (1 kg)e?= (1kg)= (1kg)c*=

6.509 651(11) X 10¥ K 5.609 589 21(22) X 10% eV 6.022 141 99(47) X 10% u 2.061 486 22(16) X 10> E,,
1m™! (1l m Yhclk= (1 m YHhe= (1 m YHh/c= (1m Dhc=

1.438 7752(25) X 1072 K 1.239 841 857(49) X 1076 eV 1.331 025 042(10)x 10" S u 4.556 335 252 750(35) X 10~ ¢ E,,
1Hz (1 Hz)h/k= (1 Ho)h= (1 Hz)hlc?= (1 Hz)h=

4799 2374(84) X 1071 K 4.135 667 27(16) X 10~ B eV 4.439 821 637(34) X 10” ¥ u 1.519 829 846 003(12) X 107 E;,
1K (1K= (1 K)k= (1 K)klc?= (1 K)k=

1K 8.617342(15)X 1075 eV 9.251 098(16) X 10~ u 3.166 8153(55) X 10"¢ E,,
1ev (1 eV)/k= (1eV)= (1eV)/c?= (leV)=

1.160 4506(20) X 10 K 1ev 1.073 544 206(43) X 10™° u 3.674 932 60(14) X 1072 E,,
lu (1 wyc/k= (1 wye2= (1u)= (1 uye?=

1.0809528(19) X 10* K 931.494 013(37) X 10° eV lu 3.423 177 709(26) X 10" E,,
1 E, (1 E)/ke= (1 Ep— (1 Ep/e?— (1 Ep=

3.157 7465(55) X 10° K 27.2113834(11) eV 2.921 262 304(22)X 10" % u 1 E,
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from the ratio of m.c? expressed in MeV to m., c? expressed
“in MeV, where the latter is as stated in Sec. 3.19.

The mass ratios mc/my, me/my, m/my, and m./m, are
given by Ade)/A(p), Afe)/A(n), Ale)/A(d), and
‘A e)/A(a), respectively, where all of these relative atomic
masses are adjusted constants. The electron molar mass fol-
lows from. M(e)=A(e)M,.

The electron magnetic moment g is derived from

Me-
HB

/"'e'=( )/-LB’ (363)
where the electron magnetic moment to Bohr magneton ratio
follows from

Be o g—e_—=—(1+ae),

1253 2 (364)

and g.- is the electron g-factor. The electron magnetic mo-
‘ment anomaly a., in turn, is derived from the theoretical
expression for a, cvaluated with the adjustcd constants « and

8,. The latter is
8,=0.1(1.1)x 10712 (365)

The electron magnetic moment to nuclear magneton ratio
follows from
Ko _ e AdP)
“n M Ade)

(366)

The adjusted constants me-/py, He-/my, Holpy,

’ ! . . -
Myl g, and m./m,, are the basis of the various magnetic
moment ratios under Electron, e~. We first note that

Mo My fy 8

where g,-=~—2(1+a,) and the muon magnetic moment
anomaly a, is derived from the theoretical expression for
a, , evaluated with the adjusted constants & and J,. The
latter is

(367)

8,=0.0(6.4)x 107", (368)

(By taking the theoretical value to be the recommended

value, we implicitly assurne that contributions to a,, heyond
the standard model are negligible.) We then have
e Ko (i) B
Mp- T HBp \ Kp
e _ He | fa)™!
Fao g\
t\ -1
Mo e M
— == (—3) . (369)
My, l"‘p I"p

ATOMIC AND NUCLEAR: Muon, p~. The muon mass
is obtained from :

(370)

1817

Its numerical value in u is A‘(e)l(ine/mp), and the muon
molar mass is given by M(p)=A[(e)M,/(m./m,). The
mass ratio m,, /m. is derived in the same way as m,/m. (see
Electron, ™). The muon—proton mass ratio follows from

ﬂ_é@(&)"‘
m, Adp)\m,)

and the muon—neutron mass ratio follows from the same
expression but with p replaced by n.

The quantities Ay, 8u-s and B! Hp are discussed above

(371

in Electron, e”. The other quantities involving the muon

magnetic moment are derived from

“ =(£)M
3 Ko P’
Ko Hu Mo
M  HMp K’

P _ Pu Adp)
wn  mp Afe)’

(372)

where the quantities s, and 1,/ 1y are discnssed in Proton,

p.
ATOMIC AND NUCLEAR: Tau, 7. The mass of the

positive tau in kg is obtained by multiplying its value in
MeV by 10%e/C)/c®. Tts numerical value in u is
A(e)(m./mg), where the electron—tau mass ratio m./m.
is discussed in Electron, e.  The other mass ratios follow
from m./m,=(m,/m)(mc/m,), m./my=(m./m)[ALe)!
ALp)], and m./m,=(m./m)[Ae)/A(n)]. The molar
mass of the tau is given by M(T)=A(e)M (m./m).

ATOMIC AND NUCLEAR: Proton, p. The proton mass
is derived from

Ay
mPFmeE%, (373)
and the numerical value of m; in u is A(p), m,/m,
=A/(p)/ALe), mylm,=(my/me)(meim,), my/m,
=(me/m)[A(p)/ALe)], my/m,=A(p)/A(n), and M(p)
=A(p)M,. '

The adjusted constants p-/py, fe-/py, and puy/u, are
the basis of the quantitics involving Mp UL ,Lbl; . One has

M'=ﬂu
P pp B
ﬁezi‘z(“e')ﬂ
M HB\ Mp
By _ o Adp)
N Hp Afe)
-1 -1
Mo Mo He-\T [ 1
—"=—i(—i) = (374)
Hn pp | Mp Mp

The quantities u,, ft,/pg, and wy/py also follow from the
first three of these expressions but with u, replaced every-
where by u, .
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The proton magneiic shielding correction is derived from
? ( /-“e‘) ( Me -1
o,=1- ;
”’p l‘l’p

ATOMIC AND NUCLEAR: Neutron, n. The neutron
mass follows from

(375)

= dn) 376
mn_meAr(e) » ( )
and the numerical value of my in u is A(n), m,/m,
=A(n)/A/e), mylm,=(my/m)(m./my), my/m,
=(mo/m)[A(n)/AL(e)], m,/m,=A(n)/A(p), and M(n)
=A(mM,.
The basis of all quantities involving w, is the adjusted
constant u,/p, . We have
MHn)
/J'nz(“_/_)

7

Byl P
P fn By
KBy BB
Hu_ po Adp)
un  pe Alde)
B _ _@(#e-) -
Mo pap\ py
Fn_ Mo fe 377)
I'LP Me" Mp

ATOMIC AND NUCLEAR: Deuteron, d. The deuteron
mass is derived from

AL(d)

mem , (378)

mgy=

and the numerical value of my in u is A(d), myg/m,

=A(d)/A(e), mg/m,=A[(d)/A(p), and M(d)=A(D)M,.

The basis of .all quantities involving uy is the adjusted
constant py/p.-. One has

_ (ﬂ)

Mg Mo Me
Ha_ Ba Be
MB Me— MUp
!‘E _ ﬂ Ar(P)
MN  MB Ar(e)
Ha_ Ha He
:u'p Me- lu/p

-1
1% e
Ba_ Ha b (&_) (3579)

Mo e pp \ g

ATOMIC AND NUCLEAR: Helion, h. The helion mass
follows from
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A(h)

mem N (380)

mpy=

and the numerical value of my in u is Ah), my/m,

=A[(h)/A(e), my/my=A(h)/A(p), and M(h)=A,(h)M,,.

The basis of all quantities involving w; is the adjusted
constant up/u, . We have

7 7| e

h /“Lp P
Bh_ M My
KB My KB
Y
MN //«1', MN

' ' -1
I .
BB “—(i) 381)
Hp My Mpl iy

ATOMIC AND NUCLEAR: Alpha particle, o.. As in pre-
vious similar cases, the alpha particle mass is derived from

_ A() -
ma=me s (382)
and the numerical value of m, in u is A(a), my/m,
=A()/A(e), mg/my=A(x)/A(p), and M(a)
=A()M,.

- PHYSICOCHEMICAL: All of the values follow from the
relations given in the Quantity and/or Symbol columns and
the expressions for k, N, and e given above. The number
4.965114231... in the equation for the Wien displacement
law constant b is the nonzero root of the equation
5(e™*—1)+x=0 (Stone, 1963).

Table 25. This table was discussed at the beginning of this
section on calculational details. _

Table 26. The first two éntries are discussed in Sec. 2.3,
the next two in Sec. 2.5, and the last two entries are from the
BIPM SI Brochure (BIPM, 1998). [The quantity g, is also
discussed in Sec. 2.6.]

Table 27. The Cu x unit xu(CuKa;), the Mo x unit
xu(Mo Ka; ), and the A* are adjusted constants. The quan-
tity dayo, which is the {220} lattice spacing of an ideal single
crystal of naturally occurring silicon in vacuum at zg,
=22.5°C, is also an adjusted constant, and the lattice pa-
rameter a of silicon (the edge length of the silicon cubic unit
cell) is related to doyg by a= \/gd_zzo. ‘The expression for NV,
is given under ELECTROMAGNETIC, Egq. (360).

Table 28. The values in this table follow directly from the
relations given in the Quantity and/or Symbol columns and
the expressions given above for the constants e, N, and
M.

Table 29. The numerical values given in the first four rows
are the numerical values of the. constants indicated above the
values when those constants are expressed in their respective
SI units. For example, the number 1.35639277(11) % 10°
(last entry of row 2} is [¢?/(ms™Y)2)/[ /(] s)], which can be
conveniently denoted by {c2/h};. For the last three rows,
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2the full combination of constants whose numerical values
give the numerical value indicated are, respectively by row,
e, elc?, elhc, and elh; myc®, my, myclh, and myc?/h;
2R he, 2R h/c, 2R, and 2Rc.

Table 30. The situation for this table is similar to that for
Table 29 but somewhat more involved. The full combination
of constants of the last three rows of the column labeled
“K’ are e/k, myc?lk, and 2R hc/k. For the columns la-
beled “‘eV,” “‘u,”” and ‘‘Ey,”’ the full combination of con-
stants for the seven nontrivial rows of each column are, re-
spectively by column, 1/e, c*/e, hcle, hle, kle, myc*le,
and 2Rohcle; Umyc?, Umy, himye, himyc?, kimyc?,
e/myc?, and 2R, himyc; 172R.he, cl2Rzh, 1/2R.,
12Rc, kI2R he, el2R he, and myc/2Rh.

6. Summary and Conclusion

We close by first comparing the 1998 and 1986 CODATA
recommended values of the fundamental physical constants
and identifying those advances made since 1986 that are
most responsible for our current improved knowledge of the
constants. This is followed by a brief discussion of some of
the conclusions that can be drawn from the 1998 values and
adjustment. Finally, we look to the future and make some
suggestions regarding the experimental and theoretical work
required to solidify and continue the progress of the last 13
years.

6.1. Comparison of 1998 and 1986 CODATA
Recommended Values

The 1998 CODATA set of recommended values of the
fundamental physical constants is a2 major step forward rela-
tive to its 1986 predecessor. The 1998 and 1986 adjustments
considered all data available by 31 December 1998 and 1
January 1986, respectively. As one would hope, the 13 year
period between thesc adjustments las scen extraordinary ex-
perimental and theoretical advances in the precision
measurement/fundamental constants (PMFC) field. The fact
that the standard uncertainties of many of the 1998 recom-
mended values are about % to 3, and in the case of R,, and
some associated constants, l—éz, times the standard uncertain-
ties of the corresponding 1986 values is an indication of the
remarkable nature of these advances. Moreover, the absolute
values of the differences between the 1986 values and the
corresponding 1998 values are almost all less than twice the

- standard uncertaintics of thc 1986 valucs. The rcduction of
uncertainties and the relatively small shifts of values is ap-
parent from Table 31, which compares the recommended
values of a representative group of constants from the two
adjustments. A subset of the constants of this group is com-
pared graphically in Fig. 5.

Table 31 also exhibits regularities that can be attributed to
the interdependence of the various constants. This behavior
is not influenced by the fact that the adjusted constants (i.e.,
variables of the adjustment) employed in 1986 and 1998 are
different, but it docs depend on the fact that for both adjust-
ments uR)>u(h)>u(a)>u R.). In the context of the
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TaBLE 31. Comparison of the 1998 and 1986 CODATA adjustments of the
values of the constants by the comparison of the corresponding recom-
mended values of a representative group of constants. Here D, is the 1998
value minus the 1986 value divided by the standard uncertainty u of the
1986 value (i.e., D, is the change in the value of the constant from 1986 to
1998 relative to its 1986 standard uncertainty).

1998 rel. std. 1986 rel. std.  Ratio 1986 u,

Quantity uncert. u, uncert. u, to 1998 u, D,
a 3.7X107° 4.5%x1078 122 -17
Ry 3.7x107° 45%x1078 122 17
ag 3.7x107° 4.5%x1078 12.2 -17
Ac 7.3%107° 8.9%107% 12.2 -1.7
Te 1.1x107% 1.3x1077 122 -17
o, 22%1078 2.7x1077 122 -17
h 7.8%1078 6.0x1077 1.7 -1
me 7.9x1078 5.9x1077 75 - -15
Na 7.9x1072 5.9%x1077 75 1.5
Ey, 7.8x1078 6.0X10—7 7.7 -17
c1 7.8%1078 6.0x1077 7.7 -17
e 3.9%1078 3.0x1077 7.8 -18
K, 3.9%1073 3.0x1077 76 1.6
F 40%x1078 3.0x1077 7.5 11
Y 42x107¢ 3.0x1077 73 1.1
Mg 4.0x107% 3.4%x1077 83 -21
N 40x1078 3.4%x1077 8.3 -20
e 4.0x1078 3.4x1077 8.3 2.1
Hp 4.1x107¢ 3.4x1077 8.1 2.1
R 1.7%1076 8.4%1076 438 -0.5
k 1.7x1078 8.5X1076 4.8 -0.6
Vi 1.7x107¢ 8.4x1076 48 —05
c, 1.7X1076 8.4x1076 48 0.5
T 7.0%107¢ 3.4X1073 43 -0.6
G 15x1073 1.3%x107¢ 0.1 0.0
Re 7.6X10712 1.2x107° 157.1 2.7
melm, 2.1x107° 20x1078 9.5 0.9
me/m, 3.0X1078 1.5%1077 49 -0.1
Ale) 2.1x107° 23%1078 11.1 0.7
Ap) 13x107W 12X107® 91.6 -02
Al(n) 54x1071° 1.4%x1078 25.6 0.8
A[d) 1.7x10710 1.2x1078 68.9 0.0
dyo 2.9%1078 .2.1x1077 7.1 11
ge 41x10712 1.0x107H1 2.4 0.6
. 6.4x10710 8.4Xx107° 13.1 0.8’
o/ g 1.0x1078 1.0X1078 1.0 0.1
T 1.0x1078 2.2x107% 22 -038
Mol oy 24%1077 2.4%1077 1.0 0.1
al iy 1.1x1078 2.8x1078 2.6 -0.1
ol iy 1.0x107% 1.0x1078 1.0 0.1
ey, 2.4x1077 2.4% 1077 1.0 0.0
gl pp 1.5x107% 1.7x1078 1.1 0.9

1998 adjustment, much of this behavior can be understood
by examining the functional dependence of the derived con-
stants on the adjusted constants R... a. k. and R. This de-
pendence is such that the uncertainties of the derived con-
stants ‘are mainly determined by the uncertainty of either «,
h, or R.

For example, o and the Bohr radius a, have the same
relative standard uncertainty, and that of the Compton wave-
length is twice as large: u(Ac)=2uag)=2ua). This is
because the valuc of ag is calculated from the rclation ag
= a/4mR, and since u(a)>ulR.), ulay) is essentially
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FiG. 5. Graphical comparison of the 1998 and 1986 CODATA recom-
mended values of some of the constants listed in Table 31. As in that table,
D, is the 1998 value minus the 1986 value divided by the standard uncer-
tainty u of the 1986 value (i.e., D, is the change in the value of the constant
from 1986 to 1998 relative to its 1986 standard uncertainty).

equal to u(a). Similarly, A is obtained from the relation
Ac=a?/2mR,,, hence u (Ac)~ula?®)=2ula). A further
consequence of these relations is the near equality of the
ratios of the 1986 uncertainties to the 1998 uncertainties, as
well as the near equality of their values of D,, where D, is
the change in the value of a constant from 1986 to 1998
relative to its 1986 standard uncertainty. The classical elec-
tron radius r, with u(r.)=3u(a) and the Thomson cross
section o, with u(o.)=6ua) follow a similar pattern,
since r, is calculated from r,= a?ay= /4R, and o, from
0'e=(811'/3)r§=a6/611'R°2°. (Since the von Klitzing constant
is calculated from Rg= uoc/2e, D, for @ and Rx have op-
posite signs.) -

In an analogous way, the 12 constants m, through u; in

column 1 of Table 31 are calculated from expressions that

contain a factor A?, where p=1. —1. L. or — 1. as well as

other constants (such as «) that have relative standard uncer-
tainties rather smaller than u,(h). Thus the uncertainties of
these 12 constants are approximately u,(h) or 5u,(h). Also,
the values of the ratios of the 1986 to 1998 uncertainties for
h and these constants are the same to within about 15 %. On
the other hand, their values of |D,| vary more widely, be-
cause of changes in the values of the other constants ou
which they depend. [It is mere coincidence that the value of
|D, for those constants whose uncertainties are mainly de-
termined by u(«a) is the same as it is for some of those
constants whose uncertainties are mainly determined by
u(h).] . ‘ ' .

Table 31 exhibits analogous behavior for the constants R,
k, Vu, ¢, and o; the values of the last four are calculated
from expressions that contain a factor R?, where p=1, —1,
or 4, as well as other constants that have relative standard
uncertainties much smaller than u(R).

Unique among all of the 1998 recommended values is the
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Newtonian constant of gravitation G; its uncertainty is
larger than that of the 1986 value by nearly a factor of 12.
As explained in detail in Sec. 3.17, for several reasons, in-
cluding the existence of a value of G from a credible experi-
ment that differs significantly from the 1986 value, the CO-
DATA Task Group on Fundamental Constants decided to
increase the relative standard uncertainty of the 1986 value
from u,=1.28X107* to u,=1.5X1073, but to retain the
value itself.

The largest relative shift in the value of a constant be-
tween 1986 and 1998 is D,=2.7 for R, . On the other hand,
with a 1986 to 1998 uncertainty ratio of 157, the value of R,
has undergone the largest reduction in uncertainty. The shift
in value is due to the fact that the 1986 recommended value
of R,, was mainly based on a 1981 experimental result that
was subsequently shown to be in error. The large uncertainty
reduction is due mainly to the fact that starting at about the
beginning of the 1990s, optical frequency metrology re-
placed optical wavelength metrology as the method of choice
for determining transition frequencies of hydrogenic atoms.
Major improvements in the theory of the energy levels of
such atoms also contributed significantly to the reduction in
uncertainty.

Although a more accurate value of R, is partially respon-
sible for our current improved knowledge of the values of
the constants, three other post-1986 advances have also
played important roles.

(i) A better experimental determination of the anomalous
magnetic moment of the electron a, and an improved theo-
retical expression for a, are to a large extent responsible for
the 1998 recommended value of a, which has the impres-
sively small uncertainty u,=3.7X107°. As pointed out
above, a plays a key role in determining the recommended
values of many constants.

(ii) The moving-coil watt balance, which was conceived
some 25 years ago and was first brought to a useful opera-
tional state in the late 1980s, provided two results for
KfRK= 4/h with comparatively small uncertainties. The
1998 recommended value of & with u,=7.8X 1078 is mainly
due to these results, and, as also discussed above, & plays a
major role in determining the recommended values of many
constants.

(iii) The determination of R by measuring the speed of
sound in argon using a spherical acoustic resonator yielded a
value with u,=1.8X 1075, approximately % times the uncer-
tainty u,=8.4X 1076 of the vallué obtained carlicr using a
cylindrical acoustic interferometer and on which the 1986
recommended value is based. The new result is primarily
responsible for the 1998 recommended value with u,=1.7
X 1076 and consequently for the improved values of the
various constants that depend on R.

Of course, better measurements and calculations of a num-
ber of other quantities also contributed to improving our
overall knowledge of the values of the constants. Noteworthy
are the Penning-trap mass ratio measurements that led to the
improved values of the relative atomic masses A,(e), A/(p),
A (d), etc; the crystal diffraction determination of the bind-



CODATA RECOMMENDED VALUES

ing energy of the neutron in the deuteron that led to the
improved value of A(n); the Zeeman transition-frequency
determination of Ay, that, together with the QED-based,
theoretically calculated expression for Avyy,, led to the im-
proved value of m./m,; and the new and more accurate
measurements of the d,,, lattice spacing of nearly perfect
silicon crystals, together with the measurement of the quo-
tient h/md,y0(W04) and better methods of comparing the
lattice spacings of crystals and characterizing their quality,
that led to the improved value of dyy of an ideal crystal. By
comparison, there has been no improvement in our knowl-
edge of magnetic-moment related constants such as u,/ug,
Mol pngs el py, and po/p,, because there have been no
new relevant measurements. (The reductions in uncertainties
of pp/py and pg/puy are mainly due to the reduction in
uncertainty of m,/m,.)

6.2. Some Implications for Physics and Metrology
of the 1998 CODATA Recommended Values
and Adjustment

Reliable values of the fundamental physical constants and
related energy conversion factors have long been necessary
for a variety of practical applications. Prominent among
these are calculations required for the analysis and compila-
tion of data and the preparation of databases in various areas
of science and technology including high energy, nuclear,
atomic and molecular, condensed matter, chemical, and sta-
tistical physics. The 1998 recommended values with their
significantly smaller uncertainties should, therefore, have a
positive influence on a broad range of activities in many
fields.

More recently, values of constants have become increas-
ingly important to metrology. As discussed in Sec. 2.5, start-
ing 1 January 1990 the CIPM introduced new, practical rep-
resentations of the volt and the chm for international use
based on the Josephson and quantum Hall effects and exact
conventional values of the Josephson and von Klitzing con-
stants. As noted in that section, the adoption of these
exact values, Kj_¢u=483597.9GHz/V and Rg-g0
=25812.807 (2, can be interpreted as establishing conven-
tional, practical units of voltage and resistance, Vo and {299,
that are related to the volt V and ohm () by

Kj-9 '
0=V 689
R .
.(290=R—K—Q. (384)
K-90

These equations and the 1998 recommended values of K;
and R lead to :

Voo=[1+0.4(3.9)xX 1078V
Qgo=[1+2.21(37)x 10781 Q,

(385)

(386)

‘which show that the practical unit of voltage Vg exceeds V
by the fractional amount 0.4(3.9) X 1078, and the practical
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unit of resistance Qg exceeds ) by the fractional amount
2.21(37)X 1078, This means that measured voltages trace-
able to the Josephson effect and Kj_oy and measured resis-
tances traceable to the quantum Hall effect and Rg_ oy are too
small relative to the SI by the same fractional amounts. Al-
though these deviations from the SI, which follow from the
1998 adjustment, are inconsequential for the vast majority of
measurements and are well within the original estimates of
the CCEM (Taylor and Witt, 1989), corrections to account
for them may need to be applied in those rare cases where
consistency with the SI is critical.

A possible future use of fundamental constants in metrol-
ogy is in the redefinition of the kilogram. As the authors
have recently pointed out (Taylor and Mohr, 1999), if
moving-coil watt-balance determinations of # can achieve a
relative standard uncertainty of u,=1X1078, then it be-
comes attractive to redefine the kilogram in such a way that
the value of # is fixed, thereby allowing the watt balance to
be used to directly calibrate standards of mass. [Such a defi-
nition would be analogous to the current definition of the
meter, which has the effect of fixing the value of c. A re-
definition of the kilogram that fixes the value of N, has been
proposed as well (Taylor, 1991).] It is also conceivable that
if the Boltzmann constant k can be determined with a suffi-
ciently small uncertainty, the kelvin could be redefined in
such a way as to fix the value of k. Increasing thie number of
SI units and their practical representations that are based on
invariants of nature—the fundamental constants—rather than
on a material artifact or a property of a body that depends on
the body’s composition is highly appealing for both practical
and esthetic reasons.

The focus of this paper has been the review of the cur-
rently available experimental and theoretical data relevant to
the fundamental constants and how those data are used to
obtain the 1998 CODATA set of recommended values,
rather than what the data can tell us about the basic theories
and experimental methods of physics. Although we plan to
address this question in greater detail in a future publication,
we briefly delineate in the following paragraphs a few of the
conclusions that may be drawn from the 1998 adjustment
regarding physics and metrology. These specific conclusions
can be prefaced with the general conclusion that the 1998
adjustment provides no evidence of problems with either: (1)
the basic theories of physics—special relativity, quantum
mechanics, QED, the standard model, etc.; or (2) the broad
range of metrological techniques used in experiments (o de-

" termine values of the constants: Penning-trap mass spectrom-

etry, optical frequency metrology, optical interferometry,
voltage and resistance measurements based on the Josephson
and quantum Hall effects, etc.

Josephson effect. The observed consistency of the values
of h deduced from measurements of K:Rg, K;, I p—oo(hi),
and Foy (see Table 16) supports the important assumption
that K;=2e/h. Further, since these measurements required
the use of a wide variety of metrological techniques—from
laser interferometry to analytical chemistry—the consistency
of the values of & also suggests that the uncertainties associ-
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ated with these techniques are understood and have been
properly evaluated.

Quantum Hall effect and QED. The values of « inferred
from measurements of the diverse group of constants a.,
RK’ h/m“dzzo(WM), r;_go(l()), F'_go(lo), AVM\U and RW,
together with measurements of dy(X), Me-/Hp> Kplty-
and p,+/u,, are broadly consistent (see Table 15). This
consistency supports the important assumption that Rg
=hle?= pgcl2a. It also supports the validity of the QED
calculations required to obtain theoretical expressions for a.,
a#, AVM!U ge‘(H)/ge“’ gp(H)/gp’ ge‘(D)/ge‘v gd(D)/gd’
8e-(Mu)/g.-, and g, +(Mu)/g,+.

On the other hand, the various values of a are not as
consistent as one would perhaps like; of special concern are
those values of a obtained from gyromagnetic ratio measure-
ments and from neutron/x-ray diffraction measurements. Al-
though the causes of the differences between some of these
values of « and the other values are not yet known, they may
indicate that the measurement methods required to determine
the dimensions of a precision solenoid and the lattice spacing
of a crystal of silicon are not fully understood.

IIydrogenic energy levels, p and d bound-state rms charge
radii, and QED. As pointed out in Sec. 4.3.1, there is a
systematic deviation between theory and experiment for hy-
drogenic energy levels corresponding to 126/n® kHz for
nSy, states. Its most likely causes are a difference between
the proton and/or the deuteron rms charge radius predicted
by the hydrogenic spectroscopic data from the values derived
from scattering data, an uncalculated contribution to hydro-
genic energy levels from the two-photon QED correction
that exceeds its assigned uncertainty, or a combination of the
two.

Nevertheless, the agreement of the value of R,, deduced
from all of the Rydberg-constant data with the values de-
duced from subsets of that data” (see Table 18) supports the
overall validity of the QED-based calculations of hydrogenic
energy levels.

Molar volume of silicon. As discussed in Sec. 3.10, values
of the molar volume of silicon V(Si) are not included as
input data in the 1998 adjustment because of discrepancies
among them. These discrepancies indicate that our under-
standing of the FZ (floating zone) crystal-growing process as
applied to silicon and the effects of impurities, vacancies,
and self-interstitials on the properties of silicon may not yet
be complete.

Molar gas constant, speed of sound, and thermometry.
The two existing high-accuracy determinations of R, one
from measurements of the speed-of-sound in argon using a
spherical acoustic resonator and the other from similar mea-
surements using a cylindrical acoustic interferometer, are
consistent. This agreement indicates that the complex nature
of the propagation of sound in such devices is satisfactorily
understood and that the determination of thermodynamic
temperatures from speed-of-sound measurements should be
reliable. »

Newtonian constant of gravitation. The current value of G
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has the largest relative standard uncertainty by far of any of
the basic constants of physics given in the 1998 CODATA
set of recommended values, with the exception of sin” 6y . It
has long been recognized that the reason this measure of the
strength of the most pervasive force in the universe is so
poorly known is the weakness of the gravitational force com-
pared to the weak, electromagnetic (electroweak), and strong
forces. Nevertheless, because of gravity’s central role in -
physics, the large uncertainty of G is disconcerting. One
hopes that work currently underway (see the following sec-
tion) will solve the problem.

6.3. Outlook and Suggestions for Future Work

It is difficult to imagine how the rate of progress of the
past 13 ycars in improving our knowledge of the values of
the constants can be sustained. The relative standard uncer-
tainties of some constants are now in the range 4X 107"
<u,<6X10™ 10 and the uncertainties of most others are in
the range 1X107°<u,<1X1077. One wonders if experi-
mentalists can continue to devise ever more ingenious meth-
ods of overcoming the limitations of electrical and mechani-
cal noise and if theorists can continue to devise ever more
sophisticated techniques of calculating contributions from an
expanding number of complex Feynman diagrams so that

‘our knowledge of the constants can continue to advance at

the current pace. Although it is obvious that this question
cannot be answered unequivocally, the impressive level. of
achievements of researchers in the PMFC field over the past
century is a sound reason to be optimistic about the future.
Indeed, there are a number of experiments already underway
that, if successful, will lead to values of important constants
with significantly reduced uncertainties. We touch upon
some of these €xperiments in the paragraphs below, in which
we make suggestions regarding future work based on what
we believe are the main weaknesses of the 1998 adjustment.

It is an axiom in the PMFC field that the best way to
establish confidence in the result of an experiment or calcu-
lation is to have it repeated in another laboratory, preferably
by a dissimilar method. (The different results should have
comparable uncertainties.) Although it does not guarantee
that an unsuspected error in a result will be found, history
shows that it is an excellent way of discovering an error if
one exists.

Unfortunately, such redundancy is all too rare among the

" input data of the 1998 adjustment. As seen above, «, A, and

R play a major role in the determination of many constants,
yet the adjusted value of each is to a large extent determined
by a pair of input data or a single input datum. These data are
briefly summarized below, accompanied by our related sug-
gestions for future work.

Fine-structure constant. In the case of «, the two critical
data are the experimental value of a, determined at the Uni-
versity of Washington and &,, the additive correction to the
theoretical expression for a.. The uncertainty of J, is domi-
nated by the 0.0384 uncertainty of the eighth-order coeffi-
cient A(IS) as calculated by Kinoshita; it leads to ua(th)]
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=1.0x10"°, which is about ; times the uncertainty u,

=3.7%107? of the experimental value. The uncertainty of
that can be inferred from a. is u,=3.8X 107°, about & times
that of the next most accurate value. We therefore believe
that the most important tasks regarding alpha are

(i) a second experimental determination of a, with u,
<5x%107%;

(ii)  a second calculation of A(ls) with ©,<0.04; and

(iii)  a determination of a with #,<5> 107? by an cntircly
different method.

Point (i) is currently being addressed by the University of
Washington group (Mittlemann, Ioannou, and Dehmelt,
1999) and by a group at Harvard University (Peil and Gab-
rielse, 1999). To the best of our knowledge, point (ii) is not
being addressed, although Kinoshita continues to check and
improve his calculation of A%®) and his assessment of its
uncertainty. With regard to point (iii), it could actuaily be
addressed in the very near future by the experiment at Stan-
ford University to obtain o« from a measurement of
hIm(*3Cs) [see Sec. 3.11.2]. .

Planck constant. In the case of h, the most critical datum
is the value of K}RK= 4/h obtained at NIST using a moving-
coil watt balance; its relative standard uncertainty u,=8.7
X 1078 is 5% times that of the next most accurate value of A,
which was determined at NPL also using a moving-coil watt
balance.. Thus it is our view that the highest-priority tasks
with regard to & are

@ a second moving-coil watt balance determination of k
with 2,<9X107%;

(ii)  determination of other constants such as N, and F
with sufficiently small uncertainties that a value of A
with #,<9X 1078 can be inferred from them; and

(iii) a moving-coil watt balance determination of & with
1u~2% 1078 and determinations of other constants
such as N and F from which such values of & can be
inferred.

Point (i) and the first part of (iii) are being addressed by
efforts at both NIST and NPL to significantly improve their
watt-balance experiments; results with relative standard un-
certainties of a few times 10~ % or less are expected in several
years. Further, a new moving-coil watt balance experiment
that should be competitive with those at NIST and NPL has
been initiated at the Swiss Federal Office of Metrology
(OFMET), Bern—Wabern, Switzerland (Beer et al., 1999).

Point (i) and the second part of (iii) are mainly being
addressed by the international effort to determine the
Avogadro constant by the XRCD method with the smallest
possible uncertainty in order to replace the current definition
of the kilogram. The Planck constant 2 may be obtained
from N, from the relation

_ cA(e)M a?

RN (387)

Since u,<8X 107 for the group of constants multiplying
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1/N,, a value of N with #,~2X 10" will yield a value of
h with nearly the same uncertainty. Although it is not yet
clear that the XRCD method is capable of providing such a
value of &, it is the best alternate route to 4 that we presently
have. It should, therefore, continue to be vigorously pursued,
even though to achieve this uncertainty will require major
advances in characterizing near-ideal single crystals of sili-
con and in measuring their density and isotopic composition.

Although the route to N, and hence h through the Faraday
constant F' using the relations

_K;j_gRk-90

AT
_ cA(eM &

Ky-90Rk-90RwFoo

is being investigated at PTB in an experiment that is equiva-
lent to determining Fgy in vacuum rather than in an electro-
Iyte (Glaser, 1991), it is in its very early stages. Nevertheless,
it should also be vigorously pursued so that its potential can
be realistically assessed.

Other experiments that, like the moving-coil watt balance,
compare electric power with mechanical power (or equiva-
lently, electric energy to mechanical energy) are also in vari-
ous stages of development. These include the levitated su-
perconducting body experiment at NRLM (Fuijii et al., 1999)
and an experiment using a moving-capacitor balance at the
University of Zagreb (Bego, Butorac, and Ili¢, 1999). Varia-
tions of the moving-coil watt balance itself are being inves-
tigated at the Istituto Elettrotecnico Nazionale (IEN) *‘Gali-
leo Ferraris,”” Torino, Italy (Cabiati, 1991). In view of the
importance of % to the determination of the values of many
constants, all of these efforts are highly warranted.

Molar gas constant. For R, the key datum is the NIST
value with u,=1.8X107® obtained from measurements of
the speed of sound in argon using a spherical acoustic reso
nator; its uncertainty is ﬁ times that of the NPL value, the
only other result of interest, which was also obtained from
speed-of-sound measurements in argon but using a cylindri-
cal acoustic interferometer. We therefore believe that the
most important tasks with regard to R are

Foo (388)

(389)

(i)  a second direct determination of R with u, no larger
than 2X 1075;

(ii)  determinations of other constants such as k¥ and o
with sufficiently small uncertainties that a value of R
with u,~2X107° or less can be inferred from them;
and

(ii)) speed-of-sound determinations of R with u~5
% 10~7 and determinations of other constants such as
k and o from which such values of R can be inferred.

Of the three critical constants «, &, and R, the molar gas
constant is the most problematic; there are no other values of
R with an uncertainty as small as that of the NIST value on
the horizon from any source, let alone a value with a signifi-
cantly smaller uncertainty. As far as we are aware, the only
relevant experiment being actively pursued is the NPL deter-
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mination of o/h using electrical substitution radiometry (see
Sec. 3.16). If it achieves its goal of ur(a'/h)=1X10_5, it
could provide a value of R with u (R)=2.5X 1076, com-
pared to u(R)=1.8X107¢ for the NIST value and u,(R)
=8.4X 107 for the NPL value. Although the new NPL ex-
periment will not really address any of the above points, it is
still highly important: it does not depend on speed-of-sound
measurements in argon, and the uncertainty of the value of R
that one expects to be able to infer from it is only about 1.4
times larger than that of the NIST value.

A possible approach to improving our knowledge of R is
for metrologists at the national metrology institutes to join
forces in an international collaborative effort much like the
effort now underway to improve our knowledge of N . Per-
haps the CCM Working Group on the Avogadro Constant
(see Sec. 3.10) can serve as a model for a CCT Working
Group on the Molar Gas Constant (CCT is the abbreviation
of the Comité Consultatif de Thermométrie of the CIPM). In
view of the key role played by R in the determination of
important thermodynamic and radiometric constants such as
k, o, Vy, c,, and b, such an effort would be well justified.

Our discussion of a, h, and R can be summarized as fol-
lows: In the next few years, work already well underway has
the possibility of confirming the 1998 recommended values
of these constants, and hence the values of the many other
constants deduced from them, as well as providing values of
« and h with uncertainties about ; times those of the 1998
recommended values. Such new values of « and / will lead
to new values of many other constants with comparably re-
duced uncertainties, thereby continuing the rapid progress of
the past 13 years.

Although confirming and reducing the current uncertain-
ties of a, h, and R through improved measurements and
calculations would have the greatest impact on advancing
our overall knowledge of the values of the constants, con-
firming and reducing the uncertainties of other constants
would also have significant benefits. We address this issue
with the following comments.

Josephson and quantum. Hall effects. Although the current
experimental and theoretical evidence for the exactness of
the relations Ky=2e/h and Rx=h/e?’=pyc/2a is quite
strong, efforts by both experimentalists and theorists to in-
crease this evidence are encouraged. Soundly based quanti-
tative estimates of the limitations of these relations are espe-
cially of interest.

Relative atomic masses. Of the basic particles e, n, p, d, h,
and o, the relative atomic mass of the electron A, (e) is the
least well known; its uncertainty is u,=2.1X 10~° compared
to, for example, the uncertainty u,=1.3X107° of A (p).
Because A (e) enters the expressions from which a number
of constants are derived, for example, those for the energy
levels of hydrogenic atoms, in order to fully use the antici-
pated advances in the measured and calculated values of
various quantities, an improved value of A (e) with an un-
certainty of say u,=2X 107 1% will be necessary. Moreover,
there is only one high-accuracy input datum related to A,(e)
currently available.
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Experiment and theory relevant to the Rydberg constant.
Because of limitations in the theory of the energy levels of
hydrogen and deuterium, full advantage cannot yet be taken
of the existing measurements of H and D transition frequen-
cies to deduce a value of R, . Since the uncertainty in the
theory is dominated by the uncertainty of the two-photon
corrections, reducing this uncertainty. is crucial for continued
progress. Of comparable importance is sorting out the rela-
tionships between the bound-state proton and deuteron rms
charge radii and those obtained from scattering data. Im-

_ proved experimental determinations of these radii would be

of great help in this regard; such a result for the proton radius
is expected from the determination of the Lamb shift in
muonic hydrogen by an international group at PSI (Taqqu
etal., 1999). Of course, results from additional high-
accuracy mcasurcments of transition frequencics in I and D
are always of value.

Experiment and theory relevant to the magnetic moment
anomaly of the muon. The uncertainty of the theoretical ex-
pression for a,, is dominated by the uncertainty of the had-
ronic contribution a,(had), which in turn is dominated by
the uncertainty of the cross section for the production of
hadrons in e*e” collisions at low -energies. Because at
present the theoretical value of a, has a significantly smaller
uncertainty than the experimental value, the 1998 recom-
mended value of g, is the theoretical value. This means that,
at least for the moment, to advance our knowledge of a,
requires an improved measurement of the cross section. Such
a measurement is also required to test the standard model
through the comparison of the theoretical value of a,, with
the significantly improved experimental value anticipated
from the ongoing muon g — 2 experiment at Brookhaven Na-
tional Laboratory, which could eventually produce a result
for a,, with an uncertainty comparable to that of the best
anticipated theoretical result. How a more accurate value of
the cross section can be obtained at the ¢ factory DAPNE of
the Laboratori Nazionali di Frascati, Italy is described by
Spagnolo (1999).

Experiment and theory relevant to magnetic moment ra-
tios. Measurements of various magnetic moment ratios such
as pe-(H)/ py(H) and p,/ ,u,l’J and theoretical calculations of
bound-state corrections for those measurements carried out

~ in atoms are to a large extent responsible for the recom-

mended values of such important constants as p-/pp,
pl N pnd pps b/ N, g, ste. However, in cach case
there is only one input datum available—other values are
simply not competitive. Additional measurements are clearly
called for, we would hope with smaller uncertainties, so that
our knowledge of these important constants can advance.
Current work at NPL associated with its helion NMR pro-
gram (see Sec. 3.3.7) should in fact lead to better values of
Mee-(H)/ py(H) and pe-(H)/ py,, but this is the only effort of
its type of which we are aware. When such improved results
become available, it may be necessary to improve the calcu-
lation of bound-state corrections so that full advantage can
be taken of their small uncertainties.
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" Experiment and theory relevant to the muonium hyperfine
splitting. The existing measurements of the frequencies of

 transitions between Zeeman energy levels in muonium pres-
ently have uncertainties such that the value of « that can be
obtained by comparing the experimentally determined value
of Avyy, with its theoretical expression has a relative stan-
dard uncertainty of u,=5.7X 1078, This uncertainty is domi-
nated by the uncertainty of the value of m./m,, that can be
deduced from the measurements. On the other hand, the ex-
perimental value of Awy,, which has an uncertainty u,
=1.1x1078, together with its QED-based theoretical ex-
pression and the most accurate individual value of « yields a
value for this mass ratio whose uncertainty is dominated by
the uncertainty u,=2.7X 107% of the theoretical expression.
Thus reduction of this uncertainty by an order of magnitude
through improvement in the theory would lead to a reduction
in the uncertainty of this important ratio by nearly a factor of

3. We believe that this is motivation enough to improve the
theory. However, such theoretical advances might also
stimulate new efforts to improve the transition-frequency
measurements, the end result of which could be a highly
competitive value of « from muonium.

Theory of hydrogen hyperfine splitting. To take advantage
of the phenomenally small uncertainty u,=7X 107 !* of the
experimentally determined value of Avy to derive a competi-
tive value of o will require major theoretical work. Most
important at present is the contribution to Awy of the polar-
izability of the proton | 8, <4 X 107°. In view of the great
potential Avy has in providing a highly accurate value of «,
any improvement in its theoretical expression would be of
value.

Experiment and theory relevant to the fine structure of
“He. Measurements and theoretical calculations of the tran-
sition frequencies corresponding to the differences in energy
of the three 2°P levels of “He currently underway have the
potential of eventually providing a value of « with u,~5
X 107°. In view of the importance of such a value, both
experimental and theoretical work in this area warrants sus-
tained effort.

Experiment and theory relevant to the Boltzmann con-
stant. The route to the molar gas constant R via the Boltz-
mann constant £ was not specifically mentioned in our dis-
cussion of R in the earlier part of this section, because the
possible routes to k are problematic. Of the two approaches
described in Sec. 3.15, the *He molar polarizability/dielectric
constant gas thermometry method would seem to be the most
promising. Although major advances in both theory and ex-
periment are required in order to use it to obtain a competi-
tive value of k and hence R, they seem to be within the
realm of possibility. [On the. experimental side, see, for ex-
ample, Moldover (1998).] Thus we encourage continued the-
oretical and experimental work in this field.

Newtonian constant of gravitation. As discussed in detail
in Sec. 3.17, the present situation regarding G is quite unsat-
isfactory; new measurements with u,~1X 107 are critically
needed. Fortunately, as also discussed in that section, a num-
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ber of experiments that should achieve this level of uncer-
tainty are well underway.

In summary, two broad conclusions can be drawn from
this review: The first is that the uncertainties of the values of
the fundamental constants have been reduced to a remark-
ably low level by extraordinary research in the recent past.

-The second is that there are numerous and challenging op-

portunities for both experimentalists and theorists to -make
important contributions to the advancement of our knowl-

-edge of the values of the fundamental constants in the future.

The reason that these opportunities must be seized is, of
course, no mystery; as F. K. Richtmyer (1932) said nearly 70
years ago, ‘‘... the whole history of physics proves that a
new discovery is quite likely to be found lurking in the next
decimal place.” ' '
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8. Appendices

Appendix A. Theory Relevant To The Rydberg
Constant

This appendix gives a brief summary of the theory of the
energy levels of the hydrogen atom relevant to the determi-
nation of the Rydberg constant R., based on measurements
of the frequencies of transitions between those levels. It is an
updated version of an earlier review by one of the authors
(Mohr, 1996). For brevity, references to most historical
works are not included.

The energy levels of hydrogen-like atoms are determined
mainly by the Dirac eigenvalue, QED effects such as self
energy and vacuum polarization, and nuclear size and motion
effects. We consider each of these contributions in turn.

Although the uncertainties of the theoretical contributions
to a particular energy level are independent, in many cases
the uncertainties of contributions of the same type to differ-
ent energy levels are not independent and (mainly for S
states) vary as 1/n>. (Note that for historical reasons, contri- -
butions that vary as 1/n® are called “‘state independent.””) As
discussed at the end of this Appendix, in such cases we take
the covariances of the theoretical expressions for different
energy levels into account. To facilitate the calculation of
covariances, we distinguish between two types of uncertainty
components for each contribution to an energy level: u, and
u,. For a given isotope (H or D), an uncertainty uq/n® is
associated with an uncalculated term (or terms) of the form
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A(L,j)/n®, where A(L,j) is a particular but unknown con-
stant for a set of levels n, L, j for a given L and j and any n
(L=S, P, ...). An uncertainty u, /n3 is associated with terms
of the form B(n,L,j)/n3, where B(n,L,j) is an unknown

function of n. The former lead to nonzero covariances while

the latter do not [the B(n,L,j) are assumed to be indepen-
dent], except possibly for the same energy levels of different
isotopes. In addition, many of the contributions to the theo-
retical expression for a paarticular energy level of H or D are
the same (except for the effect of the mass difference of the
nuclei) and thus in general no distinction is made in the text
between their uncertainties. In those few cases where the
uncertainties are independent, we so indicate. The level of
uncertainty in the theory of current S states corresponds to
values of uy/h in the range 1 kHz to 100 kHz and to values
of u,/h in the range 1 kHz to 10 kHz. In fact, as discussed
below, uy/h exceeds 10 kHz only for the two-photon correc-
tion. Uncertainty components of interest in the theory of the
difference between the 1S-2S transition frequencies in hy-
drogen and deuterivm are also at the level of 1 kHz to
10 kHz. In keeping with Sec. 1.3, all uncertainties discussed
in this and the following three appendices, including those
due to uncalculated terms, are meant to be standard uncer-
tainties.
1. Dirac Eigenvalue

The binding energy of an electron in a static Coulomb
field (the external electric field of a point nucleus of charge
Ze with infinite mass).is determined predominantly by the
Dirac eigenvalue
-12

2
(Za) mec?, (AD)

(n—8)?
where # is the principal quantum number,
8=|kl=[x*—(Za)*1"", (A2)
and « is the angular momentum-parity quantum number («
= 1,1,"2,2,—3 for 51/2, P1/2, P3/2, D3/2, and D5/2 states,
respectively). States with the same principal quantum num-

ber n and angular momentum quantum number j=|k|— 3
have degenerate eigenvalues. The nonrelativistic orbital an-

ED= 1+

gular momentum is given by /=|x+ 3|— . (Although we
arc interested only in the case where the nuclear charge is e,
we retain the atomic number Z in order to indicate the nature
of various terms.)

Corrections ta the Dirac eigenvalue that take into account
the finite mass of the nucleus my are included in the more
general expression for atomic energy levels, which replaces

- Eq. (A1) (Barker and Glover, 1955; Sapirstein and Yennie,
1990):

m?c?

Ey=Mc*+[f(n,j)=1Ime*~[f(n,j)~ 17 5

1-8 (Za)'m3c?
k(21+1) 2”3’"124

+-e-, (A3)
where
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fln.j)=|1+ (Ad)

- (n—6)?

M=m.+my, and m=mgny/(m.+my) is the reduced
mass. :

[ - (Za)z}—uz

2. Relativistic Recoil

Relativistic corrections to Eq. (A3) associated with motion
of the nucleus are considered relativistic-recoil corrections.
The leading term, to lowest order in Za and all orders in
me/my, is (Erickson, 1977; Sapirstein and Yennie, 1990)

mf‘ (Zay
18= ———mJ
msz mnd " °

2

1 8 1 7
X3 = ln(Za)_z— = Inkog(n,I)— §510_ 2%

3 3 3
2 m m
. 2 ¢ 2 N
‘mﬁw[’"ﬂ“(‘nz)‘mc'“(z)”’ "
N e
where
2y &1 1 1— 3y
“"‘“Z[m(i)ﬂzl FRR T LA TSy ToTED s

(A6)

To lowest order in the mass ratio, higher-order corrections

in Za have been extensively investigated; the contribution of
next order in Za can be written as

me (Za)6 2
L Dgp, (A7)
where
7
D60=41n2—5 for nSyy;
A8
I(1+1) 2 (A8)
60=|3— 3 . for =1,
n?  |(42-1)(21+3)

and the contribution to the 1S state is —7.4kHz. The result
for S states was first obtained by Pachucki and Grotch (1995)
and subsequently confirmed by Eides and Grotch (1997c¢). It
is supported by a complete numerical calculation to all or-
ders in Za, which gives —7.16(1) kHz for the terms of or-
der (Za)® and higher for the 1S state at Z=1 (Shabaev
et al., 1998). Because of this congensus, we do not take into
account two other results, 2.77 kHz and —16.4 kHz, for the
same contribution (Elkhovskii, 1996; Yelkhovsky, 1998).
The expression for D¢y for P states was first obtained by
Golosov et al. (1995), and the general expression for all [
=1 given in Eq. (A8) was obtained by Elkhovskii (1996).
We include the result of Elkhovskii (1996) for states with [
>1 even though we do not consider the corresponding result
for S states, because the ambiguity associated with the short-
distance behavior of the relevant operators that leads to the
disagreements for S states is not present in the contributions
for I=1.
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The all-order results of Shabaev et al. (1998), expressed in
their notation, are

6
e s Lo RO
where
‘ —0.01616(3) 1Sy,
AP(a)= —0.016 17(5) 2Syp. (A10)
0.00772(1) 2Pyp-

These are the values that we use for these states. (Note that
for the 2Py, state we have added an explicit uncertainty to
the originally quoted number 0.007 72 to reflect its implied
uncertainty.) '

On the other hand. no all-order calculation exists for states
for n=3. Since the theoretical expression for Dg, for S states
in Eq. (A8) is independent of n and the complete calculated
values in Eq. (A10) for n=1 and n=2 are nearly equal, we
take the value AP(a)=—0.016 17(5) for all higher S states.
By similar reasoning, since the general expression in Eg.
(A8) for =1 is only weakly dependent on n, we take the
value AP(a)=0.00772(1) for the 2Py, state and AP(a)
=0.007 72(10) for all other Py, and P, states, where the
uncertainty is expanded to reflect the approximate nature of
the value. [We do not use the result A P(a)=0.0075(4) for
the P3j, state obtained by Artemyev, Shabaev, and Yerokin
(1995) because of its large uncertainty.] For D states, we use
the contribution given by Eq. (A7) and the general expres-
sion in Eq. (A8) with a relative uncertainty of 1 % to account
for higher-order terms in Z«, guided by the P state all-orders
calculation. Higher-order terms in m./my beyond Eq. (A5)
are expected to be negligible at the level of uncertainty of
current interest. [See, for example, Boikova, Tyukhtyaev,
and Faustov (1998)]. In fact, all of the relativistic-recoil un-
certainties discnssed in this section are negligible at this level
and are not included in our calculations.

3. Nuclear Polarization

Another effect involving specific properties of the nucleus,
in addition to relativistic recoil; is nuclear polarization. It
arises from interactions between the electron and nucleus in
which the nucleus is excited from the ground state to virtual
higher states.

‘This etfect has been calculated for hydrogen for the 1S
state by Khriplovich and Sen’kov (1998), who find Ep/h
=—0.071(13)kHz, and is currently of marginal signifi-
cancc. For n S statcs we employ that value multiplied by
1/n®, since it is mainly proportional to the square of the
wave function at the origin. We take the effect to be zero in
states of higher /.

For deuterium, the effect is much larger. A recent calcu- .

lation by Friar and Payne (1997a), which includes correc-

tions that go beyond their unretarded-dipole approximation
calculation (Friar and Payne, 1997c), gives 18.58(7) kHz for
the 1S-2S transition. Because of the near 1/n> dependence
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of this contribution, . the value for the 1S state is
—21.23(8) kHz (Friar, 1998). In addition to this deuteron
polarizability, the polarizability contributions of the constitu-
ent particles, —0.071(13)kHz from the proton and
—0.061(12) kHz from the neutron for the 1S state, should be
taken into account, although the contribution of the proton
polarizability to the H-D isotope shift vanishes (Khriplov-
ich, 1998; Friar, 1998; Pachucki, 1998). As for hydrogen, we
assume that the effect is negligible in higher-I states.

In summary, the results for deuterium as well as hydrogen
are

P
Ep(H)=—0.071(13)h— kHz
n

0,
Ep(D)=—21.37(8)h —; kH. (A11)
n
Although we include these contributions to the energy levels,
we do not include their uncertainties because they are negli-

gible.
4. Self Energy

The second-order (in e, first-order in ) level shift due to
the one-photon electron self energy, the lowest-order radia-
tive correction, is given by

a (Za)?
Eg%):;( F(Za)mecz,

(A12)

where
F(Za)=Ayn(Za) 2+ AntAs(Za)
' +Ag (Za)’In?(Za) >+Ag (Za)*In(Za) ™2
+Gg(Za) (Za)?, (A13)
with (Erickson and Yennie, 1965)

-4
A41=§510

4 10
Ago— ~ g loko(n,0)+ 5 O~ 22 T) (1= dy)

139
A5()= 3‘2—_2 In2 ’Tl'(slo

Agp=—23y

(A14)

[ 1\ o8 "
A61=\-4k1+§+-~~+;}+?ln2—4lnn

L A DAY SO T A W D
180 45,2 % 2/ \15 " 35270
. 96n2—321(1+1)
3n2(21-1)(2D)(21+1)(21+2)(21+3)
X (1= dy)-

[As usual, the first subscript on the A’s in Eq. (A13) refers to
the power of Za and the second subscript to the power of
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TABLE 32. Bethe 10gaﬁthms In ky(n,l) relevant to the determination of R, .

P. J. MOHR AND B. N. TAYLOR

TABLE 34. Values of the function GSP)(a)‘

n S P b n Sin Py Pin Dsp Dsp

1 2.984 128 556 1 —0.618724 .

2 2.811 769 893 —0.030 016 709 ) 2 -—0.808872 -0.064006 —0.014132

3 2.767 663 612 —-0.038 190229 —0.005232 148 3 —0.814530 —0.075859 —0.016750 —0.000000 —0.000000

4 2.749 811 840 —-0.041 954 895 —0.006 740 939 4 -0.806579 —0.080007 —0.017666 —0.000000 —0.000000

6 2.735 664 207 —0.045312 198 —0.008 147 204 6 —0.791450 —0.082970 —0.018320 —0.000000 -—0.000000

8 2.730 267 261 —0.046 741 352 —0.008 785 043 8 —0.781197 -0.084007 —0.018549 -0.000000 —0.000000
12 2.726 179 341 —0.047917 112 —0.009 342 954 12 —-0.769151 -0.084748 —0.018713 -0.000000 -—0.000000

In(Za)~2.] Bethe logarithms Inky(n,l) that appear in Eq.
(A14), needed for this and possibly future work, are given in
Table 32 (Drake and Swainson, 1990). .

The function Ggp(Z @) in Eq. (A13) gives the higher-order
-contribution (in Z) to the self energy. The low-Z limit of
this function, Gg(0)=Ag, has been calculated for various
states by Pachucki and others (Pachucki, 1993b; Jentschura
and Pachucki, 1996; Jentschura, Soff, and Mohr, 1997). Val-
ues for the function at Z=1, Ggg(«), are given in Table 33.
For the 18, state the value in the table is based on a direct
numerical evaluation (Jentschura, Mohr, and Soff, 1999),
and for the other states the values are based on extrapolation
to Z=1 of numerical values for Ggg(Za) calculated at
higher Z (Kotochigova, Mohr, and Taylor, 1999; Mohr and
Kim, 1992; Mohr, 1992). The extrapolations for P states take
into account the values of Ggr(0) when known. Similar ex-
trapolations of Ggg(Za) to Z=1 and 2 for states with n
=1 and 2 based on earlier numerical calculations have been
done by van Wijngaarden, Kwela, and Drake (1991).
Karshenboim, (1994) has done extrapolations to Z=1 for the
18,,-28, difference and for the Py, state, obtaining results
slightly different from those given in Table 33. We use the
values in the table because of their broader coverage and

better agreement with the independent semianalytic calcula--

tions at Z=0. These values are also in agreement with earlier
results of Mohr (1996).

The dominant effect of the finite mass of the nucleus on
the self energy correction is taken into account by multiply-
ing each term of F(Za) by the reduced-mass factor
(m./my)®, except that the magnetic moment term
—1[2x(21+1)] in A4 is instead multiplied by the factor
(m./m,)*. This prescription is consistent with the result for
P states obtained by Golosov et al. (1995). In addition, the
argument (Za) 2 of the logarithms is replaced by (m,/m,)
X(Za)~? (Sapirstein and Yennic, 1990).

TABLE 33. Values of the function Ggg(a).

n Sin Py Py Dy Dsp

1 -30.29024(2)

2 —31.1703) —098(1)  —048(1)

3 —31.01(6) —-1.13(1) —0.57(1) 0.00(1) 0.00(1)

4 —30.87(5) - 1.17(1) —0.61(1) 0.00(1) 0.00(1)

6 —30.82(8) —1.23(3) —0.63(3) 0.00(1) 0.00(1)

8 ~—30.80(9) —1.25(4) —0.64(4) 0.00(1) 0.00(1)
12 —30.77(13) —1.28(6) —0.66(6) 0.00(1) 0.00(1)
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The uncertainty of the self energy contribution to a given
level arises entirely from the uncertainty of Ggg(«) listed in
Table 33 and is taken to be entirely of type u,,.

5. Vacuum Polarization

The second-order vacuum polarization level shift, due to
the creation of a virtual electron—positron pair in the ex-
change of photons between the electron and the nucleus, is

a (Za)?

2)
EQR=——
w n

H(Za)m.?, (A15)
where the function H(Z«) is divided into the part corre-
sponding to the Uehling potential, denoted here by
HY(Za), and the higher-order remainder H®(Za)
=HOXNZa)+H®(Za)+---, where the superscript denotes
the order in powers of the external field. The -individual
terms are expanded in a power series in Za as

HY(Za)=Cy+ Cso(Za)+ Cei(Za)*In(Za) 2

+GB(Za)(Za)? (A16)
H®(Za)=GR(Za)(Za)?, (A17)
with
Ci0=— 155810
Cso=15T)0
Ce1=— %8,0. (A18)

The part GQ}Q(Za) arises from the Uehling potential, and is
readily calculated numerically (Mohr, 1982; Kotochigova
er al., 1999); values are given in Table 34. The higher-order
remainder G{3(Za) has been considered by Wichmann and
Kroll, and the leading terms in powers of Za are (Wichmann
and Kroll, 1956; Mohr, 1975; Mohr, 1983)

CR(Za)=( - £y

+(1s— ™)™ Za)Sp+-+-. (A19)

Complete numerical calculations of H(Z«) have been done
to all orders in Zea for high Z, and those results are consis-
tent with the low-Z expression in Eq. (A19) (Johnson and
Soff, 1985). The uncertainty in the vacuum polarization con-
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tribution is due to higher-order omitted terms that are esti-
mated to contribute 1X(Za)? in Eq. (A19) and hence is
negligible

In a manner similar to that for the self energy, the effect of
the finite mass of the nucleus is taken into account by mul-
tiplying Eq. (A15) by the factor (m./mg)* and including a
multiplicative factor of (m./m,) in the argument of the loga-
rithm in Eq. (A16).
. There is also a second-order vacuum polarization level
shift due to the creation of virtual particle pairs other than the
e*e™ pair. The predominant contribution for nS states arises
from p*p”, with the leading term being (Karshenboim,
1995)

a (Za)* 4\ m\* m\3
(2) = ) 2
EWP = ( 15)(’"}“) | mec”. (A20)

e

The next-order term in the contribution of muon vacuum
polarization to nS states is of relative order Zam./m, and
is therefore negligible The analogous contribution
E%), from 771~ (— 18 Hz for the 1S state) is also negligible
at the level of uncertainty of current interest.
For the hadronic vacuum polarization contribution, we
take the recent result given by Friar er al. (1999) that utilizes

all available e*e™ scattering data:

EZ) vo=0.671(15)E(Qp, (A21)

where the uncertainty is of type uy. This result is consistent
with but has a smaller uncertainty than earlier results (Friar
et al., 1999).

The muonic and hadronic vacuum polarization contribu-
tions are negligible for P and D states.

6. Two-Photon Corrections

Corrections from two virtual pﬁotons, of order a2, have
been calculated as a power series in Za:

a\?(Za)*
E“‘)—(;) (Zo) mc’F*(Za),

- (a22)

where
FY(Za)=By+Bsy(Za)+Bg(Za) P (Za) ™2
+Bg(Za) I Za) "2+
=B+ (Za)GW(Za). (A23)

Because the possible terms Bg;(Za)*In(Za) %, Be(Za)?,
and higher-order terms are essentially unknown, they are not
included in Eq. (A23), although fragmentary information
about Bg; exists (Eides and Grotch, 1995a, Karshenboim,
1996; Mallampalli and Sapirstein, 1996; Mallampalli and Sa-
pirstein, 1998). Uncertainties to account for omitted terms
are discussed at the end of this section.

The level shifts of order (a/m)?(Za)*m.c? that give rise
to B4 are well known and are characterized as a self-energy
correction
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4)
EQR=

a\*(Za)*
;T— n3 meC

Jrr2ina 49 e 4819
LT 108™ T 1296

a magnetic moment correction

35(3)]510, (A24)

a\?(Za)*
Eﬁ%,ﬁ ;T—) = mec?
Loy, Lo 197 3
27T TR T 1M rEdC royree
(A25)

and a vacuum polarization correction

(Za)* 82
E{= (w) 3 mec2[—_ﬁ}5,0, (A26)

n

where { is the Riemann zeta function. The total for B40 is

— 222 49 2 6131 _33)ls
B4y=|27"1In 108™ " 1296 £(3) |8y
1 197 3

1
+—’IT2 —_— 2
[2 2= ™1~ 740

k(21+1)°
(A27)

The terms of order (/m)2(Z ) m c? that give rise to Bs,
can be divided into two classes depending on whether the
corresponding Feynman diagrams do or do not have closed
electron loops. The former category gives (Pachucki, 1993a;
Eides, Grotch, and Shelyuto, 1997)

w_[2)*Za)®

Eg= p 5 mec[2.710614(10)]16,9, (A28)
n

while the latter category gives (Eides and Shelyuto, 1995;

Pachucki, 1994)

Za)’
EW= ( 11) (Za) mqc*[—24.2668(31)180. (A29)
n?
By combining these results, one obtains
Byy=—21.5561(31) 8. (A30)

The next coefficient,
(1993a), is

as obtained by Karshenboim,

8-

Bey=— 57 i0-
It has been confirmed by Pachucki (1998), provided the as-
sumptions made by Karshenboim (1993a) are employed. The
term arises from a single diagram, which we label #7, con-
sisting of two self-energy loops, and we define ng;)(z a) to
be the part of G*)(Za) that corresponds to this diagram. It is
given by

(A31)

GN(Za)=229953 8,y— & 69(Za)In*(Za) 2+,

(A32)
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where

BZ=2.29953 (A33)

is the portion of Bs, corresponding to this diagram (the dia-
gram makes no contribution to Byg: Bf€=()). On the other
hand, Mallampalli and Sapirstein (1998) have done a nu-
merical calculation of G}(Za) for the 1S state for various
values of Z to all orders in Za. From their results, they
obtain an estimate for Bg; which differs from the value in
Eq. (A31). Moreover, the calculated contribution of the dia-
gram at Z=1 is negative, while the lowest-order term 35/5 is
positive, which could be taken as a possible indication of the
necessity of an all-orders calculation. Mallampalli and Sa-
pirstein (1998) obtained G (@)= —2.87(5), in contrast to

the value GQ(@)=0.24".. in Eq. (A32). More recently,

Goidenko et al. (1999) have calculated the contribution of
the same diagram and obtain a result consistent with the
coefficient in Eq. (A31), although they do not give values for
Z=1 or 2, because the numerical uncertainty is too large.
They find that for 3<Z=20 their results can be fitted by the
function

GON(Za)=229953— &(Za)in*(Za) 2
—[1.0(1)](Za)In*(Za) "%,  (A34)

which gives G)(@)=—-0.47 at Z=1. In view of the dis-
agreement of these values of G%(a), for the purpose of our
evaluation, we take the average of the two extreme results

above (—2.87 and 0.24) with an uncertainty of half their -

difference:

G (a)=—13(1.6), (A35)

where we assume a 1/n> scaling to obtain values for nS
states other than 1S, as done by Mallampalli and Sapirstein
(1998).

For S states the coefficient B, has been calculated to be
(Karshenboim, 1996b)

16 1 1
Bm=—§° C+x|:(n)—1nn—;l-+z;l—z- . (A36)
where  is the psi function (Abromowitz and Stegun, 1965)
and C is an unknown constant independent of n [only the
difference Bgy(1)— Bgy(n) was calculated]. For P states the
calculated value is (Karshenboim, 1996b)

4 5721
B¢ :E__nz_ (A37)

There is no calculation of Bg, for D states.
In summary, the two-photon contribution is calculated
from Eq. (A22) with F*)(Za) approximated by

By+(Za)(Bsy—BL) +(Za)GY(Za)
+Bg(Za) In*(Za) ™2
for nS states, by

(A38)

Byt Be(Za) I (Za) 2 (A39)
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for nP states, and by
By (A40)

for states with > 1. As in the case of the order-« self-energy
and vacuum polarization contributions, the dominant effect
of the finite mass of the nucleus is taken into account by
multiplying each term of the two-photon contribution by the
reduced-mass factor (m,/m.)3, except that the magnetic mo-
ment term, Eq. (A25), is instead multiplied by the factor
(my/m)*. In addition, the argument (Za)~? of the loga-
rithms is replaced by (m./m ) (Za) 2.

The uncertainties associated with the two-photon correc-
tions in addition to those given in Eqs. (A30) and (A35) are
as follows:

nS states: The leading uncalculated term is the constant C
in Bg, [see Eq. (A36)]. Based on the relative magnitudes of
the coefficients of the power series of the one-photon self
energy and the calculated coefficients of the two-photon cor-
rections, we take C=0 with u((C)=35. We expect that this
will also account for the uncertaintics uy(Bg;) and ug(Beg)
due to the fact that the coefficients B¢, and By, are uncalcu-

lated. Thus we have ug(Bgy)= % and u,(Bg,)=0. (In gen-
eral, we shall assume that a reasonable estimate for the un-
certainty of the first uncalculated term is sufficiently large to
account for the uncertainty of higher-order terms, which is
consistent with the known results for the one-photon dia-
grams.) The first two-photon component of uncertainty of the
type u, evidently is u,(Bg;). As suggested by the value. of
the difference Bg(n=1)—Bg(n=2)= LiIn2-1
=—1.1..., and the pattern of values of the one-photon
power-series coefficients, we take u,(Bg;)=2 for this com-
ponent of uncertainty. The uncertainty of the two-photon
contribution is by far the dominant uncertainty for the 1S
state: ug/h=_89kHz and u,/h=2 kHz.

nP states: Based on the calculated value for Bg, in Eq.
(A37) and the one photon’ power series paitern, we takc
uo(Bg)=0.2 and u,(Bg;)=0.02.

nD states: Because there is no information regarding By,
for D states, we simply take the P-state values as uncertain-
ties for the corresponding D-state uncertainties: uq(Bg,)
=0.1 and u,,(B62)=001

7. Three-Photon Corrections

Corrections from three virtual photons, of order o, have
not heen calenlated, although an icolated term has been con-

1gn igoiated term nag o

sidered (Eides and Grotch, 1995a). Presumably they take the
form

a\? (Za)t
E(6)=(—) (Ze) mec*[Tygt+-++], (a41)

™ n3
in analogy with the two-photon corrections. To account for
such uncalculated terms, we take T4, to be zero but with
standard uncertainties ug(7T4) =1 and u,(T4) =0.01, based
on the values of the one- and two-photon contributions.
These values are taken for all states, because the two-photon
contribution is comparable for all states.
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8. Finite Nuclear Size

At low Z, the leading contribution due to the finite size of
the nucleus is

EQ=Exsb10, (A42)
where
2(m\*(Za)* ,(ZaRy)\®
ENS-—E(m—e) 3 mec X ) (A43)

Ry is the bound-state root-mean-square (rms) charge radius
of the nucleus and A¢ is the Compton wavelength of the
electron divided by 2w. The bound-state rms charge radius
Ry is defined by the formulation in this Appendix and, ex-
cept for the proton, differs from the scattering rms charge
radins ry. (The difference in the conventional definitions of
ry for the proton and deuteron and its significance is dis-
cussed later in this section.) The leading higher-order contri-
butions have been examined by Friar (1979b) with the fol-
lowing results:
For S states the total contribution is

Ens=E&ns(1+ 1+ 6), (A44)

where # is a correction of nonrelativistic origin and @ is a
relativistic correction. Friar (1979b) gives general expres-
sions for these corrections in terms of various moments of
the nuclear charge distribution. The values of the corrections
depend only weakly on the model assumed for the distribu-
tion. The expressions for 7 and @ are '

_ m, ZaRy AdS
7= nme ){C ( )
and
0=6,+86,, (A46)
where :
2 m, ZaRy
0y=(Za)* —In % +Cy (A47)
e C
and
S5n+9)(n—1
6,=(Za)?| Inn—Y(n)—y+ (—n——)éf——-—)- .
4n
(A48)

In the latter expression, y=0.577215... is Euler’s con
stant. The quantities C,, and C, are numerical constants that
contain all of the model dependence. The term 6, is inde-
pendent of n and gives the largest correction due to the
model-independent logarithm. The n-dependent term 6, is
model independent. This latter term has been confirmed by
Karshenboim (1997a).

For hydrogen we assume a Gaussian charge distribution
for the proton, which gives

(A49)
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Cy=0465457.... (A50)

The variations of C, and Cy are less than 0.16 and 0.06,
respectively, between the Gaussian distribution and either
the uniform or the exponential distribution. For deuterium
we take the results given by Friar and Payne (1997b), which
lead to (Friar, 1998)

C,=20
C,=0.383(3),

(AS1)
(A52)

where the uncertainty of C, simply indicates the spread in
values resulting from various potential models for the deu-
teron.

For the Py, states in hydrogen we have (Friar, 1979b)

(Za)*(n*-1)

i (A53)

Ens—Ens
For P;;, states and D states the nuclear-size contribution is
negligible.

As alluded to above, the conventional definitions of the
scattering rms charge radius r,, of the proton and ry of the
deuteron differ. For hydrogen, the nuclear-size effects are
evaluated with

R,=r,.

=" (A54)

However, in the case of the deuteron, the Darwin—Foldy
(DF) contribution

3 (Zoz)“m'fc2

v S0 (A55)

Epp=

which appears as the term proportional to &y, in Eq. (A3), is
included in the definition of ry (Friar et al., 1997). Conse-
quently, for deuterium the nuclear-size effects can be evalu-

ated with
me)2 )
J— KC
my

to avoid double counting of the DF contribution. Alterna-
tively, one could take R4 equal to r4q and omit the DF term in
Eq. (A3). We take the former approach in the 1998 adjust-
ment, because it is consistent with the existing atomic phys-
ics bound-state literature and with a nuclear-size contribution
to energy levels that vanishes for a finite-mass point nucleus.
The uncertainty in the finite nuclear-size contribution,
apart from that of the value of RN', is assigned as follows:
nS states: The uncertainty associated with the model de-
pendence of the nuclear charge distribution gives the largest
contribution of type u,. For hydrogen, a reasonable estimate
is up(C,)=0.1 and u(C,)=0.04 based on the difference
between the Gaussian and uniform models. For deuterium, as
noted by Friar and Payne (1997b), the uncertainty quoted for
C, could be larger than the value in Eq. (A52) if various
aspects of the charge distribution model of the deuteron were
changed. To allow for this variation, we consider the uncer-
tainties u¢(C,) and uo(C,p) to be the same for deuterium as

3

Rg="\/ri+ 7 (AS6)
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for hydrogen. However, the uncertainty arising from these
values of u, as well as from omitted higher-order uncalcu-
lated terms, such as § 63, is negligible. Because 6, is model
independent, the uncertainty u, is due entirely to omitted
higher-order uncalculated terms. Nevertheless, since such
terms are negligible at the current level of interest, we take

=0 in both hydrogen and deuterium.

nPy, states: The expression for the nP;,-state contribution
given in Eq. (A53) has no model dependence, and omitted
higher-order uncalculated terms are negligible. We therefore
take ug=u,=0.

In summary, the uncertainty of the nuclear-size contribu-
tion, apart from that due to the rms radius of the nucleus, is
negligible.

9. Nuclear-Size Correction to Self Energy and Vacuum
Polarization

In addition to the direct effect of finite nuclear size on
energy levels, its effect on the previously discussed self en-
ergy and vacuum polarization contributions must also be
considered.

For the self energy, the additional contribution due to the
finite size of the nucleus is (Eides and Grotch, 1997b; Pa-
chucki, 1993c)

3.
ENSE=a§a(Za)5Ns5ms (A57)
where a=—1.985(1), and for the vacuum polarization it is
(Friar, 1979a)

(A58)

The contribution Esg is consistent with an extrapolation to
Z=0 of the numerical results of Mohr and Soff (1993), and
Envp has been obtained independently by Hylton (1985) and
Eides and Grotch (1997b). These contributions are suffi-
ciently small that their uncertainties may be ignored. The
contributions are negligible for P and D states.

Envp= 3 a(Za)Ensdyp.-

10. Radiative-Recoil Corrections:

The dominant effect of nuclear motion on the self energy
and vacuum polarization has been taken into account by in-
cluding appropriate reduced-mass factors. The additional
contributions over and above this prescription are termed
radiative-recoil effects. The leading such term has been con-
sidered by Bhatt and Grotch (1987) and by Pachucki (1995),
but the two results are not in complete agreement. In this
article we employ the more recent result of Pachucki (1995),

()5

Egr=—1.36449(1)a m—mec 2810, (AS59)
N

which incorporated a number of crosschecks because of the

disagreement. One of the small corrections included by Pa-

chucki (1995) but not by Bhatt and Grotch (1987) has been

confirmed by Eides and Grotch (1995b). (As indicated by the

factor &y, this contribution is zero for all states with /=1.)
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For the uncertainty, we take the next term, which is of
relative order Z«, with numerical coefficients 100 for u, and
10 for u,. These coefficients are roughly what one would
expect for the higher-order uncalculated terms, where the
large coefficients arise from terms of order In*(Za)™2 and
In(Za)™%. We note that this uncertainty estimate is larger
than the difference between the results of Bhatt and Grotch
(1987) and Pachucki (1995).

11. Nucleus Self Energy

An additional contribution due to the self energy of the
nucleus has been given by Pachucki (1995):

_4Z%a(Za)* m m’

E 2
SE 31'rn3 m2 m’
N

(A60)

Although we include this term in our calculation, we essen-

tially take the term itself as its uncertainty, u0+u 23
=|Esenl, where u,=|Esen(1S)—8Esen(28)| for [=0. u,
=|8Esgn(2P)—27Esen(3P)]  for  I=1, and &,
=|27Esen(3D) — 64E spn(4D)| for [=2. The reasons for as-
signing such a large uncertainty include the fact that this
term is associated with the definition of the rms charge ra-
dius of the nucleus, and there is ambiguity in the definition
of the radius at the level of the second term in Eq.. (A60).
Further, there are the questions of whether;, in the case of the
deuteron, my should be the mass of the deuteron or of the
proton and whether this contribution can be treated without
regard to nuclear polarization (Friar, 1998).

12. Total Energy and Uncertainty

The total energy E,,XLJ- of a particular level (where L=S, P,
. and X=H, D) is just the sum of the various contributions
hsted above plus an additive correction EXL] that accounts for
the uncertainty in the theoretical cxpmssmu for EnL Our
theoretical estimate of the value of & w1 for a partlcular level
is zero with a standard uncertainty of u( nL]) equal to the
square root of the sum of the squares of the individual un-
certainties of the contributions, since, as they are defined
above, the contributions to the energy of a given level are
independent. (Components of uncertainty associatéd with the
fundamental constants are not included here, because they
are determined by the least-squares adjustment itself. ) Thus
we have

uo,(XLJ) +u (XLJ)

nL]) E s

l’l

(A61)

where the individual values uy;(XLj) and u,(XLj) are enu-
merated in the sections above (denoted there simply as u,
and u,,).

. The covariance of any two &’s follows from Eq. (F7) of
Appendix F and for a given isotope X is
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uo,(XL])

(8 1O = 2 (A62)

(n1n2

For covariances between &’s for hydrogen and deuterium,
we have for states of the same n

( nLj> nL])

ugi(HLj)uoi(DLj) + i (HLj) u,,i( DLj)

=2 : :

i=i, n
(A63)
and for n{#n,
H uOl(HLJ uO;(DL])
Wy S )= 2 = s (A6

where the summation is over the uncertainties common to
hydrogen and deuterium. In most cases, the uncertainties can
in fact be viewed as common except for a known multipli-
cative factor that contains all of the mass dependence. We
assume that u(6 L],ﬁxz,L,j,) is negligible if L#L’ or j
#j'

The values of u( nL]) of interest for the 1998 adjustment
are given in Table 14.A.1 of Sec. 4., and the nonnegligible
covariances of the &’s are given in the form of correlation
coefficients in Table 14.A.2 of that section. These coeffi-
cients are as large as 0.999.

Since-the transitions between levels are -measured in fre-
quency units (Hz), in order to apply the above equations for
the energy level contributions we divide the theoretical ex-
pression for the energy difference AE of the transition by the
Planck constant & to convert it to a frequency. Further, since
we take the Rydberg constant R.,= a®m.c/2h (expressed in
m™!) rather than the electron mass m, to be an adjusted
constant, we replace the group of constants a’m.c*/2h in
AE/h by cR.,.

13. Transition Frequencies Between Levels with n=2

As an indication of the consistency of the theory summa-
rized above and the experimental data, we list values of the
transition frequencies between levels with n=2 in hydrogen.
These results are based on values of the constants obtained in
a variation of the 1998 least-squares adjustment in which the
measurements of the directly related transitions (items A13,
Al4.1, and A14.2 in Table 14.A.1) are not included. The
results are

ve(2P12—2S12)=1057844.9(3.2) kHz [3.0X1076]
va(2S1,—2P32) =9 911 196.3(3.2) kHz [3.2X1077]

vu(2P1—2P3) =10969041.2(1.5) kHz [1.4%X1077],
(A65)
which agree well with the relevant experimental results of
that table. The uncertainty of the Lamb shift vy4(2Py,~2S,,)
obtained this way is about an order of magnitude smaller
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than the theoretical uncertainty of the 25, level itself, be-
cause the experimental information reduces the uncertainty
of & .

2’

Appendix B. Theory of Electron Magnetic Moment
Anomaly

This Appendix gives a brief summary of the current theory
of a., the magnetic moment anomaly of the electron. A sum-
mary of the theory of a,, the muon anomaly, is given in
Appendix C. As indicated in Sec. 3.3.1, Eq. (65), a, is de-
fined according to

- lg el -2 _ |_/"'_e!_
¢ 2 HB
The theoretical expression for a, may be written as
a.(th)=a(QED)+a,weak) +a.(had), (B2)
where the terms denoted by QED, weak, and had account for
the purely quantum electrodynamic, predominantly elec-
troweak, and predominantly hadronic (i.e., strong interac-
tion) contributions o a., respectively. The QED contribu-
tion may be written as (Kinoshita, Nizi¢, and Okamoto,
1990)

-1 B1)

a(QED)=A;+Ay(mc/m,)+Ay(me/m;)
+Az(me/my, me/m.). (B3)

The term A; is mass independent and the other terms are
functions of the indicated mass ratios. For these terms the
lepton in the numerator of the mass ratio is the particle under
consideration, while the lepton in the denominator of the
ratio is the virtual particle that is the source of the vacuum
polarization that gives rise to the term.

Each of the four terms on the right-hand side of Eq. (B3)
is expressed as a power series in the fine-structure constant

.
@ 2 ® & ’
A;=AS + " a2

a 4
= e (R4)

+A®

The fine-structure constant « is proportional to the square of
the elementary charge e, so the order of a term containing
(a/m)" is 2n and its coefficient is called the 2nth-order co-
efficient.

The second-order coefficient A(lz), which is the leading
coefficient in a.(QED), arises from one Feynman diagram
and is the famous Schwinger term (Schwinger, 1948;

Schwinger, 1949):

AP=3 (B5)

The fourth-order coefficient A{" arises from seven dia-
grams and has been known analytically for about 40 years
(Sommerfield, 1957; Petermann, 1957; Sommerfield, 1958;
Petermann, 1958):
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37(3) w2 «? N 197
4 2 127 144
=-0.328478965579 ...,

4)__
A=

(B6)

where {(n) is the Riemann zeta function of argument 7.

The sixth-order coefficient A$® arises from 72 diagrams
and is now also known analytically after nearly 30 years of
effort by many researchers [see Roskies, Remiddi, and Le-
vine (1990) for a review of the early work]. It was not until
1996 that the last three remaining distinct diagrams were
calculated analytically, thereby completing the theoretical
expression for A{®. The final result is

_100a,  215{(5) +_83'rr2{(3) , 139263)

A©

1 3 24 72 18
N 251n*2 25’ In’2 298w’ln2 239w
18 18 9 2160
17101w% 28259
T80 S84
=1.181241456..., (B7)

where a4=2:=11/(2”n4)=0.517 479061.... Recent work
leading to this expression has been carried out by Laporta
and Remiddi (1991); Laporta (1993c); Laporta (1995);
Laporta and Remiddi (1995); and Laporta and Remiddi
(1996).

A total of 891 Feynman diagrams give rise to the eighth-
order coefficient A, and only a few of these are known
analytically. However, in a major effort begun in the 1970s,
Kinoshita and collaborators have calculated A$® numerically
[see Kinoshita (1990) for a review of the early work]. The
current best estimate of this coefficient reported by Kinoshita
is (Kinoshita, 1998; Hughes and Kinoshita, 1999)

AP =—1.5098(384). (B8)

This value differs from A{® = —1.4092(384) reported previ-
ously (Kinoshita, 1996; Kinoshita, 1997), but it is believed to
be more accurate because of a significant increase in the
number of integration points used in the calculation. Ki-
noshita has retained the uncertainty of the earlier result in the
new result despite the higher accuracy of the calculations on
which the new result is based, pending his completion of a
more precise error analysis. Note that the numerical results
agree with the analytic results for those few eighth-order
diagrams that are known analytically. Further, the same nu-
merical techniques used to evaluate the eighth-order dia-
grams have been used to evaluate all fourth- and sixth-order
diagrams, and good agreement with the corresponding ana-
lytic results is found. For example, the numerical results ob-
tained by Kinoshita (1995) for eight subgroups, consisting of
50 out of the 72 diagrams that give rise to A(lﬁ), are in good
agreement with the corresponding analytic results.

To place in perspective the contributions to a.(th) of A(ls)
and other relatively small terms discussed in the remainder

of this Appendix, we recall that the most accurate experi-
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mental value of a, has a standard uncertainty of 4.2
X 10712=3.7x107° g, [see Eq. (68), Sec. 3.3.1] and note
that (a/w)*=29X10"12=25X10""a,. Thus the 0.0384
standard uncertainty of A{® contributes a standard uncer-
tainty to a.(th) of 1.1X10712=0.96x107? 4.

Little is known about the tenth-order coefficient A{'® and
higher-order coefficients. However, since (a/w)°=0.068
X107 12=0.058x107° a,, A{'” and higher coefficients are
not yet a major concern. To evaluate the contribution to the
uncertainty of a.(th) due to lack of knowledge of A(lm) , We
assume that the probable error (50 % confidence level) is
equal to the absolute value of A(110) as roughly estimated by
[(A®/A)A®|=1.9. For a normal distribution this corre-
sponds to a standard uncertainty of 2.9, and hence we take
A{9=0.0(2.9) to calculate a,(th). Because the 2.9 standard
uncertainty of A(llo) contributes a standard uncertainty com-
ponent to a.(th) of only 0.19X10712=0.17X10"° a,, the
uncertainty contributions to a.(th) from all other higher-
order coefficients are assumed to be negligible.

The lowest-order nonvanishing mass-dependent coeffi-
cient is Ag” (x), where x denotes either m,/ m, or melm.; as
indicated in Eq. (B3). A complete series expansion for
ASP(x) in powers of x and Inx (x<1) is known (Samuel and
Li, 1991; Li, Mendel, and Samuel, 1993; Czarnecki and
Skrzypek, 1999). Evaluation of the power series using the
1998 recommended values of the mass ratios yields

AP (meIm,)=5.19738762(32)x 107" (B9)

AP (mgIm,)=1.83750(60)x 1077, (B10)

where the standard uncertainties are due to the uncertainties
of the mass ratios. To place these coefficients in perspective,
we note that their contributions to a.(th) are

2
a
A%‘”(me/mu)(;) =2.804x 10712

=2.418%X10" 4,

2
o
A(24)(me/m,,)<;) =0.010x 10712

=0.009X10"?a,. (B11)
These contributions are so small that the uncertainties of the
mass ratios are not significant. This statement also applies to
all other mass-dependent contribitions to a.(th).

The next coefficient in the series is Ag(’)(x). It is known in
terms of a series expansion in x with a sufficient number of
powers of x to ensure that the omitted terms are negligible
(Laporta, 1993b; Laporta and Remiddi, 1993). Using the
1998 recommended values of the mass ratios, one obtains

AP (m/m,)=—737394253(33)x 107¢
AP (m/m)=—6.5815(19)X 1075 (B12)

To put these coefficients in perspective, we note that
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3
(49
A§6)(me/m“)(;) =-0.092%x10"1

=—0.080X10"° a,

3
Agﬁ)(me/m,)(%) = —0.001X 10" 12

=-0.001X10"%a,. (B13)
In view of the smallness of these contributions, the next co-
efficient in the series, AS(x), as well as higher-order coef-
ficients, may be ignored.

The lowest-order nonvanishing coefficient in the term

As(meimy ,me/m;) is A((’)(m /m,,,m¢/m,). Evaluating the
expression for this coefficient (T autmp 1977; Samuel and
Li, 1991) by numerical integration using the 1998 recom-
mended values of the mass ratios, we obtain

A (mem, ,mIm)=191X10""%.  (B14)
The contribution of this coefficient to a.(th) is 2.4x 107
=2.1x10"84,, which is so small that it may be ignored.
Higher-order coefficients in this series may, of course, also
be ignored.

The calculation of electroweak and hadronic contributions
to lepton magnetic moment anomalies initially focused on
the muon rather than the electron, because the contributions
are significantly larger and thus of greater importance for
heavier leptons. We therefore discuss them in greater detail
in the following Appendix, which deals with the theory of

. Here we simply give the results as they apply to the
electron ;

For the electroweak contribution we have

GFm,g 5

a.(weak)= =
o ) 822 3

1 . 2 «@
X 1+§(1—‘4SIII Ow) +C;+"‘

=0.0297(7)x 10712

=0.0256(6)%x 107 a, (B15)
where Gp is the Fermi coupling constant; fy is the weak
mixing angle with sin? Oy =1—(my/mz)?, where my/my
is the ratio of the mass of the W™= to the mass of the 7% and
C=—150 as calculated by Czarnecki et al. (1996) and ac-
counts for two-loop contributions t0 a.(weak). The quoted
standard uncertainty is taken to be the 3 X 10! uncertainty
of the electroweak contribution to a (th) multiplied by the
factor (m, /mw) since a,(weak) varies approximately as

i In obtaining the numencal value of a.(weak), we have
used the 1998 recommended values of the relevant constants
that appear in Eq. (B15). Clearly, a.(weak) is not yet a sig-
nificant contribution to a.(th).

The hadronic contribution is

To00

a(had)=1.631(19)X 10~ 2

=1.407(17)X 107° (B16)

and is the sum of the following three contributions:

a®(had)=1.875(18) X 10™1? obtained by Davier and
Hacker (1998b); a®?(had)=—0.225(5)X 10712 given by
Krause (1997); and a{"(had)=—0.0185(36) X 10™"* ob-
tained by multiplying the corresponding result for the muon
of Hayakawa and Kinoshita (1998) by the factor (m./m pb)2
since a(“’)(had) is assumed to vary approximately as m2
The contnbutlon a.(had), although larger than a(weak), 1s
not yet of major significance.

For our least-squares adjustment, we require a.(th) as a
function of e. Since the dependence on « of any contribution
other than a,(QED) is negligible, we obtain a convenient
form for the function by combining terms in a (QED) that
have like powers of a/w. This leads to the following sum-
mary of the above results:

a(th)=a (QFED)+a(weak) +a.(had), (B17)
where
@ 0 ®| & ’
a(QED)=C} ( )+c (W) +C§ (;)
@ 4 5
+ cg”(—) + cg1°>(3) +---,  (B18)
i m
with
cP=05
= —-0.328 478 444 00
C{®=1.181234017
C®=—1.5098(384)
c89=0.0(29), (B19)
and wher.
e weak) —0.030(1) x 107 12 (B20)
and
a.(had)=1.631(19)x 10712, (B21)

The standard uncertainty of a.(th) from the uncertainties of
the terms listed above, other than that due to «, is

ula(th)]=1.1x10"2=1.0X10""a,. (B22)

It is dominated by the uncertainty of the coefficient Cff) .In

fact, if C® were exactly known, the standard uncertainty of
a(th) wonld he only 019X 107 2=017X10"%a_. (Note

that the uncertainties of C(4) and 6(6) are beyond the digits
shown and contribute neghglblc components of uncertainty
to u[a(th)].)

For the purpose of the least-squares calculations carried
out in Sec. 4, we define an additive correction J, to a.(th) to
account for the lack of exact knowledge of a(th), and hence
the complete theoretical expression for the electron anomaly
is

a.(a,d8,)=a.(th)+§,. (B23)
Our theoretical estimate of &, is zero and its standard uncer-
tainty is u[a.(th)]:
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5,=0.0(1.1)x 10712 (B24)

Appendix C. Theory of Muon Magnetic Moment
Anomaly -

This Appendix gives a brief summary of the current theory
of the magnetic moment anomaly of the muon a,,. A similar
summary of the theory of the electron anomaly a. is given in
Appendix B. [For a review of the early work on the theory of
a, . see Kinoshita and Marciano (1990).] As indicated in
Sec. 3.3.10, Eq. (162), a,, is defined according to

a =|gp.l—'2_ l/“'p.l

W2 ehim, - €

As for the electron, the theoretical expression for a, may be
written as

a,(th)=a,(QED)+a (weak)+a,(had), (C2)

where the terms denoted by QED, weak, and had account for
the purely quantum electrodynamic, predominantly elec-
troweak, and predominantly hadronic (i.e., strong interac-
_ tion) contributions to Ay, respectively. Also in the samc
manner as for the electron, the QED contribution may be
written as (Kinoshita ef al., 1990)

a,(QED)=A4, +A2(mulme) +Ay(my /m;)

+As(my/me,m,/m;). (C3)

The mass-dependent terms are a function of the indicated
mass ratios, and we again note that for these terms the lepton
in the numerator of the mass ratio is the particle under con-
sideration, while the lepton in the denominator of the ratio is
the virtual particle that is the source of the vacuum polariza-
tion that gives rise to the term.

As for the electron, each of the four terms on the right-
hand side of Eq. (C3) is expressed as a power series in the
fine-structure constant

2 3
A,:Agz)(if) +Alg4)(ﬁ) +A§6>(f‘_)
v ™ v

o)’

+A; (11) + (C4)
The mass-independent term A, which is given in Appendix
B, is the same for all three charged leptons. The standard
uncertainty of A; is 0.11X107"=0.097X10"%a,. To
place this uncertainty in perspective, as well as the values
and uncertainties of other contributions to au(th) discussed
in this Appendix, we note that the standard uncertainty of
a,(th) is currently dominated by the 64x107!'=55
x1078 a, uncertainty of a,(had), and it will be a challenge
to reduce the uncertainty of a,(had) by as much as a factor
of 10 (CZamnecki and Krause, 1996). Further, the standard
uncertainty of the most accurate experimental value of a, is
840x107"=720x10"%a,, [see Eq. (165), Sec. 3.3.10.a],
and the goal of the new experiment underway at Brookhaven
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National Laboratory is to reduce this uncertainty by a factor
of about 20 (see Sec. 3.3.10.b), which would imply an un-
certainty of about 40X 10™"'~35x10"%q, .

As for the electron, the lowest-order nonvanishing mass-
dependent coefficient is A(24)(x). In the case of the muon [see
Eq. (C3)], x is either m,/m,, which is greater than 1, or
my /m., which is less than 1. A complete series expansion in
powers of 1/x and Inx for x>1 is known and, as indicated in
Appendix B, a series expansion in x and Inx for x<1 is also
known (Samuel and Li, 1991; Li, Mendel, and Samuel, 1993;
Czarnecki and' Skrzypek, 1999). Evaluation of these power
series using the 1998 recommended values of the mass ratios
yields

(C5)
(C6)

A(24)(mp;/me) =1.094 258 2828(98)
A g“)(m”/mf) =0.000 (178 059(25),

where the standard uncertainties are due to the uncertainties
of the mass ratios. The contributions of these coefficients to
a,(th) arc

) a 2_ -1
A§(m, Im)| —| =590405.9860(53)X 10
=506387.5988(45)X 10 8 a,,
o 2
Ag“)(mﬂ'/mf)(;) =42.117(14)x 10~ 1

=36.123(12) X107 8 ¢ cn

e
(For comparisons of this type we use the 1998 recommended
values of a and Ay, but ignore their uncertainties.) For these
terms, as well as all other mass-dependent terms, the uncer-
tainties of the mass ratios are of no practical significance.

The next coefficient, Ag‘s)(x), is known in terms of a series
expansion in x, for both x<<1 and x>1, with a sufficient
number of powers of x to ensure that the omitted terms are
negligible (Laporta, 1993b; Laporta and Remiddi, 1993). Us-
ing the 1998 recommended values of the mass ratios, one
obtains

AP (m, Im)=22.868 37936(23) (C8)
AL (m,, Im.)=0.000360 54(21). (C9)

The contributions of these coefficients to a,(th) are
3
A®Om Im )(E) =28 660.367 33(29) x 10~ 11
2 i €. T N -
=24581.82155(24)x 107 % a,,
3
(6 arv_ -1
A (m,,Imy)| —| =0.45185(26)X 10

=0.38755(22)X 10 %a,,.
(C10)

The contribution of A5 (m,,/m.) to a,(th) is sufficiently
small that the contribution from the next coefficient in that
series, which is ASY(m w/m;), and from higher-order coeffi-
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cients may be assumed to be negligible. This is not the case
for the contribution of the next coefficient in the series
AP (m, Im), which is AS(m,/m,). The calculation of
this coefficient is based mainly on numerical evaluations by
Kinoshita and co-workers of the corresponding 469 Feynman
diagrams. The current best estimate is

AP (m, Img)=127.50(41),

where the quoted uncertainty is due to the uncertainty of the
numerical integrations. Recent work leading to Eq. (C11) has
been carried out by Kinoshita efal. (1990); Kinoshita
(1993); Laporta (1993a); and Baikov and Broadhurst (1995).
The contribution of this coefficient to a,(th) is

(C11)

4
a
A(zs)(mu/me)(;) =371.2(1.2)x 1071

=3183(1.0)x107%a,. (C12)

The contribution itself is significant, but its uncertainty is of
little conscquence.

An estimate of the next coefficient in the series, which is
ASOm, Im,), is

AS'O(m, Ime)=930(170), (C13)
based on the work of Kinoshita efal (1990) and
Karshenboim (1993b). Its contribution to a,(th) is

10 @\’ 11
A§ >(m“/me)(;) =6.3(1.1)x 10
=54(1.0)x107%q,. (C14)

The contribution itself is of marginal significance, and its
uncertainty is of little consequence. In view of the smallness
of this contribution, it is assumed that higher-order coeffi-
cients in the series may be neglected.

In analogy with the electron, the lowest-order nonvanish-
ing coefficient in the term” Aj(m,/me,m,/m;) is
AP (m, /m.,m, Im.). Evaluating the series expansion of
Czarnecki and Skrzypek (1999)' for this coefficient using the

1998 recommended values of the mass ratios, we obtain
AP (m, Img,m, Im;)=0.000527 63(17), (C15)

where the uncertainty is due mainly to the uncertainty of m..
This result is consistent with the evaluation of the analytic
expression for A§6)(mp‘/me,m’k/ m,) (Lautrup, 1977; Samuel
and Li, 1991) by numerical integration. The contribution of
this coefficient to a,(th) is

a 3
Agﬁ)(mp‘/me,m“/mf)(;) =0.66126(21)x 10711

=0.56716(18)X 10 %a,,,
(C16)

which is of no practical consequence. Nevertheless, the next
coefficient in the series has been estimated numerically. The
result is (Kinoshita et al., 1990)

A§8)(m“/me$m“/m7)=0.079(3), (C17)
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and its contribution to a,(th) is
4
A®(m Imy,m, Im )(3) =0.2300(87) X 10~
3 18 efp N .

=0.1973(75)X 10" %q,,,
(C18)

which again is of no practical consequence. In view of the
smallness of this contribution, higher-order coefficients are
assumed to be negligible.

The electroweak contribution to a“(th) can be character-
ized by the number of closed loops in the relevant Feynman
diagrams:

a,(weak)= ai}/)(weak) + aﬁf/)(weak) +---, (C19)

where 1/ indicates one loop, 2/ indicates two loops, etc.
The dominant contribution to a,(weak) arises from one-loop
diagrams involving W and Z bosons; the contribution from
the Higgs boson is negligible for any reasonable estimated
value of its mass. The two-loop contribution is further di-
vided into fermionic and bosonic contributions:

a?(weak)=a 29 (ferm) +a?(bos),  (C20)

where aff/)(ferm) denotes the two-loop contribution arising
from closed fermion loops, and af/)(bos) denotes the re-
maining two-loop contribution.

The electroweak contribution may be written as (Czar-
necki, Krause, and Marciano, 1995)

Gpm, 5

8mV2 3

a,(weak)=

1 . 5 ) a
X 1+§(1—4sm Ow) +C;+~-~ ,

(C21)

where Gy is the Fermi coupling constant; fy is the weak
mixing angle with sin? 6y=1— (my/mz)?, where my/my
is the ratio of the mass of the W™ to the mass of the Z° and
the value C=—97 has been calculated by Czacnecki et al.
(1996) and accounts for fermion and boson two-loop contri-
butions to a,(weak). Equation (C21) yields a,(weak)
=151(4)X 10711, where the standard uncertainty is that
quoted by Czarnecki et al. (1996) and is due to uncertainties
in the Higgs mass, quark two-loop effects, and possible
three- or higher-loop contributions. In recent work, Degrassi
and Giudice (1998) have calculated the dependence of the
coefficients of the leading logarithmic terms of aff/)(ferm)
on sin’ Ay, and the leading logarithmic terms of the three-
loop contribution afS/) (ferm). These additional terms pro-
vide small corrections to the value of Czarnecki et al
(1996); the combined result is (Degrassi and Giudice, 1998)

a,(weak)=153(3) X 1071
=131(3)X107%a,,. (C22)

[Other work related to ay(weak) has been carried out by
Kuraev, Kukhto, and Schiller (1990); Kukhto et al. (1992);
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and Peris, Perrottet, and de Rafael (1995).] The electroweak
contribution to a,(th) is significant, but its uncertainty is of
little consequence.

The hadronic contribution to a,(th) may be written as

a,(had) =a(P(had) + a®* (had) + (" (had) +- -,
(€23)

where aff)(had) and aff“) (had) arise from hadronic vacuum
polarization and are of order (a/m)? had (a/m)3, respec-
tively; and a(™(had) arises from hadronic tight-by-light
vacuum polarization. [The a in the superscript of agﬁ")(had)
indicates that not all of the sixth-order terms are included.
Further, a&w)(had) is also of sixth order.]

The most accurate calculation of the contribution
a{)(had) is that of Davier and Hocker (1998b) and is based
on improved theory together with experimental data from
both the production of hadrons in e*e™ collisions and the
decay of the T into hadrons. Their result is

a'?(had) =6924(62) X 10~ 1, (C24)

where the quoted standard uncertainty is due to uncertainties
in both the theory and experimental data. This value, which
is the one that we shall employ, is in agreement with but has
a smaller uncertainty than earlier results, some of which were
based on e'e” scattering data alone (Davier and Hocker,
1998a; Alemany, Davier, and Hocker, 1998; Alemany, 1997,
Brown and Worstell, 1996; Jegerlehner, 1996; Eidelman and
Jegerlehner, 1995). .

For aff“)(had) we take the valuc calculated by Krausc
(1997),

a9 (had) =~ 101(6) X 107", (C25)

This result is a refinement of the earlier estimate of Ki-
noshita, Nizi¢, and Okamoto (1985) and incorporates an im-
proved theoretical method. Furthér, it is based on the analy-
sis by Eidelman and Jegerlehner (1995) of the experimental
data for the process e’e”— hadrons, and that analysis in-
cludes more recent data than the earlier estimate.

For af:”)(had) we take the value

a{"(had)=—179.2(15.4)x 1071, (C26)

quoted by Hayakawa and Kinoshita (1998), which is consis-
tent with but has a smaller uncertainty than the result
a(had)=—92(32) 107" of Bijnens, Pallante, and
Prades (1996). Both of these estimates include the effect of
the m’" meson in addition to the effects of the «° and
mesons in the diagram that makes the largest contribution
to af;”) (had). These results may be compared to the
estimate aff/)(had) =—52(18)x 107!, which does not in-
clude the effect of the ' (Hayakawa, Kinoshita, and Sanda,
1996)
Adding Egs. (C24), (C25), and (C26), one obtains
a,(had) = 6744(64)x 10~
=5784(55)x 10 %a,,. (€27)
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Clearly, the uncertainty of a,,(had) is the dominant contribu-
tion to the uncertainty of a,(th).

Following the same procedure as with a.(th) in Appendix
B, by adding terms in a,(QED) that have like powers of
a/mw, including the results for A, given in that Appendix, we
summarize the theory of a, as follows:

a,(th)=a,(QED)+a,(weak)+a,(had), (C28)
where
@ % @ % ? @< ’
aM(QED)=Cu p +CP- p +Cp_ p
44 4 (44 5
@& anl 2| o ...
e
with
(2) —
cP=05
C'P=0.765857376(27)
C{9=24.050508 98(44)
CP=126.07(41)
C{19=930(170), (C30)
and where
a,(weak)=153(3)x 10711 (C31)
and
a,(had) = G744(G4) x 10~ 11 (C32)

The standard uncertainty of a,,(th) from the uncertainties of
the terms listed above, other than that due to «, is -

ula,(th)]=6.4X1071°=55X10"%a,’

. (C33)

and is primarily due to the uncertainty of a,(had). In fact, if
a,(had) were exactly kiown, the standard uncertainty of
a,(th) would be only 3.4X10™"=2.9x10"%g,, and would
be due mainly to the uncertainty of a,(weak). If both
a,(had) and a (weak) were exactly known, the uncertainty
of a,(th) would be only 1.7X 107 1=1.4x IO_SaM, which
is just the uncertainty of a,(QED). [Note that the uncertain-
ties of Cff) and Cff) are negligible.]

In a manner similar to that for a.(th), for the purpose of
the least-squares calculations carried out in Sec. 4, we define
an additive correction J,, to a,(th) to account for the lack of
exact knowledge of a,(th), and hence the complete theoret-
ical expression for the muon anomaly is

a(a,8,)=a,(th)+5,. (C39)

Our theoretical estimate of 6, is zero and its standard uncer-
tainty is u[a,(th)]:

8,=0.0(6.4)x 10710, (C35)

Although a(th) and a.(th) have common components of
uncertainty, due mainly to the uncertainty of A$®, ula,(th)]
is so large due to the uncertainty of a,(had) that the covari-
ance of 6, and &, is negligible.
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Appendix D. Theory of Muonium Ground-State
Hyperfine Splitting

This Apendix gives a brief summary of the present theory
of Avym. the ground-state hyperfine splitting of muonium
(ne” atom). The dominant part of the splitting is given by
the Fermi formula (Fermi, 1930)

16 m m] "3
AVF=——chZ3 2—e[l+~——} s
3 ny, my,

(D1)

where the last factor is the reduced mass correction. (Note

that although the charge of the muon is e, some of the ex-
pressions in this Appendix correspond to a muon with charge
Ze in order to indicate the nature of various terms.) The full
theoretical expression may be written as

Avy(th) = Avp+ Avpg+ AV,

+A Vr—r+ A Vweak+ A Vhad » (DZ)

where the terms labeled D, rad, rec, r—r, weak, and had ac-
count for the Dirac (relativistic), radiative, recoil, radiative-
recoil, electroweak, and hadronic (i.e., strong interaction)
contributions to the hyperfine splitting, respectively. [See Sa-
pirstein and Yennie (1990) and Bodwin, Yennie, and Grego-
rio (1985) for reviews of the early work.]

The contribution Avy, is given by the Dirac equation and
was calculated exactly to all orders in Za by Breit (1930).
The first few terms in the power-series expansion in Za are

Avp=Avg(1+a)[1+ 3 (Za) >+ Za)*+- ],

(D3)
where @, is the muon magnetic moment anomaly (see Ap-
pendix C).

The radiative corrections are of the form
a
Avg=Avg(1+ay,) DA (Za) ( ;T—)
a\?
+D(4)(Za)(;r—) +-- } (D4)

where the functions D*"(Za) are contributions associated
with n virtual photons. In the limit Za—0, each of these
functions is equal to the corresponding coefficient A(lz"') in
the theoretical expression for a, as discussed in Appendix B.
[The mass-dependent QED, electroweak, and hadronic con-
tributions to a, are negligible in the context of Avy,,(th) and
need not be considered.] The functions DP®"(Za) are as
follows:

D®(Za)=AP+(n2— H7Za
+[— $0?(Za) "%+ (Z:- $In2)In(Za) 2
+16.9037...](Za)?
+[Gn2-$Hn(Za) ?n(Za)?

+G(Za)(Za)?, (D5)
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where A§2)= 5, as given in Appendix B. The number
16.9037... includes a numerical integration that is readily
carried out to high accuracy. The function G(Za) accounts
for all higher-order contributions in powers of Z« and can be
divided into parts that correspond to a self-energy Feynman
diagram and a vacuum polarization diagram, G(Z«)
=Ggse(Za)+ Gyp(Za). The self-energy part is estimated to
be Ggp(Za)=—12.0(2.0). The vacuum polarization part
Gyp is expected to be negligible compared to the uncertainty
of the self-energy part. Work relevant to Eq. (D5) has been
carried out by Schneider, Greiner, and Soff (1994); Nio
(1995); Karshenboim (1996a); Pachucki (1996); Nio and Ki-
noshita (1997); Blundell, Cheng, and Sapirstein (1997a); and
Sunnergren ef al. (1998). -
For D¥{(Za) we have

DP(Za)—AP+07717(4)nZa+[— W (Za) 7?2

—86(18)1(Za)*+:---, (D6)
where A{¥ is as given in Appendix R. The number 0.7717(4)

'is the sum of various contributions, some of which are evalu-

ated numerically (Eides, Karshenboim, and Shelyuto,
(1989b); Eides, Karshenboim, and Shelyuto, 1990; Eides,
Karshenboim and Shelyuto, 1991; Karshenboim, Shelyuto,
and Eides, 1992; Kinoshita and Nio, 1994; Eides and Shely-
uto, 1995; Kinoshita and Nio, 1996). The In*(Za)~? contri-
bution is from Karshenboim, (1993a). The number — 86(18)
[corresponding to —0.110(23) kHz] is an estimate of the
contribution of a In(Za) "2 term and a constant term (Nio,
1995; Kinoshita, 1996).
Finally,
: DO(Za)y=AP+---, (D7)

where only the leading contribution is given for the sixth-
order term, because no binding correction has yet been cal-
culated. Higher-order functions D®")(Za) with n>3 are ex-’
pected to be negligible.

The recoil contribution is given by

+————[1 (Za) ?-81 2+65}(Z )2
0 _ =
(1+me/m,)* * ST e

+

3 (my, 1
B Y g -2_ 112 -2
> ln( mc) In(Za) g In“(Za)

.
_s7022) | £ ]+

(D8)

™

where the number —57(22) [corresponding to
—0.151(60) kHz] is an estimate of the contribution of a
In(Z&)™? term and a constant term (Nio, 1995; Kinoshita,
1996). The term of order ln(m“/me)ln(Za)_z(Za)shr is dis-
cussed by Karshenboim (1994), by Nio (1995), and by Ki-
noshita and Nio (1994). The term of order In*(Za)~ *(Za)*/m
is from Karshenboim (1993a).
The radiative-recoil contribution is
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a\>m,
AV,_I= Vg ; —

my

o2 M) 13 [
[ 2In (me +121n -
2

+21 3+1T+35
—2‘5() sto

4 m 4 m @
+{— —1n3(—“) + —1n2(—“) +43.1] —]
3 me] 3 Mg [

me\? 13
—ppa?| —] [6In2+ —|+:--,
my, 6

4
+§'trcz1n2 a™?

(D9)

where for simplicity the explicit dependence on Z is not
shown. The number 43.1 (corresponding to 0.012 kHz) is an
estimate of the In(m, /m.) and constant terms. The more re-
cent work on which this equation is based was carried out by
Eides and Shelyuto (1984); Eides, Karshenboim, and Shety-
uto (1989a); Li, Samuel, and Eides (1993); Karshenboim
(1993a); and Eides, Grotch, and Shelyuto (1998).

The electroweak contribution due to the exchange of a Z°
boson {Bég and Feinberg, 1974; Eides, 1996) and the had-
ronic contribution due to vacuum polarization involving had-
rons (Sapirstein, Terray, and Yennie, 1984; Karimkhodzhaev
and Faustov, 1991; Faustov, Karimkhodzhaev, and Mar-
tyneko, 1999) are given by

A= —0.065 kHz (D10)

Avag=0.240(7) kHz. (D11)

The standard uncertainty of Awy,(th), not including the
uncertainties of the quantities R, , @, m./m,,, and a,,, con-
sists of the following components: 0.009 kHz [0.2X 107%]
due to the uncertainty 2.0 of Ggg(Za) in the function
D (Za); 0.023 kHz [0.5X107%] from the uncertainty 18
of the number 86 in the function DY(Za) [the uncertainty
0.0004 of the number 0.7717 in D'¥(Za) is negligible];
0.060 kHz [ 1.3 107 8] due to the uncertainty 22 of the num-
ber 57 in Av,..; 0.008 kHz [0.2X 1073] to reflect a possible
uncalculated recoil contribution with absolute value of order
Ave(m/m,)(Za)*In*(Za) ™% 0.104 kHz [2.3X107%] to re-
flect possible uncalculated radiative-recoil contributions with
absolute values of order Avg( a/*n')z(me/mp)fn'a Ina"? and
AVF(af/*rr)Z(me/mH)frra; and 0.007 kHz [0.2X 10%] due to

the uncertainty of Awy,y. Note that the uncertainties arising

from the uncalculated terms are standard uncertainties based
on hypothetical numerical coefficients suggested by analo-
gous calculated terms in Awy(th). Any contribution to
Aryg(th) oot explicidy included in Egs. (D3)—(D11) or re-
flected in the uncertainty evaluation is assumed to be less
than about 0.005 kHz [0.1X 10737, and therefore negligible
at the level of uncertainty of current interest.

Combining the above components, we obtain for the stan-
dard uncertainty of Avyg(th)

u[ Avy(th)]=0.12kHz [2.7%107%]. (D12)
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In analogy with our treatment of inexactly known theoretical

expressions in the previous three appendices, we represent

the theoretical uncertainty of Awy(th) by adding to it the
term

Spw=0.00(12) kHz.

The theory summarized above predicts

Avy=4463302.67(27) kHz [6.1X107%],
(D14)

based on values of the constants obtained from a variation of

(D13)

-the 1998 least-squares adjustment that omits the two LAMPF

measured values of Avyy, . The main source of uncertainty is
that of the mass ratio m./m, that appears in the theoretical
expression as an overall factor. However, the relative stan-
dard uncertainty is about one-half that of the LAMPF-99
value of m./m, given in Eq. (156), Sec. 3.3.9.c, because in
the least-squares adjustment the theoretical expression for
Avp(th) is used in the observational equation for the
LAMPF values of v(f,) [see Eq. (142), Sec. 3.3.9.b). The
explicit dependence of Avyy,(th) on the mass ratio modifies
the relation between m,/m,, and v(fy) in such a way that the
uncertainty of the resulting value of the mass ratio is about
half as large as the value in Eq. (156). An alternative ap-
proach to the calculation of the theoretical value of Ay,
would be to use an experimental vatue of Ay, in the obser-
vativnal equation, but such an approach would yicld a result
that is dependent on the experimental value.

The predicted and experimental values of Awy, [see Eqgs.
(144) and (152) of Secs. 3.3.9.b and 3.3.9.c] are in good
agreement, as expected from the inferred values of « dis-
cussed in Sec. 3.3.9.d.

Appendix E. Method of Least Squares

This Appendix gives a concise summary of the least-
squares method as it is used to obtain a unique set of values
of the fundamental constants from the available data. The
resulting set of constants may be regarded as conventional
values or best estimates, depending on one’s point of view.
The method of least squares has its origins in the work of
Legendre (1805); Gauss (1809); Laplace (1812); and Gauss
(1823). More recently, Aitken (1934) [see also Sheppard
(1912)] has considered the case in which the data are not
independent, and we follow his approach. Cohen (1951) has
emphasized the fact that correlations among the data should
be taken into account in an evaluation of the fundamental
constants.

We suppose that there are N measured (or in some cases
calculated) values g; of various quantities with standard un-
certainties u;=u(q;), variances u;=u’, and covariances

measured value of the anomalous magnetic moment of the
clectron a,, g; a measured valuc of the Joscphson constant
K, etc. These values are called input data or observational
data.

A set of M quantities z; with M<N, called adjusted con-
stants, is then chosen such that each input datum g; can be
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expressed as a function f; of one or more of the adjusted
constants z; through the set of N observational equations

q,";‘fi(z)Efi(zl 3225 ,ZM); i= 1,2,. ..,N. (E].)

For example, z; could be the fine-structure constant « and z,
the Planck constant k. There is no unique choice for the
adjusted constants; however, they must be chosen such that
none can be expressed as a function of the others and the
value of each is determined by some subset of the expres-
sions in Eq. (E1). The dotted equal sign = in Eq. (E1) de-
notes the fact that in general the left and right sides are not
equal, since the set of equations may be, and usually is,
overdetermined (N=M). For the example of the Josephson
constant given above, the observational equation is

87 1 ) 12
= , (E2)
72 ( HoCZ2

where z;=a and z,=h.

Most of the observational equations in the 1998 adjust-
ment are nonlinear, so in order to apply linear matrix meth-
ods, we linearize Eq. (E1) using a first-order Taylor series
around starting (somctimes called fiducial) values s; that are
nearly equal to the expected values of the adjusted constants:

M

afi(s)
Qiifi(s)'f_z a—(Zj_Sj)“'"' . (E3)
j=1 08;
We then define new variables
yi=qi—fi(s)
Xj=z;=5; (E4)
to obtain to first order
' M
yii}:] aij'kj, (ES)
= J
where
3fi(s)
aij= J5. . (E6)

J

In matrix notation, Eqg. (E5) may be written simply as
Y=AX, E7

where Y is a column matrix with N elements yq, ya,... Yy,
A is a rectangular matrix with N rows and M columns with
elements Q11,125+ 0 s Aipfs--+5 AN1> AN2s -+ -5 ANM > and
X is a column matrix with M elements x;, Xp,..., Xy.
Similarly g;, fi(s), z;, and s; are elements of matrices Q, F,
Z, and S. ' '

To obtain the best value of X, and hence of Z, we mini-
mize the product

S=(Y-AX) TV {(Y-AX) (E8)

with respect to X, where the symbol T indicates transpose,
and V is the NXN covariance matrix of the input data, also
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denoted cov('Y), with elements ug; (W=V’l is often called
the weight matrix). The solution X, with elements %, that
minimizes § is
X=GATv1ly, (E9)
where
G=(ATV14)"L (E10)

The covariance matrix of the solution X, which follows from
the propagation of uncertainty relation (see Appendix F), is
G:

cov(R)=(GATV HV(GATV 1) T=G. (E11)
We take ¥ as the best estimate of Y, where
V=A%, (E12)
with
cov(¥Y)=AGAT. (E13)
We thus have
Y=cy, (E14)
where
C=AATV1A)"IATYV L, (E15)

The elements of ¥ so obtained are the best estimates for
the quantities represented by Y in the following sense: If we
consider an estimate of the quantities represented by Y of the
form Y'=DY such that the sum of the squares of the uncer-
tainties of ¥’ as given by the trace of the covariance matrix
cov(Y')=DVD" is a minimum, subject to the condition that
the matrix D reproduces any set of data of the form AX (that
is, DAX=AX for any X), then D=C, where C is just the
matrix in Eq. (E15) obtained by the least-squares method,
and hence Y’ =¥ (Aitken, 1934).

Of course, we are not interested in X and ¥ per se, but
rather the best estimate Z of the adjusted constants and the

best estimate 0, corresponding to the measured quantities @,
given by

Z=8+X
O=F+7¥. (E16)

Since S and F have no uncertainty associated with them, we
have

cov(Z)=cov(X)=G

cov(@)=cov(¥)=AGAT. (E17)

In general, the values of the adjusted constants Z are corre-
lated; their variances and covariances are the elements of the
covariance matrix G. Thus this matrix is necessary for the
evaluation of the uncertainty of a quantity calculated from
two or more adjusted constants, as discussed in Appendix F.

dJ. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999
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Since the observational equations are nonlinear, the solu-
tion of the linear approximation described above does not
provide an exact solution of the nonlinear problem, even
though it provides values of the adjusted constants that are
an improvement over the starting (fiducial) values. To obtain
more precise values, we use the improved values of the ad-
justed constants as starting values for a new linear approxi-
mation. This procedure is iterated until the new values and
the starting values differ by a very small fraction of the un-
certainties of the adjusted constants u(Z;) =u(£;). Our con-
vergence condition is '

S

32

<1072,
J ]uz(.f])

(E18)

In most cases, two iterations are sufficient to reach conver-
gence, although in some cases more may be necessary. The
number of iterations needed depends on how close the origi-
nal starting values of the s; are to the values of the Z; in the
final iteration.

Once the iterative process is complete, F, A, and C can be
evaluated at the final values of the adjusted constants 2; (de-

noted by F, A, and €) and we have

O=F+C(Q-F), (E19)
which implicitly describes the relation between small
changes in the input data Q and the best estimates of the
corresponding quantities Q). If the elements of Q are exactly
the input data values, then the second term on the right-hand
side of Eq. (E19) vanishes. However, it is of interest to ask to
what extent a change in a particular input datum g; causes a
change in its best estimated value §,. The relationship be-
tween these changes is given by

A

9g;

(B20)

TCiis

where ¢;; is the i,i element of €. For convenience, we call
¢&;; the self-sensitivity cocfficient S, of a particular input da-
tum because it measures the influence of that datum on the
best estimated value of the corresponding quantity. For the
- final 1998 least-squares adjustment, all of the coefficients lie
in the range 0<<S.=<1, even though this limit is not a neces-
sary condition when there are correlations among the input
data. If S, for a particular input datum is of the order of 0.01
or less, the datum does not play a significant role in deter-
. mining the best estimated value of the corresponding quan-
tity and could be discarded with little effect. The reason for
such a small value for S could be the existence of another
input datum of the same type with a significantly smaller
uncertainty, or the generation by other input data of an indi-
rect value of the corresponding quantity with a very small
uncertainty.

A measure of the consistency of the input data is obtained
by computing the Birge ratio

(E21)
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where V=N’—M is the degrees of freedom of the least-
squares calculation, and X2 is given by

X=0-07v'(0-0),
which is the minimum value of S as given by Eq. (E8) evalu-
ated in the final iteration. To the extent that correlations
among the data may be neglected, the contribution to x? of

each item of data.is r?, where r; is the normalized residual
of g;:

(B22)

r,:q—";ﬁ_, | (E23)
1

and in the limit of a large number of degrees of freedom, the
Birge ratio is the square root of the average of the squares of
the normalized residuals. A Birge ratio substantially larger
than one suggests that the data are inconsistent. Similarly, a.
normalized residual r; significantly larger than one for an
input datum suggests that the datum is inconsistent with the
other data.

Inconsistencies among input data in a least-squares adjust-
ment of the constants are not likely to be purely statistical,
because the uncertainties. of the data are in general domi-
nated by Type B components associated with systematic ef-
fects and there is an insufficient number of experiments and
calculations to treat the collection of results statistically. Fur-
ther, hindsight shows that disagreements between measured
(or calculated) results are usually due to unrecognized effects
for which no allowance has been made in the uncertainty
evaluation. Nevertheless, for comparison purposes (i.e., as
general indicators), we can still consider the values of X?' and
Ry that are expected in a purely statistical analysis.

If the probability distribution associated with each input
datum is assumed to be normal with mean g¢; and variance
u?, then the expected value of x? is v=N— M with standard
deviation ﬁ; Thus a value of the Birge ratio greater than
1+ v2/v would suggest a possible inconsistency in the data.
In addition, for a given value of v, the probability that an
observed value of chi square would exceed x? is (Abromow-
itz and Stegun, 1965)

1 ©
Q(XZIV)=“‘—7}—f2 dx(
rf3)

v/2 e—x/Z .
) (E24)

N} =

Hence the function Q(?|v) evaluated with y* equal to the
observed value 1s the likelihood of obtaining an observed
value that large or larger. A value of Q(x?|v) much less than
one would therefore indicate that x* is significantly larger
than cxpccted, suggesting a possible inconsistency in the
data.

If an input datum that is independent of all other input
data. together with a corresponding new adjusted constant, is
added to an adjustment, then the Birge ratio remains un-
changed, because the contribution of the new datum to x2 is
zero and the degrees of freedom v=N—M remains un-

- changed. More generally, any number of data for a quantity

that is independent of the rest of the adjustment, as would be
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the case for the Newtonian constant of gravitation G, may be
treated separately by an application of the least-squares
method. Such a one-variable least-squares computation is
identical to calculating the weighted mean of these values. In
the one-dimensional case, the observational equation - is
q;=z, so the matrix A is a single-column matrix with all
elements equal to 1, and the matrix C in Eq. (E15) has ele-
ments given by

N N
cijz 2 wkj 2 Wom s
k=1 n,

(E25)
m=1

where the w;; are elements of the weight matrix w=v1

Since the observational equation is linear, we may take F

=0 and only one iteration is needed. In this case, Eq. (E14)

yields

N
‘?;:EI ijdj» (E26)
i=
with standard uncertainty
-1 ‘
u(g;)= ( 2, w,,m) : (B27)

In the case where there are only two observations, the
equations for their weighted mean take a simple form:

_(u%—uIZ)QI +(ui—u12)q2

2, 2
uytu;—2ug

uzu uz 12
A 1#2 12
u(q,)=( 3 ) (E28)
u1+u2 2u12

Appendix F. Use of the Covariance Matrix

As pointed out in Appendix E, the values of the adjusted
constants resulting from a least-squares fit are correlated.
Consequently, proper evaluation of the. uncertainty of the
value of a quantity based on two or more adjusted constants
must take these correlations into account. This appendix re-
views the law of propagation of uncertainty and indicates
how the uncertainties of many of the 1998 recommended
values can be calculated from the condensed covariance ma-
trix given in Table 25. As noted in Sec. 5.1, the covariances
of all the 1998 recommended values are given in the form of
correlation coefficients at the Web site of the NIST Funda-
mental Constants Data Center: physics.nist.gov/constants.

The 1998 recommended values of the constants are calcu-
lated as functions of the 57 adjusted constants, .as described
in Sec. 5.2. Most of these functions are simple products of
powers of a few of the adjusted constants. With the adjusted
constants denoted by £; and the recommended constants by
Di, these relations are indicated by

Pi(21:.22, ... 2); i=12...K, (F1)

where M is the number of adjusted constants and K is the
total number of recommended constants. Functions of the
form py=2, are, of course, included. The standard formula
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for the propagation of uncertainty gives the covariances of

the recommended constants u(f;,p,) [as well as variances
u(Ppr)?=u(py.pp)] in terms of the covariances of the ad-
justed constants u(Z;,Z;) (ISO, 1993a):

g: 9P 0"1’1

& 2, u(z, 2j)- (F2)

u(Pr.p)=
The covariances u(Z;,Z;) are the elements of the covariance
matrix G given by

G=(ATv 147!, (F3)

where A and V are as defined in Appendix E; that is, A is the
matrix defined by Eq. (E6) evaluated in the final iteration of
the least-squares calculation, and V is the covariance matrix
of the observational data. In our evaluation of the recom-
mended constants, the partial derivatives in Eq. (F2) (most of
which are zero) are both calculated analytically and trans-

‘lated into FORTRAN by computer.

In Eq. (F2) the set of variables Z; can be extended to
include any number of the derived constants j; in addition to
the original adjusted constants on the right-hand side. Of
course, the range of the covariance calculation, the p; on the
left-hand side of Eq. (F2), can also be extended to combina-
tions of constants not included in the 1998 set of recom-
mended values. As an example of an application of Eq. (F2)
in a case where the z; have been extended, we consider the
uncertainty of the 1998 recommended value of the Bohr
magneton uy based on the expression

eh eh a4
MB_2m3—4wme' (F4)
The relevant derivatives are just
ks _ M
de e
Ius _ HB
ah h
dup - Mp
ame - m_e ) (FS)

and the resulting relation takes a particularly simple form 1f

expressed in terms of relative variances u (x) u?(x; )/x

=u(x;, x,)/x and relative covariances  u(x;, x;)
=u(x;, x;)/(x;x;):

uZ(ug)=ul(e)+ul(h)+u(m,)
+2ule,h)—2ule,m.)
—2uh,m,). (Fe6)

Substitution of the appropriate numbers from Table 25 yields
uup)=4.0x1078, in agreement with the value listed in
Table 24. It is of interest to note that the result would be
1.2x 1077 if covariances were neglected.

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999
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The matrix form of uncertainty propagation is applied in a
number of instances in Appendix E. If we have a set of
quantities $,(£;,%3,...,%y) that depend on M quantities
£;, then the covariance u(¥,,¥;) of ¥, and §, is related to the
covariance u(%;,%;) of £; and £; by

< 9k 99 '
k 91

{,)= i "., £.). F7
u(990= 2 G2 5,40k %) (F7)
If the relationship between £; and ¥, is linear as in Eq. (E12)
of Appendix E, then it is useful to write Eq. (F7) in matrix
form following the definitions of that Appendix. In particu-

lar, from Eq. (E12) we have
D _

o’b’c‘,— Api (FS)

where ay; is an element of the matrix A. Further, if cov(X)

and cov(f’) are the covariance matrices of X and ¥ with
matrix elements u(%;,£;) and u(J;,¥;), respectively, then
we have
M
Cm’(f’)kz: _21 A Ay C“V(i');j: (FO)
L,]=

or

cov(P)=A cov(X)A7,

which corresponds to Eq. (E13).

Finally, we note thdt the general law of propagation of
uncertainty in Eq. (F7) [see also Eq. (F2)] as applied to the
uncertainty of a quantity is often written in the form

N 3 2
o0=2 (gg) w(x)

i

(F10)

N

LA P
+2> > ZE R x). (Fi1
2 2, o et x). F1)

The covariance in this equation can also be written in terms
of the correlation coefficient of x; and x; defined by

u('xi ’ x])

Grulx))’ (F12)

r(xl',xj)=

where —1=<r(x;, xp)=<1.
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