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Summary

Humankind now stands at a special moment in its long history of thinking about the brain, a moment of
revolutionary change in the kinds of questions that can be asked and the kinds of answers that can be
achieved. Fundamental shifts include:

* The Scope and Scale of Experimental Investigations: Instead of one- or few-at-a-time
measurements, it is becoming possible to measure brain structure, chemistry, and activity
simultaneously at many locations with high specificity and spatial/temporal resolution.

* The Character of Theoretical Understanding: Instead of mainly bottom-up or top-down models
and theories, it is becoming possible to formulate comprehensive multi-scale models that are both
bottom-up and top-down and include relevant dynamics at different spatial and temporal scales.

* The Ways in Which Knowledge Can Be Used: Applications for the emerging multi-disciplinary
knowledge about the brain abound: In large-scale neural simulations, in robots and other engineered
systems that mimic biological systems, and in brain-computer interfaces that enable bi-directional
communication for next-generation neural prostheses.

In this time of change there are significant unexploited opportunities for mutual scientific benefit between
brain science and the physical and mathematical sciences, computer science, and engineering.

Four broad areas of opportunity were identified: Because of its strong record of leadership in the
physical and mathematical sciences, computer science, and engineering, NSF is well-positioned to enable
and exploit the following opportunities:

* Opportunities in Instrumentation and Measurement: New instruments, probes, and experimental
tools are needed for comprehensive measurement of the structure, chemistry, and activity of individual
nerve cells and neural populations in functioning neural systems. Such tools will permit vastly
improved experimental studies of neural dynamics that accompany development, learning, cognition,
and behavior.

* Opportunities in Data Analysis, Statistical Modeling, and Informatics: The availability of
immense quantities of high-resolution data in turn will demand new statistical tools and models, and
new informatics capabilities for storage, representation, and modeling of high-throughput multi-
resolution data. New approaches for inferring association, linkage, and causality will be required.

* Opportunities in Conceptual and Theoretical Approaches: Advances in analysis and modeling of
comprehensive multi-scale data will enable the exploration of much richer conceptual and theoretical
approaches to understanding the brain at all levels. New mathematical approaches to understanding
very high-dimensional, non-linear, non-stationary, multi-scale systems will be required.

* Opportunities in Building Brain-like Devices and Systems: Improved understanding of the brain,
combined with advances in engineering capabilities, will permit revolutionary advances in neurally-
inspired computing and information processing, in the design of robots and other engineered systems
that mimic biological capabilities, and in brain-computer interfaces that enable bi-directional
communication with the brain in real time.

These opportunities are discussed in detail in the following sections of this report, as are their
implications for science education and for science organization.



Participants

C. C. Wood, Chair
Vice President

Santa Fe Institute
ccwood@santafe.edu
http://www.santafe.edu

Theodore W. Berger

David Packard Professor of Engineering

Professor of Biomedical Engineering and
Neuroscience

Director, Center for Neural Engineering

University of Southern California

berger@bmsr.usc.edu

http://neural-prosthesis.com/

William Bialek

John Archibald Wheeler/Battelle Professor in Physics
Princeton University

wbialek@princeton.edu
http://www.princeton.edu/~wbialek/wbialek.html

Kwabena Boahen

Associate Professor

Department of Bioengineering
Stanford University
boahen@stanford.edu
http://www.stanford.edu/group/boahen/

Emery N. Brown

Professor of Computational Neuroscience

Professor of Health Sciences and Technology
Massachusetts Institute of Technology

Associate Professor of Anaesthesia

Harvard Medical School

enbrownl @MIT.edu
https://neurostat.mgh.harvard.edu/brown/emeryhomep
age.htm

Todd C. Holmes

Associate Professor

Department of Biology

New York University

todd.holmes@nyu.edu
http://www.nyu.edu/fas/biology/faculty/holmes/index.
html

Nancy Kopell
William Goodwin Aurelio Professor
of Mathematics and Science

Boston University

nk@bu.edu
http://cbd.bu.edu/members/nkopell.html

Alan Leshner

Chief Executive Officer

American Association for the Advancement of Science
Executive Publisher, Science

aleshner@aaas.org
http://www.aaas.org/news/press_room/leshner-
bio.shtml

Tom Mitchell

Fredkin Professor of Al and Machine Learning
Chair, Department of Machine Learning
Carnegie Mellon University
tom.mitchell@cs.cmu.edu
http://www.cs.cmu.edu/~tom/

Partha Mitra

Cold Spring Harbor Laboratories
mitra@cshl.edu
http://mitralab.org/main/partha.html

Lois Peters

Lally School of Management and Technology
Rensselaer Polytechnical Institute
peterl@rpi.edu

http://www.rpi.edu/~peterl/

Sara A. Solla

Department of Physics and Astronomy
Department of Physiology

Northwestern University
solla@northwestern.edu
http://www.northwestern.edu/nuin/fac/solla.htm

Charles F. Stevens

Molecular Neurobiology Laboratory

Salk Institute for Biological Studies
stevens@salk.edu
http://www.salk.edu/faculty/faculty/details.php?id=50

Jonathan V. Sweedler

Department of Chemistry and Biotechnology Center
Beckman Institute and Institute for Genomic Biology
University of Illinois, Urbana Champaign
jsweedle@uiuc.edu
http://www.chemistry.uiuc.edu/gswee.htm



NSF Organizing Committee

Semahat Demir, Program Officer

Division of Bioengineering and Environmental
Systems

Directorate for Engineering

sdemir@nsf.gov

Christopher Greer, Program Officer
Division of Biological Infrastructure
Directorate for Biological Sciences,
and Office of Cyberinfrastructure
cgreer@nsf.gov

Janice Hicks, Executive Officer

Division of Chemistry

Directorate for Mathematical and Physical Sciences
jhicks@nsf.gov

Mary Ann Horn, Program Officer

Division of Mathematical Sciences

Directorate for Mathematical and Physical Sciences
mhorn@nsf.gov

Rae Silver, Senior Advisor
Office of Integrative Activities
Office of the Director
rsilver@nsf.gov

Kenneth Whang, Program Officer

Division of Information and Intelligent Systems
Directorate for Computer and Information Science and
Engineering

kwhang@nsf.gov



Workshop Agenda

Monday August 21

8:00 - 8:15 AM
Welcome
Dr. Kathie Olsen, Deputy Director, NSF

8:15 - 8:30 AM
Goals of the Workshop

8:30 - 10:00 AM

10-min Presentations of “Opportunities
Homework™ Assignments by Steering Group
members

10:00 - 10:30 AM
Break

10:30 - 11:30 AM

10-min Presentations of “Opportunities
Homework™ Assignments by Steering Group
members

11:30 AM - 12:30 PM
Reactions, Discussion, Determine Structure of
Subsequent Deliberations

12:30 - 1:30 PM
Working Lunch

1:30 - 3:30 PM
Continuation of General Discussion
Organization of Sub-Groups of 2-3 for Writing

1:30 - 3:30 PM
Sub-Group Writing

3:30-4:00 PM
Break

4:00 - 5:00 PM
Sub-Group Writing

5:00 - 6:00 PM
Status Report by Sub-Groups

Tuesday August 22

8:00 - 8:30 AM
Summarize and Prepare Discussion to be held
with Drs. Bement and Olsen, NSF

8:30-9:30 AM

Discussion of Opportunities with Dr. Arden
Bement, Director, NSF, and Dr. Kathie Olsen,
Deputy Director, NSF

9:30 - 10:00 AM
Break

10:00 AM - 11:00 AM

Complete Sub-Group Writing

3

11:00 AM - Noon

Begin Integration of White Paper

Noon - 1:00 PM
Working Lunch, Continue Integration

1:00 - 2:00 PM
Complete Integration

2:00 - 3:00 PM
Read-Back, Critique, and Finalize White Paper

3:00 - 4:00 PM
Discuss Organization and Possible Participants
or the Second Workshop

4:00
Adjourn



Contents

Summary

Participants

NSF Observers

Agenda

Contents

1. Introduction

2. Opportunities for Mutual Benefit
2.1 Opportunities in Instrumentation and Measurement
2.2 Opportunities in Data Analysis, Statistical Modeling, and Informatics
2.3 Opportunities in Conceptual and Theoretical Approaches
2.4 Opportunities in Building Brain-like Devices and Systems

3. Implications and Opportunities for Science Education

4. Considerations for Implementation: Science Organization and “Organizing for
Repeated Innovation”

5. Conclusions
Appendices
A. Suggested Readings

B. Biographical Sketches of Participants

11

13

15

16

17

19

19

28



1. Introduction

The brain has long captured human curiosity. What are the origins of our perceptions, thoughts,
intentions, and actions? How can we accomplish such complex tasks as recognizing the face of a friend
across a crowded room, catching a ball, playing a musical instrument, learning our native language,
writing a poem? Even creatures with much simpler brains can solve strikingly difficult problems: the
acrobatic flights of birds and insects, fish finding their way home each spawning season, or bees
communicating the location of a food source. Understanding how all of this is possible -- how the brain
generates meaningful behavior -- remains one of the great frontiers of science.

Science now stands at a special moment in humankind’s long history of thinking about the brain, a
moment of revolutionary change in the kinds of questions that can be asked and the kinds of answers that
can be achieved. This revolution is possible in part because of a change in the nature of collaboration
across established scientific disciplines. Traditionally, psychologists and biologists have asked questions
about brain function, relying on engineers and physical scientists to provide instruments to help answer
them. This model of interaction remains strong and productive. However, physicists, chemists, computer
scientists, mathematicians and engineers are increasingly asking their own questions about the brain, and
in doing so, are reshaping the intellectual and scientific landscape. The goal to understand the brain is
thus becoming a core challenge for many disciplines. The consequences for the physical sciences,
mathematics, computational science, and engineering will be enormous, as will the implications for
education and for economic competitiveness.

These changes in the scientific landscape reflect fundamental shifts in three broad areas:

A Shift in the Scope and Scale of Experimental Investigations: In the past, experiments typically
focused on a single type of molecule in the brain, the electrical activity of a single neuron, or the
connections from one cell to the next. Advances in chemistry, molecular biology, physics and
engineering have allowed scientists to move beyond this “one at a time” approach. Thus, it is
progressively becoming possible to catalog all the molecules involved in a particular signaling pathway,
to record the activity of hundreds of neurons simultaneously, or to diagram a complex neural circuit
completely. These increases in the scope of experimental measurements are paralleled by corresponding
increases in the requirements for data acquisition and analysis, and in the scope and complexity of the
mathematical/computational models required to organize and provide a preliminary understanding of the
data collected. This shift toward a more complete view of the brain’s internal workings is paralleled by a
richer view of the behaviors to be explained. Rather than investigating limited sets of proscribed
behaviors, new high-resolution measurement techniques make it possible to investigate complex
behaviors over long periods of time as they occur naturally and spontaneously.

A Shift in the Character of Theoretical Understanding: Theories and models of the brain have been
limited by the “one at a time” measurement constraints just discussed and by computational constraints
that have prevented truly large-scale and comprehensive models of neural circuits and systems. Today,
these methodological and computational constraints are beginning to be overcome, freeing scientists to
focus on novel theoretical approaches to understanding the brain. In the past, models of brain function
have tended toward either “bottom-up” or “top-down” strategies. Scientists can now envision models that
are simultaneously both “bottom-up” and “top-down”, and that can provide an integrated description
across the many spatial and temporal scales on which brain function unfolds. From the “bottom up”,
scientists can ask how the complex functional behavior of the system emerges from its microscopic
activity, providing profound challenges to dynamical systems modeling, statistical physics, and related
disciplines. From the “top down”, theorists from many different backgrounds are articulating global,
functional principles from which one can hope to derive aspects of neural dynamics and architecture. The
integration of these approaches offers the hope of a truly predictive theory of the brain.



A Shift in How Knowledge Can Be Used: Achieving “machine intelligence” is a longstanding
ambition, but until recently the computing power that could compare even with the brain of a small insect
was unavailable. Now, the remarkable increases in computing power in the last decade have opened
unprecedented opportunities for neural simulation, emulation, and brain-based technologies. By
exploiting and advancing the leading edge of computing technology, scientists can begin to simulate the
structure and function of larger, more complex, and more comprehensive neural circuits and systems. An
improved understanding of the fundamentals of neural information processing will rapidly advance
progress toward the goal of genuine machine intelligence. Technological advances are also beginning to
provide sufficient bandwidth and computational power to achieve interactive communication between
brains and computers. These developments will have profound implications for neural prostheses, for
robotics, and perhaps even for our everyday work environment. The continuing size decrease of semi-
conductor circuits means that electronic circuits will soon begin to exhibit irreducibly stochastic
behaviors, much as those of ion channels and other biological phenomena. Understanding how the brain
computes with fluctuating elements may help us understand how to work with comparably fluctuating
transistors and logic gates in silicon. Finally, a more fundamental understanding of brain mechanisms of
plasticity and learning, coupled with corresponding advances in cognitive science, could form the basis of
a richer and more biologically based approach to teaching and learning.

Exciting as these opportunities are, significant challenges must be met if the potential for revolutionary
scientific change is to be realized. Chief among them is the construction of a collaborative culture that
combines the great depth of the traditional disciplines with the breadth, cross-fertilization, and innovation
that comes from close cross-disciplinary collaboration, communication, and education. Strong
interdisciplinary training programs at both the undergraduate and graduate levels, focused on and
motivated by the opportunities identified in this report could have profound repercussions on both our
scientific culture and in our fundamental understanding of ourselves. Because of its strong record of
leadership in the physical and mathematical sciences, computer science, and engineering, NSF is
optimally positioned to enable and exploit these opportunities.

The following sections consider in greater detail the opportunities for a genuinely multidisciplinary brain
science that engages the physical and mathematical sciences, computer science, and engineering for
mutual benefit.

2. Opportunities for Mutual Benefit
2.1 Opportunities in Instrumentation and Measurement

The shift in measurement scale from one or a few nerve cells to the study of networks and
large populations requires new capabilities in instrumentation and measurement.

Overview: The development of new tools and instrumentation enables measurements that drive scientific
advances, and those scientific results in turn motivate and direct the development of new tools. When
coupled with well-chosen animal models that cross the scales of simple to complex, and include
behavioral, genetic, and developmental approaches, answers to both new and longstanding questions on
brain function become feasible. New tools and capabilities will have far-reaching benefits for chemistry,
physics, mathematics, engineering and material science. While the capabilities in measurement science
address questions about brain function, they also enable new information to be obtained from many
complex dynamical systems. Examples of new tools and measurement capabilities needed to enable the
next phase of brain studies are highlighted in the remainder of this section. These opportunities will
provide a strong motivation for interdisciplinary training at the undergraduate and graduate levels.



Functional measurements in neurons and circuits: A major scientific goal is to characterize the
neurons in complex neuronal networks and even in entire brains, and this requires enhancements to our
measurement capabilities. Future measurements in neuroscience require greater sensitivity and improved
information content, with a higher-throughput and massively-parallel character. Other goals are to
develop multi-modality imaging techniques and to transform destructive measurement approaches into
non-destructive, minimally invasive, and real-time. Future targets include: 1) functional imaging of
multiple neurons in a complex circuit, 2) massively parallel electrical recordings from multiple neurons,
control of neural activity using electrical stimulation, and related biophysical measurements, 3)
monitoring the small molecule, transcriptional and proteomic changes in individual neurons within a
network during behaviorally relevant processes such as learning.

Labeling in neurons and circuits: A century ago, Cajal revolutionized the prevailing view of the
nervous system by using the Golgi method to show that the brain consists of individual nerve cells as
opposed to a continuous plumbing-like network. Cajal's work was transforming because structure and
function are so closely associated in the brain that knowing where some structure is located and what it
looks like is intimately related to what it does and how it does it. The Golgi method transformed
neuroscience, and it led to a wide variety of techniques for labeling individual neurons and parts of neural
circuits. Recent advances in technology make possible a whole new range of labeling methods that have
the potential to be as transformative as was the Golgi method in its time. The new labeling technologies
will be able to tag structures at all spatial scales from molecules to entire brain regions, with temporal
resolution that ranges from milliseconds to the animal's lifetime, and with a specificity that will range
from molecular to functional features and historical properties (such as the connection history of
neurons). Thus it will become possible to determine which synapses have been used and how much,
which cells and brain regions have been active, and which new synapses have formed and which have
been eliminated. Ultimately, it will be possible to measure the shifting patterns of functional connectivity
between neurons as they adapt to demands of the environment. The ability to conduct comprehensive,
multi-scale measurement is essential for understanding brain structure and function. Although this is a
long-range and difficult program, the development of these new labeling methods has the potential to
transform both neuroscience and the core physical, chemical, and biological science from which they
derive.

Opportunities for controlling activity in neurons and circuits: Using molecular genetics, we can now
target the expression of gene products that alter activity in specific groups of neurons in neural circuits of
interest. There is still much work to be done to improve the temporal and spatial specificity of gene
targeting for both invertebrate and vertebrate model organisms. Important targets include new genetically
encoded tools to manipulate neuronal electrical activity, cell signal transduction, and synaptic
communication in functionally specific groups of neurons. Chemical biology and protein engineering
will be necessary to develop novel proteins that exogenously regulate targeted neural activity. Ideally,
engineered proteins will be switched on or off by small molecules that do not distrub native neuronal
signaling proteins. Control of cell activity can also be achieved via techniques such as the "dynamic
clamp", which can inject prescribed currents at prescribed times into neurons with great accuracy. There
will be a premium value on controlling neural activity with higher degrees of spatial and temporal
specificity, as well as an important need for developing new molecular tools that map the native signaling
and genetic machinery of neurons. All of this work should be focused on understanding the regulation of
behavior in whole animals. These powerful developments will help advance the role of causal, as
opposed to correlational, observations in neuroscience.

The importance of model organisms: Neuroscience research relies on a small number of model
organisms that each offer specific advantages (e.g., large physiologically accessible neurons in Aplysia
versus genetic amenability in Drosophila versus similarity of brain structures with humans in mice, rats,



and non-human primates). A reasonable question is whether information gathered from experiments
using one model organism is applicable to understanding the nervous systems of other organisms
including humans. Molecular biology has provided strong evidence of the unity of neurobiology across
different species at the molecular level. This conclusion has been confirmed by decades of molecular
neuroscience using vertebrate and non-vertebrate model organisms, showing that the basic molecular
machinery of neurons is highly conserved, including neurotransmitter small molecules, key proteins such
as ion channels, receptors, and the molecular machinery for synaptic release. Such evolutionary
conservation suggests the value of the comparative approach and recommends further work using both
invertebrate and vertebrate species, particularly those in which high-throughput comprehensive analysis
can be implemented.

2.2 Opportunities in Data Analysis, Statistical Modeling, and Informatics

Increases in the scope of experimental measurements necessitate vastly greater
capacities for data acquisition and analysis, and in scope and complexity of the
mathematical/computational models employed.

Overview: Brain science is an increasingly data-intensive science that puts new demands on methods for
data analysis and modeling. These demands create enormous opportunities for new research in statistics,
machine learning, signal processing, stochastic process modeling and related fields. In effect, these
demands from brain science constitute an important new motivation for fundamental research in
mathematics and statistics, as well as a rich environment for testing new approaches. The resulting
developments will be useful both for addressing fundamental questions in brain science and for
accelerating research progress in other data-intensive fields of science. The overarching need is go
beyond our current analysis methods to keep pace with new demands of the increasing variety and
volume of data (neurophysiological, imaging, behavioral, genetic, molecular), increasing numbers of
studies and types of experimental tools, and integration of multi-level models of brain function with
diverse hypotheses and approaches (biophysical, physiological, behavioral, genetic, and cognitive).
Examples of upcoming opportunities for data analysis, modeling, and informatics include:

Biophysical, Physiological, and Behavioral Models to Guide the Development of Data Analysis
Algorithms: While methods can be developed in an ad hoc manner, it is now clear that the increasing
wealth of biophysical, physiological, behavioral, genetic, and cognitive information should be used to
guide the development of statistics methods, signal processing algorithms and machine learning
approaches. This approach has several advantages. First, it uses the specific subject knowledge to impose
constraints and to identify assumptions that are most appropriate for model development. Second, it
makes explicit use of available results in theory and modeling (See Section 2.3) to inform the
development of analysis methods. Third, this approach helps to close the link between modeling,
experimentation and data analysis in a principled manner. Analysis methods that use explicitly stated
modeling assumptions can work cumulatively, using models inferred from previous experiments to
constrain the analyses of subsequent experiments.

Methods to Integrate Diverse Data Sources: A common experimental paradigm in neuroscience is to
make measurements on a neural system with different measurement tools simultaneously or in sequence.
For example, brain imaging studies that record fMRI and EEG simultaneously are becoming more
prevalent. The fMRI provides information on a fine spatial scale (millimeters), whereas the EEG provides
information on a fine temporal scale (milliseconds). Therefore, optimal fusion of information from these
two sources should be based on the design of the particular experiment, the known biophysics of fMRI
imaging (pulse sequence, hemodynamic response, physiological noise, and scanner noise) and the known



biophysics of EEG (lead field model, physiological model and noise model). Solutions to this challenging
dynamic inverse problem and to others like it in neuroscience will suggest ways to approach similar
problems in other fields of science such as systems biology, climatology, ecology, geophysics and
economics where simultaneous measurements are made at different scales on high-dimensional
dynamical systems.

New Theory in Statistics, Signal Processing and Machine Learning: Attempts to apply and extend
current statistics, signal processing and learning theory to the problems in neurosciences will require new
fundamental theory in these and related areas, as well as new probability and data analysis models. For
example, one set of theories attempts to bound the error in the learned model or statistical estimates, as a
function of the volume and type of data, and the flexibility of the underlying modeling assumptions. How
can this theory of statistical learning be extended to cover the type of multi-scale models discussed here?
Simultaneous recordings of multiple neural spike trains present a new opportunity for developing
multivariate, dynamic, point process probability models. The strong nonstationarity of neural signals
provides an opportunity for new signal processing research, including problems of time-frequency
analysis and nonstationary spectral analysis. Another important area for theoretical advances lies in
developing cross-cutting tools that link the currently disparate approaches being used to analyze
neuroscience data. More detailed state-space, hidden Markov or latent process models are needed at
multiple temporal and spatial scales to infer the dynamics of neural systems beyond the observed activity
of a few individual neurons. Advances in information theory are needed to describe more accurately how
groups of neurons convey information about biological signal. These are compelling opportunities to
develop a broader, unified conceptual and analytic framework to encompass statistics, signal processing
and learning theory.

New Tools for Control Theory: Control and homeostasis (i.c. maintaining the state of a physiological
system within an appropriate range given the current needs of the organism) are important principles
governing the behavior of neural systems. Moreover, the design of prosthetic devices (e.g., prosthetic
limbs, hippocampal prostheses) and brain machine interfaces (e.g., epilepsy implants) will require new
control techniques. For example, classical stochastic control models often employ linear Gaussian
observations and linear Gaussian state models (e.g., the Kalman filter). For neural systems, the state
models are most likely to be non-linear (e.g., dynamics of limb movement) and the observations are likely
to be high-dimensional point processes (neural spike trains from a motor area) or combination of high-
dimensional point processes and continuous signals (EEG, EMG). Hence, there is a compelling need for
new signal processing techniques, beyond linear and Gaussian methods, to properly study these control
problems. Restated, applications of control theory to the brain involve new classes of observables and
new classes of controllables, many of which challenge existing statistical and control theory.

Models to Analyze Processes Simultaneously at Multiple Levels and Spatial/Temporal Scales:
Today there are statistical learning methods and signal processing algorithms that successfully operate at
specific levels of scale and abstraction of neural systems. At the level of small groups of neurons,
methods are available that can learn the spiking patterns in motor cortex and provide the program to move
a prosthetic arm. At a more intermediate level exemplified by signal processing in the visual cortex,
available algorithms can calculate optimal sparse codes for natural scenes. At the whole-brain level,
methods are available that determine from fMRI data whether a human subject is reading words about
tools or buildings. However, we lack methods for coupling these different levels of analysis in a way that
allows them to mutually inform and constrain one another. A significant research opportunity is to
develop new statistical learning methods and signal processing approaches to analyze simultaneously the
variety of data across the broad range of temporal and spatial scales seen in neuroscience. These new
methods will also have impact on many other fields examining complex, hierarchical systems, such as
other fields of biology, economics, and geology.
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Methods to Infer Causality in Neural Systems: While many of today’s data analysis methods focus on
correlations or associations, studying the brain involves many questions about causality. How do
environmental stimuli, the current state of a particular brain region and activity in other regions to which
it is connected determine its subsequent activity? How does one area trigger activity in another? The
opportunity here is to develop new methods for inferring causality (in contrast to correlation), driven
specifically by studies of neural systems. Neuroscience is particularly well-suited for studies of causality
because, unlike economics or the social sciences, it allows conducting multiple controlled experiments in
which stimuli and experimental conditions are systematically varied and responses are recorded at
multiple time and spatial scales. Advances in methods for inferring causality in neural systems will have
significant impact throughout biology and many other domains.

New Approaches to Managing and Sharing Data and Computational Models: Because neuroscience
is an increasingly data-intensive discipline, solving the problems of collecting, storing, indexing,
retrieving, maintaining, and sharing data will be central to its progress. On one hand, neuroscience can
benefit substantially from progress in other data-intensive sciences (e.g., integrating data collected across
many laboratories, in a variety of modalities and formats, and under differing experimental conditions).
On the other hand, the brain presents data management and sharing challenges that are intrinsically linked
to their multi-scale character. These are ideal mutual opportunities with the computer science and
artificial intelligence communities, where methods are under development to manage large,
heterogeneous data sets using semantic web methods. Another opportunity is to link the models learned
from a set of experimental studies to the data sets themselves, and subsequently, retesting and refining the
models as relevant new data are acquired. Furthermore, it is critical that learned models themselves
(which represent fragments of the evolving theory of the brain) be collected, maintained, indexed and
retrieved by the scientific community in the same way as experimental data. The complexity and multi-
scale nature of models in neuroscience offers an important opportunity to place learned models online,
and to treat them as valuable contributions to be shared and refined by the scientific community.

2.3 Opportunities in Conceptual and Theoretical Approaches

Comprehensive measurements of the brain in space and time, combined with new
approaches to the analysis and modeling of comprehensive multi-scale data, will enable
the exploration of much richer conceptual and theoretical approaches to understanding

the brain at all levels.

Overview: The goal of the theoretical approaches discussed here is to develop conceptual frameworks,
mathematical approaches, and computational techniques that tie together data, analyses, and models
across the multiple spatial and temporal hierarchical levels that characterize brain function. Ultimately,
top-down ideas about how the brain accomplishes specific global functions must meet bottom-up ideas
about how function emerges from molecular and cellular mechanisms. Comprehensive theories of brain
function, properly constrained by experimental data, can provide novel bridges across these distinct
levels. Theory can also provide a context for exploring the relevance of experimental data to specific
questions, guide the selection of statistical tools for data analysis, and allow for the reevaluation and
reformulation of foundational hypothesis that can be then tested experimentally. The continued and
potentially explosive expansion of data, analyses, and theories, requires structured interdisciplinary
collaborations among mathematicians, physicists, engineers and neuroscientists.

The Fundamental Role of Mathematics: Almost four hundred years ago, Galileo wrote (roughly
translated) “the book of Nature is written in the language of mathematics.” For many scientists since
Galileo, scientific understanding has come to mean providing a theory that includes a clear and concise
mathematical description of the phenomenon. The strongest theories in the natural sciences transcend
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formulation of abstract concepts to make precise quantitative predictions to be tested through similarly
quantitative experiments. Although the intrinsic complexity of the problems addressed in the biological
and social sciences have caused them to lag the physical sciences in this march toward mathematical
understanding, the last few decades have seen major steps toward precisely formulated mathematical
theories for particular aspects of brain function. Advancing from these first steps to something that could
be legitimately be called a theory of the brain constitutes a great challenge to all of the mathematically
oriented disciplines, including the physical sciences, computer science, engineering, and mathematics
itself.

Dynamical Systems as a Framework for Understanding Brain Function: One major direction for
understanding brain function is to show how the dynamics of microscopic components can be analyzed to
explain the emergence of macroscopic features. The theory of dynamical systems provides useful tools
for describing the time evolution of systems with many interacting degrees of freedom. Analytical
methods for averaging, smoothing, and embedding allow for the identification of a relatively small set of
relevant variables that dominate the dynamical behavior of the system. The resulting simplified models
provide grounds for investigating the "how’ and the “why’ of brain function. An important example of
the dynamical systems approach to the study of brain function arises in the investigation of collective
rhythms, whose spectral bands are associated with different behavioral and/or cognitive states. Rhythms
are an ideal subject for developing methods for integration across scales, since both experiments and
theory at the local network level can be highly influenced by evolving knowledge about the underlying
anatomy as well as the relationship between cognitive states (attention, arousal, response to rewards) and
the neuromodulators that produce them. Conversely, the study of neural rhythms has enriched the field of
dynamical systems. Dynamical systems theory has begun to be applied to questions of how different
rhythms depend on different combinations of intrinsic and synaptic ionic currents, how the same network
can switch among different rhythms in different modulatory contexts, and how the dynamics in a specific
network can gate incoming signals and influence downstream effects. Understanding how large networks
process their spatially and temporally patterned inputs requires new mathematical tools. These include
techniques for locally reducing large dimensional systems, ways to understand switches in global
dynamic behavior, and combinations of dynamical systems and probability/statistics that enable some
features of the system to be treated probabilistically while others retain detailed characterization.

Statistical Physics Analysis of Systems With Many Interacting Degrees of Freedom: The conceptual
framework and analytical tools of statistical physics are intrinsically well suited to study systems
composed of many interacting degrees of freedom through the identification and investigation of a
reduced set of relevant macroscopic variables. A model that includes every known microscopic detail is
likely to come close to mimicking the actual behavior of the neural system under study, but this type of
detailed description does not illuminate the emergence of complex collective behavior. A theoretical
description that addresses fundamental questions of "how’ and ‘why’ must involve some degree of
simplification, a modeling process that is well guided by the statistical physics concepts of scaling,
invariance, symmetry, and level-dependent state variables. This type of approach has already yielded
useful insights about brain function. In the area of learning and adaptation, statistical physics has provided
a successful approach that complements that of machine learning in describing the gradual transformation
that leads a neural network towards the implementation of a desired functionality. In an unexpected twist
of reciprocity, the very study of such systems has opened a novel area of research in statistical physics,
from considering the properties of a system given the interactions among its constituents to asking
questions about the types of interactions that will give rise to specific properties.

Engineering Approaches: A fruitful and exciting direction is to ask engineering-style questions about
brain function. For a brain system with identified function, one may ask: “Is the system at its optimal
performance limits, given physical and functional constraints?” One might expect the answer to be
positive if the system in question has been under strong selection pressure. An important example is
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whether a sensory system converts its inputs (e.g., light, sound, or touch) into nerve impulses in an
optimal manner given physical constraints. Similarly, wiring length minimization techniques that
determine component layout in integrated circuits may help understand connectivity patterns in neural
circuits. Questions such as these arise naturally in engineering approaches, such as control theory,
communications and computation, providing a reciprocal opportunity with brain science. An important
example is homeostatic regulation, which operates at multiple levels in the brain from individual neurons
to whole systems. The principles that govern such regulation are the subject of study of feedback control
theory. In addition, fundamental engineering principles such as nonlinearity and nonstationarity are
critical to understanding the brain. Every known neurobiological mechanism is nonlinear; it is virtually
impossible to understand molecular-, cellular-, or systems-level brain function without casting those
phenomena in the theoretical framework of nonlinearity. New approaches to nonstationary, nonlinear
systems are sorely needed to push the frontier of neuroscience, and likewise, to extend the boundaries of
engineering.

Machine Learning Tools for the Investigation and Characterization of Adaptive Systems: Learning
and adaptation are lifelong processes that not only control development and the acquisition of new skills
and capabilities, but also underlie the robustness associated with the maintenance of acquired skills. The
theory of machine learning has made rapid advances in recent years and is now providing data analysis
techniques for a wide variety of neural data as discussed above, as well as a rich theoretical approach for
understanding learning and adaptation in the nervous system. For example, machine learning algorithms
have already been found useful in the application of reinforcement learning to the analysis of dopamine-
controlled reward-based learning in primates. Computational cognitive models that capture aspects of the
actual structural organization of the brain have successfully reproduced fMRI data across several brain
regions for subjects solving simple algebraic and language processing problems.

Large-Scale Simulations as a Powerful Mutual Opportunity for Brain Science and Computer
Science: This opportunity arises from the well-documented value of realistic simulations as a tool for the
investigation of complex systems in many scientific fields. Currently, the simulation of realistic neural
models even for small pieces of the brain strains the state of the art in computer science. This challenge is
driving the development of new algorithms, new supercomputing hardware, and even new kinds of
special purpose computing hardware. These developments have implications for the efficient
computational solution of a wide range of complex problems, not limited to neuroscience. Such large-
scale simulations also offer a new, neurally inspired, approach to the longstanding challenge of
constructing artificial systems with “intelligent” capabilities.

2.4 Opportunities in Building Brain-like Devices and Systems

Developments in next-generation sensing and measurement tools, new statistical frameworks for data
analysis, and novel theoretical formalisms for modeling and understanding of the nervous system, will
together form the foundation for a new era of devices and systems based on brain-like principles.

Overview: “Biomimetic” systems, ones that mimic key features of biological systems in general and the
brain in particular, are finding widespread applications in a number of important areas, including next-
generation computing and simulation platforms, understanding neural coding and neural representations
in the brain, the development of biomimetic systems that can interact with the nervous system in real-
time, humanoid robotics, and biocompatible neural interfaces.

Analog Approaches to Brain-Like Computers and Large-Scale Simulations: Conventional digital
simulations of the brain use transistors to perform binary arithmetic to approximate quantities of interest
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in many simulations (synaptic currents, action potentials, etc.). In contrast, electrical engineers have
begun to emulate the ionic current in a neuron’s ion channel directly with the transistor’s electronic
current. While the current in a present-day transistor, which has a hundred-nanometer-wide channel,
corresponds to the current in a small population of ion-channels and not a single channel, this analog
approach provides an extremely efficient method to simulate the brain while at the same time laying the
engineering groundwork for building brain-like computers out of the next decade’s nanotransistors.
Developing specialized neural simulation hardware based on such an analog approach promises the same
kinds of performance-cost improvements achieved in astrophysical simulations, where a $42K special-
purpose computer has revolutionized the simulation of galaxies.

Stochastic Semiconductor Circuits: Exploiting the analogy between transistor currents and ion-channel
currents may also have benefits for semiconductor circuits. The digital computers we use today face a
serious problem within the next ten years, as transistors shrink to nanometer dimensions. At ten
nanometers, the transistor’s channel becomes so narrow that an electron trapped by a dangling bond at the
surface (an unavoidable atomistic defect) can block electron flow, causing the current to turn on and off
stochastically as trapping and detrapping occur randomly. This stochastic behavior, much like that of an
ion channel, will undermine the foundation of digital computation, which counts on transistors behaving
like switches with deterministic on/off states to perform binary arithmetic. The brain solved this problem
when it evolved the capability to do computation with ion-channels, whose single-atom gates flip open
and close randomly, agitated by thermal forces.

Neural Coding and Functional Biomimetic Systems: The advent of simultaneous multi-site recordings
from spatially identified single neurons will for the first time provide the basis for capturing the system
dynamics of specific neuronal populations. Characterizations of such system-level function is already
emerging from studies of motor, sensory, hippocampal, and other cortical regions. Combined
experimental and theoretical study of neuronal population dynamics in behaving animals will begin to
unravel the “neural code”; that is, the identification and interpretation of spatio-temporal patterns related
to specific environmental events, motor movements, or presumed cognitive functions. It is through this
path that revolutionary progress can be made in understanding the neural basis of higher thought
processes underlying essential brain functions such as perception, language understanding, and memory.
Ultimately what will emerge are biomimetic models that capture the function of a neural system. When
coupled with multi-site recording/stimulation arrays, such biomimetic systems will be capable of bi-
directional communication with the brain, leading to a new generation of brain-computer interfaces
(BCls) that can both sense neural codes and respond with electrical stimulation to send biologically
meaningful neural signals back into the brain. When miniaturized in silicon chips, such BCIs would be
ideal as neural prostheses that can substitute for damaged neural systems through bi-directional
interaction with the brain.

Brain-Like Robotics: Higher-level brain functions instantiated in silicon or other hardware platforms
open the opportunity for utilizing biomimetic models in artificial systems such as robots. It has long been
an objective in the field of robotics to develop machine vision systems having the perceptual and object
recognition capabilities of the mammalian brain. Achieving system-level models of biological visual
systems could help realize this goal. At an even higher level, developing an understanding of the neural
basis of navigation could provide expanded capabilities in terms of autonomous guidance. Machine
learning algorithms could be utilized to mimic other forms of intelligent behavior and adaptation.
Similarly, incorporating neural strategies for the hierarchical control of arms, wrists, hands, and digits
could provide a new level of agile reach, grasp, and manipulation functionality of robotic systems.

Biocompatible Neural Interfaces: Like other physiological systems, the brain responds to non-

biological materials as foreign objects from which the brain should be protected. Thus, the
electrophysiological, chemical, and other sensors used to measure brain activity, and the microfabricated
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biomimetic devices we might attempt to interface with the brain, trigger a multi-phase, multi-stage
“foreign body response” by brain cells that essentially insulates from each other the very neural and
physical systems we are attempting to integrate. These issues are particularly critical for long-term
(weeks to years) measurements and interactions between engineered and neural systems, which will be
critical in the context of studying learning and memory functions, development and aging, and neural
prostheses. Programmatic efforts by teams of material scientists, chemists, and biomedical engineers will
develop novel molecular structures, perhaps variations of cell adhesion molecules, that can be applied to
probes and silicon-based devices to envelop their surfaces in biocompatible materials. These efforts will
require target-specific molecular design and synthesis, surface patterning methods to selectively apply the
adhesion (or repulsion) compounds, and nanoscale-level coupling of materials and cells. Ultimately,
families of designed, biocompatible neural interface systems will be developed to integrate different cell
populations with multiple surfaces and materials.

3. Implications and Opportunities for Science Education

Overview: Achieving the promise of the opportunities identified above will require significant changes in
undergraduate and graduate science education. In turn, a more systematic understanding of brain
mechanisms for learning and memory, combined with parallel advances in cognitive science, may lead to
new generations of teaching and learning strategies and to new educational technologies.

A deep understanding of how brains change in response to experience will benefit significantly from a
stronger relationship of brain science to the physical and mathematical sciences, computer science, and
engineering, and may in turn have profound implications for science education and our education system
in general. Certainly the science of learning and memory, both at the behavioral and
neurophysiological/neurochemical levels, has already contributed significantly to the design of
educational systems and processes. However, those contributions are in general piecemeal, relatively
isolated, and do not reflect a fully quantitative and predictive theory of learning and memory in the sense
discussed in Section 2.3 above. The development of such theories, which is a major opportunity
identified by the Steering Group, may lead to whole new generations of teaching and learning strategies
and to new educational technologies.

There are also nearer term educational opportunities for increased involvement of the physical sciences,
mathematics, computer science, and engineering in studies of the brain. The brain sciences of the future
will demand an ever more broadly and quantitatively trained population of students, post-doctoral
researchers, and faculty. The research and development required to achieve many of the opportunities
identified above will constitute a rich training ground for the multi-disciplinary scientists of the future.
As an example in theoretical areas, the Steering Group identified a number of very specific ways in which
brain science could benefit from increased education and training in mathematical, statistical, and
numerical methods:

* Develop continuing education programs such as workshops and short courses for neuroscientists to
educate themselves in relevant quantitative methods from statistics, statistical physics, nonlinear
dynamics, information theory, and machine learning (current examples include the Cold Spring
Harbor Laboratory courses and the Marine Biology Laboratory Neuroinformatics and Methods in
Computational Neuroscience courses).

* Create incentives to modify graduate and undergraduate curricula in order to raise the general level of
quantitative and statistical sophistication (i.e. the ability to reason logically and under uncertainty).

* Identify exciting data analysis and modeling problems from brain science that can be used as part of a
curriculum to foster greater interest among K-12 students in brain science in general and quantitative
approaches in particular.
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* Develop data analysis and modeling laboratory courses analogous to laboratory courses in physics,
chemistry and engineering to teach conceptual principles, mathematical formulations, and numerical
tools of relevance to brain science.

* Organize and support data analysis challenges (as was done for fMRI at the 2006 Human Brain
Mapping meeting) to engage quantitative scientists in brain science problems.

* Provide specific incentives to engage more quantitative, theoretical, and statistical scientists in
addressing brain science problems.

Similar strategies can be envisioned for other areas of the mathematical and physical sciences, computer
science, and engineering, as well as for areas of the biological and social sciences.

4. Considerations for Implementation: Science Organization and “Organizing for
Repeated Innovation”

Overview: Achieving the promise of the opportunities identified above may require new approaches to
truly multi-disciplinary science organizations and mechanisms of science support.

Advancing interdisciplinary frontiers in brain sciences can be facilitated by organizational infrastructures
supporting repeated discovery, invention and innovation.

Science Organization: The goal of achieving and enhancing multi- and inter-disciplinary collaboration
appears with increasing frequency and prominence in the pronouncements of federal science agencies,
leading foundations, major universities, and federal laboratories. However, the reality is that many key
incentives for scientists, mathematicians, and engineers continue to favor the individual over the
collaboration, and being the Principal Investigator (PI) over being an indispensable member of a research
collaboration or team. These incentives range from hiring, promotion, and tenure decisions, to decisions
about grants and other funding, to major scientific and technical awards. Although many factors
contribute to the disparity between official pronouncements and organizational reality, one very important
factor is what happens when institutional resources, whether they are university positions or granting
agency research budgets, get divided into ever smaller and smaller pieces as they get allocated down an
organizational chain. For example, while a university dean might sincerely empathize with the
importance of multi-disciplinary and inter-departmental collaborations, when one of her departments
needs to make a hiring decision with only one slot available and multiple teaching and research needs to
be met, collaboration often takes second place to those more proximal and immediate needs. American
universities and government agencies have developed reward systems that emphasize the role of
individual PIs. For research programs that require large multi-disciplinary collaborations and teams, the
development of necessary new approaches for crediting contribution and excellence will require insight
and innovation. Funding approaches that specifically emphasize collaborative teams would provide a
useful mechanism for addressing these institutional obstacles. These and other approaches merit further
exploration.

Organizing for Repeated Innovation: Advancing interdisciplinary frontiers in brain sciences can be
facilitated by organizational infrastructures supporting repeated discovery, invention and innovation.
Successful implementation requires development of an initiative that addresses issues of collaboration and
structuring a rich portfolio of funding strategies. A program for interdisciplinary innovation should
interface agencies’ traditional disciplinary organization through developing vehicles for embedding and
transitioning promising activities into continuing agency programs.

Organizing for repeated breakthrough innovation has been shown to involve a number of specific stages:

concept development, program experimentation and acceleration, and building a critical mass to sustain
interdisciplinary research and collaboration. Concept development was a feature of this steering group
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workshop on brain science and of a previous workshop on grand challenges and cognition. Building and
nurturing a successful effort from this point will involve experimenting with a diversity of activities and
funding approaches. Examples of successful past approaches include: 1) development of knowledge bases
for sharing theoretical perspectives, methods, data, results and ideas across disciplines; 2) mechanisms
for fostering various scales of collaboration (PI dyads; small groups of investigators, centers -- an
important question is whether the creation of necessary capabilities will require the development of new
“centers of excellence” or can be adapted to existing laboratories); 3) encouraging different forms of
engagement (workshops in which physicists talk to mathematicians; materials scientists talk to biologists,
etc; interdisciplinary meetings/forums/debates); 4) diverse support mechanisms (e.g., open public
challenges and contests where funding is used to support competitions such as in data analysis; innovative
pacing and timing of funding where the next level of support is contingent on what one has learned about
the acceptance and robustness of an idea, methodological approach, theoretical principle, or new tool,
etc.) A key aspect of program incubation and development will be to build on ongoing domains of
relevant expertise. Innovative program experimentation at this time should provide the initial basis for
identifying key mechanisms to build a community for sustained discovery and innovation in brain
science, the physical and mathematical sciences, computer science, and engineering.

5. Conclusions

The Steering Group concluded that there are indeed significant unexploited opportunities for mutual
scientific benefit between brain science and the physical and mathematical sciences, computer science,
and engineering.

* Questions and challenges posed by brain science are beginning to be adopted and incorporated into the
physical and mathematical sciences, computer science, and engineering, and the brain continues to
play an important role in the biological and social sciences.

* This breadth and depth of penetration by questions from brain science into the broad scientific
landscape is well-matched to NSF’s scientific mission and organization, and NSF is well-positioned to
help exploit the opportunities identified.

* The integrative character of the opportunities identified in this report require extensive coordination
and collaboration across disciplines, as well as programmatic ingenuity and creativity to implement.
For these reasons as well, NSF is ideally suited to lead such an initiative.

* While science is of course unpredictable in detail, the broad opportunities identified above are likely to
be prominent in the next wave of major innovation and progress; the time is ripe to exploit them for
major advances in fundamental science, for improvements in science education, and for advancing
U.S. competitiveness.

* Advances in truly multi-disciplinary science education are required and pertinent implementation
strategies will need to be considered.

A useful way to conceptualize the space of opportunities identified by the Steering Group is as a two-
dimensional matrix, with the four broad areas of opportunity as rows:

* Instrumentation and Measurement

* Data Analysis, Statistical Modeling, and Informatics
* Conceptual and Theoretical Approaches

* Building Brain-like Devices and Systems

and the major disciplines (or NSF directorates) as columns. Each cell in such a matrix would contain the

specific opportunities for that discipline (or directorate) in the corresponding broad area above. Just a
moment’s thought will show that the vast majority of cells in such a matrix are filled, which serves to
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emphasize the breadth of the collective opportunity for mutual scientific benefit between brain science
and the physical and mathematical sciences, computer science, and engineering. NSF has the capacity to
integrate broadly across disciplines, to integrate research with education, and to stimulate new innovation
and discovery needed to exploit this matrix of opportunities.

This report has presented a framework, one that the Steering Group was excited to help identify and

formulate. Further community input is needed to explore the opportunities in greater depth and to help
craft an effective scientific agenda to realize them.
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Appendices

Appendix 1: Suggested Readings
Readings for Section 2.1: Opportunities in Instrumentation and Measurement

Wightman, R. Probing Cellular Chemistry in Biological Systems with Microelectrodes. Science,
2006, 311: 1570-1574.

From the Abstract: “Over the past 20 years, the technological impediments to fabricating electrodes of
micrometer dimensions have been largely overcome. These small electrodes can be readily applied to
probe chemical events at the surface of tissues or individual biological cells; they can even be used to
monitor concentration changes within intact animals. These measurements can be made on rapid time
scales and with minimal perturbation of the system under study. Several recent applications have
provided important insights into chemical processes at cells and in tissues. Examples include molecular
flux measurements at the surface of single cells and through skin—which can offer insights into oxidative
stress, exocytosis, and drug delivery—and real-time brain neurotransmitter monitoring in living rats,
which reveals correlations between behavior and molecular events in the brain. Such findings can
promote interdisciplinary collaborations and may lead to a broader understanding of the chemical aspects
of biology.”

Becker, M., Schindler, J., Nothwang, H. Neuroproteomics - the tasks lying ahead. Electrophoresis,
2006, 27: 2819-29.

From the Abstract: “The brain is unquestionably the most fascinating organ. Despite tremendous
progress, current knowledge falls short of being able to explain its function. An emerging approach
toward improved understanding of the molecular mechanisms underlying brain function is
neuroproteomics. Today's neuroscientists have access to a battery of versatile technologies both in
transcriptomics and proteomics. The challenge is to choose the right strategy in order to generate new
hypotheses on how the brain works. The goal of this review is therefore two-fold: first we recall the
bewildering cellular, molecular, and functional complexity in the brain, as this knowledge is fundamental
to any study design. In fact, an impressive complexity on the molecular level has recently re-emerged as a
central theme in large-scale analyses. Then we review transcriptomics and proteomics technologies, as
both are complementary. Finally, we comment on the most widely used proteomics techniques and their
respective strengths and drawbacks. We conclude that for the time being, neuroproteomics should focus
on its strengths, namely the identification of posttranslational modifications and protein-protein
interactions, as well as the characterization of highly purified subproteomes. For global expression
profiling, emphasis should be put on further development to significantly increase coverage.”

Segev, R., Goodhouse, J., Puchalla, J., and Berry, M.J. III. Recording Spikes from a Large
Fraction of the Ganglion Cells in a Retinal Patch. Nature Neuroscience, 2004, 7: 1155-1162.

From the Abstract: “To understand a neural circuit completely requires simultaneous recording from
most of the neurons in that circuit. Here we report recording and spike sorting techniques that enable us
to record from all or nearly all of the ganglion cells in a patch of the retina. With a dense multi-electrode
array, each ganglion cell produces a unique pattern of activity on many electrodes when it fires an action
potential. Signals from all of the electrodes are combined with an iterative spike sorting algorithm to
resolve ambiguities arising from overlapping spike waveforms. We verify that we are recording from a
large fraction of ganglion cells over the array by labeling the ganglion cells with a retrogradely
transported dye and by comparing the number of labeled and recorded cells. Using these methods, we
show that about 60 receptive fields of ganglion cells cover each point in visual space in the salamander,
consistent with anatomical findings.” This paper describes a novel approach to recording a large fraction
of the neurons in a particular circuit, in this case the ganglion cells from a patch of retina, that form the
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basis of the analyses and theoretical developments described by Schneidman et al. in the final “Putting It
All Together” section below.

Prinz AA, Abbott LF and Marder E, The dynamic clamp comes of age, Trends in Neurosciences,
2004,27: 218-224.

From the Abstract: “The dynamic clamp uses computer simulation to introduce artificial membrane or
synaptic conductances into biological neurons and to create hybrid circuits of real and model neurons. In
the ten years since it was first developed, the dynamic clamp has become a widely used tool for the study
of neural systems at the cellular and circuit levels. This review describes recent state-of-the- art
implementations of the dynamic clamp and summarizes insights gained through its use, ranging from the
role of voltage-dependent conductances in shaping neuronal activity to the effects of synaptic dynamics
on network behavior and the impact of in vivo-like input on neuronal information processing.”

Nitabach, M.N., et al. Electrical Silencing of Drosophila Pacemaker Neurons Stops the Free-
Running Circadian Clock, Cell, 2002, 109: 485-495.

From the Abstract: “Electrical silencing of Drosophila circadian neurons through targeted expression of
K+ channels causes severe deficits in free-running circadian locomotor rhythmicity in complete darkness.
Pacemaker electrical silencing also stops the free-running oscillation of PERIOD (PER) and TIMELESS
(TIM) proteins that constitutes the core of the cell-autonomous molecular clock. In contrast, electrical
silencing fails to abolish PER and TIM oscillation in light-dark cycles, although it does impair rhythmic
behavior. On the basis of these findings, we propose that electrical activity is an essential element of the
free-running molecular clock of pacemaker neurons along with the transcription factors and regulatory
enzymes that have been identified as required for clock function.”

Readings for Section 2.2: Opportunities in Data Analysis, Statistical Modeling, and
Informatics

Brown E., Kass, R., and Mitra P. Multiple neural spike train data analysis: state-of-the-art and
future challenges, Nature Neuroscience, 2004, 7(5): 456-61.

From the Abstract: “Multiple electrodes are now a standard tool in neuroscience research that make it
possible to study the simultaneous activity of several neurons in a given brain region or across different
regions. The data from multi-electrode studies present important analysis challenges that must be resolved
for optimal use of these neurophysiological measurements to answer questions about how the brain
works. Here we review statistical methods for the analysis of multiple neural spike-train data and discuss
future challenges for methodology research.”

Victor, J. Analyzing receptive fields, classification images and functional images: challenges with
opportunities for synergy. Nature Neuroscience, 2005, 8: 1651-1656.

From the Abstract: “In neurophysiology, psychophysics, optical imaging and functional imaging studies,
the investigator seeks a relationship between a high-dimensional variable, such as an image, and a
categorical variable, such as the presence or absence of a spike or a behavior. The usual analysis strategy
is fundamentally identical across these contexts—it amounts to calculating the average value of the high-
dimensional variable for each value of the categorical variable and comparing these results by subtraction.
Though intuitive and straightforward, this procedure may be inaccurate or inefficient and may overlook
important details. Sophisticated approaches have been developed within these several experimental
contexts, but they are rarely applied beyond the context in which they were developed. Recognition of the
relationships among these contexts has the potential to accelerate improvements in analytic methods and
to increase the amount of information that can be gleaned from experiments.”
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Eden U., Frank, L., Barbieri, R., Solo, V., Brown, E. Dynamic analyses of neural encoding by point
process adaptive filtering, Neural Computation, 2004, 16(5): 971-998.

From the Abstract: “Neural receptive fields are dynamic in that with experience, neurons change their
spiking responses to relevant stimuli. To understand how neural systems adapt their representations of
biological information, analyses of receptive field plasticity from experimental measurements are crucial.
Adaptive signal processing, the well-established engineering discipline for characterizing the temporal
evolution of system parameters, suggests a framework for studying the plasticity of receptive fields. We
use the Bayes’ rule Chapman-Kolmogorov paradigm with a linear state equation and point process
observation models to derive adaptive filters appropriate for estimation from neural spike trains. We
derive point process filter analogues of the Kalman filter, recursive least squares, and steepest-descent
algorithms and describe the properties of these new filters. We illustrate our algorithms in two simulated
data examples. The first is a study of slow and rapid evolution of spatial receptive fields in hippocampal
neurons. The second is an adaptive decoding study in which a signal is decoded from ensemble neural
spiking activity as the receptive fields of the neurons in the ensemble evolve. Our results provide a
paradigm for adaptive estimation for point process observations and suggest a practical approach for
constructing filtering algorithms to track neural receptive field dynamics on a millisecond timescale.”

Mitchell, T. The Discipline of Machine Learning. http://www.cs.cmu.edu/~tom/pubs/
MachineLearning.pdf

From the Abstract: “Over the past 50 years the study of Machine Learning has grown from the efforts of
a handful of computer engineers exploring whether computers could learn to play games, and a field of
Statistics that largely ignored computational considerations, to a broad discipline that has produced
fundamental statistical-computational theories of learning processes, has designed learning algorithms
that are routinely used in commercial systems for speech recognition, computer vision, and a variety of
other tasks, and has spun off an industry in data mining to discover hidden regularities in the growing
volumes of online data. This document provides a brief and personal view of the discipline that has
emerged as Machine Learning, the fundamental questions it addresses, its relationship to other sciences
and society, and where it might be headed.

Mitchell, T. AI and the Impending Revolution in Brain Sciences. Presidential Address to the
American Association of Artificial Intelligence, 2002. http://www.cs.cmu.edu/~tom/ pubs/AAAI-
PresAddr.pdf

From the Abstract: “The synergy between Al and Brain Sciences will yield profound advances in our
understanding of intelligence over the coming decade, fundamentally changing the nature of our field.”

Pittendrigh, S. and Jacobs, G. Neurosys: A Semistructured Laboratory Database, Neuro-
informatics, 2003, 1: 167-178.

From the Abstract: “The inherent complexity of traditional relational database systems is a key obstacle
to more widespread use of database technology in the neuroscience community. As an alternative to
relational technology, we propose a simpler semistructured data model for documenting laboratory
procedures and results. The semistructured data model allows researchers to document their data in an
organized, regularly formatted, machine readable, and network accessible manner, without requiring the
services of database professionals. We present proof-of-concept software, consisting of an HTML
interface that communicates with a remotely located, semistructured database. We also discuss the
importance of standardized terminolog