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Un-modeled Confounders: Don’t get burned by
Simpson’s Paradox.

A long time ago, in a faraway place..., the term data miningied with it a negative connotation.
However, thanks in part to Google and other pioneers of hiaga dnalysis, data mining has become
much more acceptable. The purpose of this article is to dstrette the necessity of applying data mining
principles to the initial data analysis phase of any studhzurng quantitative data. In short, it is the re-
sponsibility of the primary investigator to thoroughly éx the collected data in order to determine if the
data supports the planned statistical procedures for ssidigeresearch questions or formal hypotheses;
as a former colleague often saikinow thy data. One concern common to most empirical quantitative
studies iconditional independence. Conditional independence refers to a situation among {loraaore)
random variables when the relationship between two of treemdependent of values of the third. Es-
sentially, all other influences have been controlled ang tivd effect of interest (the relationship between
two variables) is displayed in the results. In other wordsueing that the experimental effect is isolated
from any confounds, often done with probability estimateg).( propensity scores, matching, etc.), or
the design of the study (experimental control). This agtadémonstrates a simple example in which the
primary effect of interest is not conditionally indepentiehconfounds. The example(s) at the bottom
detail Simpson’s paradox, wherein a correlation betweenvaviables X & Y) is strikingly misleading
unless one also recognizes the underlying grodp®f cases. First, however, the article makes clear the
definition of conditional probability and independence.

Conditional Probability & Independence
In traditional symbolic probability terms, we s¥yis independent oZ if:
p(X) = p(X|Z) (1)

which can be interpreted as: the probability>ofs equal to the probability ok givenZ. This statement
should make clear thaX is unrelated taZ (i.e. X is independent oF). Likewise, we could say is
independent oZ if:

p(Y) =p(Y|Z) (2)
which can be interpreted as: the probabilityYofs equal to the probability o¥ given Z. Now, condi-
tional independence refers to the conditional probabdit) givenZ being unrelated to the conditional
probability of Y givenZ. Stated another wa) andY are conditionally independent givén f:

p(X NY|Z) = p(X|Z)p(Y|Z) 3)
In other wordsX andY are conditionally independent givénif they are independent in their conditional
probability distributions giveZ. Knowing the values of does not infornX or Y.
The Examples
The following examples utilize thR statistical programming environment. Those unfamiliathwi
R can learn more at the Research and Statistical Support Udtiot toR Short Course. The examples

also utilize the function ‘scatterplot’ from the package @ahich requires loading it and its dependencies
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[package MASS & package nnet]). An example of the script ig@deate the images below can be found
here.

The first example illustrates conditional independence:

—
"R R Console (64-bi1) "
|| File Edit Misc Packages Windows Help

R wersion 2.15.1 (2012-06-22) -- "Roasted Marshmallows"
Copyright (C) 2012 The R Foundation for Statistical Computing
ISBN 3-300051-07-0

Platform: %86 64-pc-mingw32/x64 (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()' for more information and
‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HTML browser interface to help.
Type 'g()' to quit R.

> library(car)

Loading required package: MASS

Loading required package: nnet

> N <- 300

> n <- 100

> group <- c(rep("low", n), rep("med", n), rep("high", mn))

> X <- rnomm(N, 100, 15); ¥ <- .8*X + rnomm(N, 100, 15); cor (X,¥)
[1] 0.6325921

> scatterplot (X,Y, smooth = FALSE)

> dev.new()

> scatterplot (X,¥, ellipse = FALSE, groups = group, legend.plot = TRUE)
> |

As can be seen above, the correlation betwéemdY is positive ¢ = 0.63). We see (below) a fairly
standard scatterplot generated wxhandY, without respect to the grouping varialde The green line
represents the ordinary least squares (OLS) regressien lin
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The next scatterplot shows the relationship betwéamdy, as well as the groups & (low, medium, &
high); with each of the three groups designated by diffesgntbols and colors.
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The important thing to notice in the plot above is that thatiehship betweeX andY is not affected by
the groups (i.e. each of the groups displays essentiallgahee positive relationship betweXrandy).

The second example introduces some dependence among thpgs gnod demonstrates the danger
of failing to investigate the grouping variable’g)(influence on the relationship between the primary
variables of interest{ & Y).

IR i
File Edit Misc Packages Windows Help

> graphics.off()

> x1 <- rnorm(n, 50, 15); yl <- —.6%xl + rmozm(n, 50, 30); cor(xl,yl
[1] —0.1737966

> x2 <~ rmorm(n, 100, 15); y2 <— —.6%x2 + rnorm(n, 100, 30); cor(x2,y2
[1] —0.3501427

> x3 <~ rnozm(n, 150, 15): y3 <— —.6%x3 + znozm(n, 150, 30); cor(x3,y3

[1] -0.2370855
> X < cf{xl, %2, x3); ¥ < clyl, y2, ¥3); cor(X,Y)
[1] 0.4134739

> scatterplot (X,¥, smooth = FALSE)
> dev.new ()
> scatterplot (X,¥, ellipse = FALSE, groups = group, legend.plct = TRUE)
I~ |

In the above (script) image, we can see that each of the thoepg displays a negative correlation between
XandY (group 1:r,, = —0.17; group 2:r,, = —0.35; group 3:7,, = —0.24). However, if we fail to
recognize (i.e. investigate) those groups, we see a pesiiationship betweeX andY (r,, = 0.41)
when the groups are not taken into account.
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As can be seen above, the positive (overall) relationshiywdeenX andY (r,, = 0.41), even graphically
displayed, requires a keen eye and at least some suspidiealize there may be clusters within the data.
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The above image clearly shows the distinctly different reatf the data when the groups are identified.
These last two images should clearly demonstrate Simp&amadox and the importance of being thor-
ough when conducting initial data analysis. These exangtiew that it is possible to have the opposite
opinion concerning the nature of a relationship betweenvarables when one does not establish the

independence of a third variable. In other words, at firshggeX andY appear to be positively related
(rzy = 0.41); but once we identify the groups we see that in fact the ioelahip is negative (group 1:

Ty = —0.17; group 2:r,, = —0.35; group 3:r,, = —0.24).
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The third example shows a slightly more extreme situatiodoBeyou can see that the relationship
betweenX andY is approximately the same as in the previous examplg € 0.43). However, each
group displays a stronger relationship than in the prevexesmnple (group 1r,, = —0.55; group 2:
Ty = —0.44; group 3:7,, = —0.48).

|| File Edit Misc Packages Windows Help

> graphics.off()

> x1 <~ rnorm(n, 50, 15); yl <~ —.6*x1 + rnorm(n, 50, 20); cor(xl,yl)
[1] -0.5458653
> x2 < rnorm(n, 100, 15); y2 <~ —.6*%2 + rnorm(n, 100, 20); cor(x2,y2)
[1] -0.4354901
> %3 <- rnorm(n, 150, 15); y3 <- —.6*x3 + rmorm(m, 150, 20); cor (x3,y3)

[1] -0.4841001
> X <- clxl, %2, x3); ¥ <- c(yl, y2, y3); cor(X,¥)

[1] 0.4317939

> scatterplot(X,¥, smooth = FALSE)

> dev.new()

> scatterplot(X,¥, ellipse = FALSE, groups = group, legend.plot = TRUE)

o I

The scatterplot below does not explicitly identify the gosubut given their stronger relationships they
are fairly easy to see.
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Next, we identify the groups explicitly and plot their (néiga) relationships which are clearly in opposi-
tion to the overall (positive) relationship.
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The fourth and final example shows an even more extreme isituaBelow, you can see that the
relationship betweeX andY is approximately the same as in the previous examp|e=€ 0.56). However,
each group displays a stronger relationship than in thequewexample (group k:,, = —0.58; group 2:
ryy = —0.74; group 3:r,, = —0.68).

> graphics. off()
> x1 <- rnorm(n,
[1] -0.5840312
> x2 <- rnorm(n,
[1] -0.738343

> x3 <- rnorm(n,
[1] -0.6784874

> X <= c(xl, =2,
[1] 0.5632624

> scatterplot (X, Y
> dev.new()

Lt

File Edit Misc Packages Windows Help

> scatterplot (X, Y,

50, 15); yi <— —.6*x1 + rnorm(m,50,10); cor(xl,yl)
100, 15); y2 <- -.6*x2 + rnorm(n,100,10); cor(x2,y2)
150, 15); y3 < —.6%x3 + rnorm(n,150,10); cor (x3,y3)
x3); % <—ciyly v8; y3)s oz (& H)

+» smocoth = FALSE)

ellipse = FALSE, groups = group, legend.plot = TRUE)

This time, the overall scatterplot shows how the clustedatd are distinct enough to be clearly recogniz-

able.
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And finally, we identify the groups or clusters explicitlycdanan see they all display a moderate negative
relationship.
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The script available on the RSS Introduction to R short copesge includes two even more extreme
examples. That script is available here.


http://www.unt.edu/rss/class/Jon/R_SC/Module9/SimpsonsParadox.R

Conclusions

It is important to recognize that the contrived exampleslusehis article are extreme in how much
different the relationship betweefiandY is when accounting for the groups versus not accounting for
the groups. Also, in these examples, the group variable wigsst recognized and was included in the
data collection; often clusters are discovered in pattefrdata without prior knowledge of their pres-
ence. Therefore, it is extremely important for data analysthoroughly investigate arkehow their data
intimately. Fortunately, there is a solution ). Package Simpsons contains a function called ‘Simp-
sons’ which tests two continuous variables for the presehsaebpopulations (i.e. groups). The function
operates by testing whether subpopulations display the shrection and approximate magnitude of re-
lationship as the entire set of cases. The user of the functm supply a suspected grouping variable
(e.q., gender / sex) or not. The package also contains angcfor summarizing and plotting the results of
the ‘Simpsons’ function. If clusters are recognized in thgadthen it may be necessary to collect more /
new data simply to explain the clusters. Simpson’s paraslax iextreme type of problem, but it should be
realized that less extreme situations can (and often dajreewhere the change in relationship may not
be as drastic a change as those used in the examples aboW(heegative to positive or vice versus).
It is also worth noting that even though Robinson (1950) wascemed with clusters among continuous
data; Simpson (1951) was interested in contingency tabkesnot necessarily continuous variables) and
demonstrated the phenomena in that context. Oddly, thelpaia most recognized as Simpson’s and not
Robinson’s.

Until next time;Happy Festivus...
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