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The observed spatial patterns of temperature change in the free atmosphere from 1963 to
1987 are similar to those predicted by state-of-the-art climate models incorporating various
combinations of changes in carbon dioxide, anthropogenic sulphate aerosol and stratospheric
ozone concentrations. The degree of pattern similarity between models and observations
increases through this period. It is likely that this trend is partially due to human activities,
although many uncertainties remain, particularly relating to estimates of natural variability.

CHANGEs in the vertical structure of atmospheric temperature
have been proposed as a possible ‘fingerprint’ of greenhouse-gas-
induced climate change'™. Until recently, most of the information
about such a fingerprint resulted from experiments in which an
atmospheric general circulation model (AGCM) coupled to a
mixed-layer ocean was forced by a doubling of atmospheric CO,
levels.> For annually averaged changes, these experiments show a
hemispherically symmetrical pattern of stratospheric cooling and
tropospheric warming, with a warming maximum in the tropical
upper troposphere (Fig. 1a). One recent study’ compared such
model-predicted signals with observed radiosonde measure-
ments® and concluded that this fingerprint was increasingly evi-
dent in observed data. The degree of time-increasing similarity
was judged to be statistically significant—that is, unlikely to be
due to natural climate variability alone.

The work reported here differs from this earlier work in four
respects. First, we examine the relative detectability of vertical
temperature-change signals due to individual and combined
changes in atmospheric CO, and anthropogenic sulphate aero-
sols®!, Previous detection work involving temperature changes in
the free atmosphere has used signals due to increases in CO, only.
We consider signals due to combined CO, and aerosol forcing
because recent studies of near-surface temperature changes show
that a combined signal may be easier to identify in the observa-
tions than a signal due to changes in CO, alone'*".

Second, we use signal data from two different models in order
to explore the sensitivity of our results to model-dependent
uncertainties in the definition of an anthropogenic signal. These
uncertainties arise from model differences in physics, resolution,
representation of aerosol effects, and modelling strategy.

Third, we consider how a combined CO, + aerosol vertical
temperature-change signal might be modified by observed
changes in stratospheric ozone. The observed reduction in strato-
spheric ozone over the past two decades is attributable largely to
the industrial production of halocarbons'?. One recent study in
which an AGCM was forced by changes in both CO, and strato-
spheric ozone showed that the inclusion of ozone effects improves
model agreement with the radiosonde temperature data, particu-
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larly in the upper troposphere'*!. As results are not yet available
from experiments with combined changes in CO,, anthropogenic
sulphate aerosols and stratospheric ozone, we perform a simple
sensitivity study of possible ozone effects by linearly combining
results from CO, + aerosol’ and ozone-only’® model studies.

Fourth, we use information from three long control runs
performed with coupled atmosphere—ocean GCMs (CGCMs) to
assess the significance of trends in model-versus-observed pattern
similarity. Such integrations provide estimates of internally gen-
erated natural climate variability on a range of space and time-
scales. Comparable information on the multi-decadal natural
climate variability crucial to the detection problem is impossible
to obtain from the short (<40-year) radiosonde temperature
record.

Model signals and observational data

We use model data from experiments with fixed levels of anthro-
pogenic pollutants (‘equilibrium experiments’) and from integra-
tions in which the atmospheric concentrations of greenhouse
gases and aerosols increase over time (‘transient experiments’).
The equilibrium CO,-only and CO, + aerosol vertical temperature-
change signals were taken from experiments performed by Taylor
and Penner’ (henceforth TP) with a tropospheric chemistry
model'"” coupled to an AGCM with a simple mixed-layer
ocean'®. The chemistry—climate model considers only the direct
radiative effects of sulphate aerosols (reflection of incident solar
radiation)”. In addition to a control run with nominal pre-
industrial levels of CO, (270 parts per million by volume,
p.p-m.v.) and no anthropogenic sulphur emissions, three per-
turbation experiments were performed: a sulphate-only experi-
ment (S-TP) with near-present-day anthropogenic sulphur
emissions, a CO,-only experiment (C-TP) with near-present-day
CO, levels (345 p.p.m.v.), and an experiment with combined
present-day CO, levels and anthropogenic sulphur emissions
(SC-TP)’. The differences between the perturbation experiments
and the control represent equilibrium changes from pre-industrial
to present-day conditions.

We also consider vertical temperature-change signals from two
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recent transient experiments performed with the Hadley Centre
(henceforth HC) CGCM'"®. The model has full ocean dynamics,
and was forced over 1860 to 1990 with historical increases in
greenhouse gases only (C-HC) and with increases in both green-
house gases and anthropogenic SO, emissions (SC-HC). After
1990 the concentration of SO, evolved according to IPCC
Scenario 1S92a®" while the concentration of equivalent CO,
increased at 1% per year. Direct scattering effects of aerosols
are represented by changes in the surface albedo®.

To study how a reduction in stratospheric O; might modify the
SCsignal pattern, we use data from an experiment performed with
the Geophysical Fluid Dynamics Laboratory (GFDL) ‘SKYHI’
atmospheric GCMPY. The model was forced with observed
monthly-mean zonal average changes in stratospheric ozone
over the period 1979-90, and was run with fixed cloud distribu-
tions in the troposphere and sea-surface temperature prescribed
according to climatology. An idealized vertical structure of ozone
losses was imposed, with constant percentage reductions in an
atmospheric region extending from the tropopause to roughly
7km above®.

The radiosonde temperature analyses were available as anoma-
lies for December—January—February (DJF), June-July—August
(JJA) and annually averaged data relative to a reference period of
1963-73, and spanned the period 1963-87%. The data are in the
form of zonal averages for seven atmospheric levels (850, 700, 500,
300, 200, 100 and 50 hPa). The principal data uncertainties have
been described previously .

Comparisons between the radiosonde data and satellite-
derived estimates of vertical temperature changes indicate that
the two data sets are in good agreement over the period of overlap,
at least in terms of the global* and hemispheric® means. For the
present study we compared the radiosonde data with a reanalysis
of operationally produced climate data®. The seasonal patterns of
(zonally averaged) linear trends as a function of latitude and
height were in close agreement for the period of overlap between
the two data sets (1979-87), despite differences in the spatial
coverage of the radiosonde data (primarily land only) and the
reanalysis (land + ocean).

Note that the amplitudes of the observed changes and model
signals are not directly comparable, as they represent responses to
radiative forcing changes over different periods. If the radiative
forcing histories and lags between forcing and response were
known exactly for O,;, CO, and sulphate aerosols, it would be
possible to make a more meaningful comparison of the ampli-
tudes of observed and modelled vertical temperature changes by
scaling according to differences in overall response. Large forcing
uncertainties, particularly for sulphate aerosol effects, make such
scaling exercises very difficult. We circumvent some of these
difficulties by using a comparison statistic that focuses on patterns
rather than amplitudes of temperature change. The issue of
amplitude differences is important in the linear superposition of
O; and SC signals, and we return to it later.

Patterns of vertical temperature change

Modelled and observed patterns of annual-mean zonal-mean
temperature change as a function of latitude and height are
shown in Fig. 1. The pattern of stratospheric cooling and tropo-
spheric warming in C-TP (Fig. 1a) is in accord with previous
modelling work®” and represents the direct radiative signature of
the change in CO,. Maximum warming occurs in the tropical
upper troposphere, and temperature changes are hemispherically
symmetric. In contrast, both the S-TP (Fig. 1b) and SC-TP (Fig.
1c) signals show a hemispherically asymmetric response, with
(respectively) increased cooling and reduced warming in the
Northern Hemisphere, where anthropogenic sulphate aerosol
forcing is largest®”. The SC-TP integration (like C-TP) also
shows the dipole structure of stratospheric cooling/tropospheric
warming characteristic of CO, changes, whereas there is minimal
stratospheric response in S-TP.

The C-HC and SC-HC transient results (Fig. 1d, e) have
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FIG. 1 Modelled and observed zonal-mean annually averaged changes (°C) »

in the thermal structure of the atmosphere. The equilibrium experiments by
Taylor and Penner (TP)® simulate temperature changes for nominal ‘pre-
sent-day’ levels of atmospheric CO, only (C-TP; a), anthropogenic sulphate
aerosols only (S-TP; b), and combined forcing by CO, + sulphate aerosols
(SC-TP; c) relative to a control run with pre-industrial levels of CO, and no
anthropogenic sulphur emissions. All TP integrations were at least 30 years
in duration, and temperature-change signals were computed using
averages over the last 20 years of the control run and each perturbation
experiment. Patterns of the response to time-varying increases in green-
house gases only (C-HC; d) and in greenhouse gases and aerosols (SC-HC;
e) were taken from simulations performed with the Hadley Centre
CGCM°2° Temperature-change signals are the decadal averages of C-HC
and SC-HC for the modelled ‘1990s’ expressed relative to the respective
C-HC and SC-HC averages over 1880-1920. The possible effects of
stratospheric ozone reduction over the period 1979-90 (f) are from a
recent equilibrium experiment by Ramaswamy et al.*° The sensitivity studies
COMBL1 (SC-TP + 0O5; g) and COMB2 (%SC-TP -+ O3; h) consider the possible
effects of stratospheric O; depletion on the SC-TP signal. COMB3
(%S—TP + C-TP; i) illustrates the sensitivity of model-observed pattern simi-
larities to a possible overestimate of direct aerosol effects in TP. Observed
changes (j) are radiosonde-based temperature measurements from the
data set by Oort®, and are expressed as total least-squares linear trends (°C)
over the 25-year period extending from May 1963 to April 1988.

features which are qualitatively similar to the equilibrium
response patterns from the corresponding TP experiments (Fig.
la, c). Both types of experiment yield stratospheric cooling and
tropospheric warming (C and SC) and reduced warming in the
Northern Hemisphere (SC only). We return to this point later,
because it is relevant to the issue of the usefulness of equilibrium
signals in climate-change detection studies.

Vertical temperature changes due to stratospheric O, reduction
(Fig. 1f) are characterized by stratospheric cooling, with max-
imum cooling at high latitudes in both hemispheres. Owing to
dynamical effects, cooling occurs throughout the lower strato-
sphere, even at low latitudes where the imposed ozone changes
are negligible'>*. The response is not hemispherically symmetric:
stratospheric cooling that is statistically significant'® occurs over a
wider latitude range in the Northern Hemisphere than in the
Southern Hemisphere. This is primarily due to a hemispheric
asymmetry in the observed ozone changes. Some of the model-
observed temperature differences in Fig. 1f and j, such as the
warming above about 70hPa poleward of 45°S, are probably
related to the idealized altitudinal profile of ozone loss®. Other
differences are due to the different time periods considered in the
model experiment and in the observations.

To examine the possible effects of stratospheric O; depletion
we perform two sensitivity studies. COMBI is the unweighted sum
of the SC-TP and O; signals (Fig. 1g). COMB?2 (Fig. 1h) explores
uncertainties in the relative amplitudes of the SC-TP and O; signal
components by halving the amplitude of the SC-TP signal. A third
sensitivity study (COMB3; Fig. 1i), considers the effect of uncer-
tainties in the magnitude of the aerosol forcing (and response) by
halving the amplitude of the S-TP signal relative to the C-TP
signal.

For any of these sensitivity experiments to be a realistic estimate
of the response to combined CO, + SO, + O; forcing requires the
relative weights of the individual forcings to be realistic and the
climate system to respond quasi-linearly to perturbations. We
have tested this linear superposition assumption and found it to be
valid for combining the C-TP and S-TP signals”’. The assumption
cannot be tested for the HC experiments (owing to the lack of a
transient experiment with forcing by aerosol effects alone) or for
O; effects (because suitable model studies with individual and
combined forcing by CO, + SO, + O; were not available). A
linear combination of O, and SC effects is probably reasonable
above the tropopause®.

Incorporating stratospheric ozone effects (COMB1, COMB?2)
intensifies stratospheric cooling and reduces the height of the
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FIG. 2 Time series of centred pattern correlations, R(t), between model-
predicted and observed changes in zonal-mean latitude—height profiles of
atmospheric temperature. For sources of model and observed data, refer to
Fig. 1. Observed changes are expressed as a sequence of anomaly
patterns spanning the period 1963-87, and were smoothed with a 5-term
binomial filter to suppress variability on timescales shorter than a decade
(for example, associated with ENSO events and the quasi-biennial
oscillation)*. For each model experiment, one pattern characterizes the
response to the imposed anthropogenic forcing (see Fig. 1). This fixed
pattern is correlated with the observed time-varying spatial patterns.
Results are for temperature-change patterns defined over the full
vertical extent of the radiosonde data (50-850 hPa; a) and over the mid-

transition between stratospheric cooling and tropospheric warm-
ing'’. However, the transition height in COMB1 and COMB?2 is
still roughly 50 hPa higher than in observations (compare Fig. 1g, 4
and Fig. 1j). There are several possible reasons for this. These
include: uncertainties in observed O; losses and thus in the
simulated temperature changes in the vicinity of the tropopause'*;
concerns regarding the validity of the linearity assumption for
combining SC-TP and O; signals; and the (neglected) effects of
upper tropospheric O; changes. The coarse vertical resolution of
the observed data and most of the model signals also hampers
more accurate determination of discrepancies in transition height.

The magnitude of direct anthropogenic sulphate aerosol for-
cing in TP (roughly —0.9 Wm™?) is just above the upper end of
the range estimated in recent reviews”-’, although clearly within
the range given for total (direct + indirect) sulphate aerosol
forcing. It is relevant in this regard that the hemispheric-scale
patterns of forcing due to aerosol direct and indirect effects may
be similar’~**. The effect in COMB3 of halving the temperature
response in S-TP relative to C-TP is to reduce the interhemi-
spheric asymmetry in the low- to mid-troposphere and enhance
the temperature-change contrast between the stratosphere and
troposphere (Fig. 1i).

Figure 1j shows observed temperature changes, expressed as
linear trends over 1963—87. The observations show two prominent
features: stratospheric cooling and tropospheric warming, and
reduced warming in the Northern Hemisphere between 850
and 300hPa. These have been documented in previous
investigations®*’*. The pattern of stratospheric cooling and
tropospheric warming is common to the observations and all
model signals shown in Fig. 1 (with the exception of the ‘ozone-
only’ and S-TP signals). In the lower atmosphere, it is clear that
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to lower-troposphere only (500—-850 hPa; b). The premise underlying the
use of a centred correlation for attribution is that different ‘causes’ (forcing
mechanisms) have different response patterns. If one can demonstrate
time-increasing correspondence between the observations and a model-
predicted pattern of change, and show that correspondence exists at
hemispheric or smaller spatial scales—not only at the surface, but also
in the full three-dimensional structure of the atmosphere—then it is less
likely that forcing mechanisms other than the ones being considered could
match the predicted response pattern. The pattern correlations shown here
were computed using annual averages and with pressure- and area-
weighted data. Trends in R(t) were relatively insensitive to the choice of
averaging period for defining observed anomaliest*.

the observations are in better accord with combined greenhouse-
gas and aerosol signals than with ‘CO,-only’ signals'®!".

Model-observed pattern similarity

To compare model and observed vertical temperature-change
patterns we use a so-called ‘centred’ correlation statistic'', R(¢):

R(t) = |3 (AD(, 1) — AD(0)(AM(x) — ATl)] / [nsp(H)sm] (1)

x=1

AD and AM are temperature-change fields for observed data and
model output, respectively, and x and ¢ are discrete indices over
space (x = 1, ...n, the combined latitude—height dimension of the
radiosonde data) and time (¢ = 1963, ...1987). Observed changes
are anomalies relative to the average over 1963—73, and model
changes are differences between time averages of perturbation
and control experiments (see Fig. 1). The ~indicates a spatial
average. The observed spatial variance sp,(¢) is

n

0= Y[ - 300 fm-1) @

x=1

with the model spatial variance s3; defined similarly.

If the observed time-varying patterns of temperature change
are becoming increasingly similar to the model-predicted
responses, the R(t) statistic will show a sustained positive
trend®. This trend is unlikely to be linear and monotonic, as the
observations reflect a response to the real (as opposed to the
modelled) anthropogenic forcing and to other human-induced
and natural forcings not included in the model experiments.
Additionally, any overall R(¢) trend will be modulated by internally
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TABLE 1 Significance test results

Trend lengths (years)

10 15 25
MPI GFDL HC MPI GFDL HC MPI GFDL HC

Season Signal

a 50-850 hPa

DJF C-TP 0.01 0.00 0.05 0.00 0.00 0.01 0.00 0.00 0.00
C-HC 0.06 0.03 0.21 0.02 0.00 0.09 0.01 0.00 0.02
SC-TP 0.02 0.02 0.12 0.00 0.00 0.02 0.00 0.00 0.00
SC-HC 0.07 0.02 0.23 0.02 0.00 0.11 0.00 0.00 0.01
COMB1 0.02 0.04 0.05 0.00 0.00 0.00 0.00 0.00 0.00
CcoMB2 0.02 0.05 0.03 0.00 0.00 0.00 0.00 0.00 0.00
CcomMB3 0.01 0.00 0.05 0.00 0.00 0.01 0.00 0.00 0.00

JA C-TP 0.08 0.20 0.25 0.02 0.08 0.16 0.00 0.00 0.00
C-HC 0.23 0.35 0.39 0.07 0.17 0.22 0.00 0.00 0.00
SC-TP 0.10 0.17 0.24 0.07 0.10 0.20 0.00 0.00 0.00
SC-HC 0.13 0.25 0.32 0.02 0.10 0.17 0.00 0.00 0.00
COMB1 0.10 0.18 0.20 0.06 0.10 0.14 0.00 0.00 0.00
comMB2 0.10 0.20 0.20 0.05 0.11 0.14 0.00 0.00 0.00
COMB3 0.10 0.19 0.24 0.05 0.09 0.15 0.00 0.00 0.00

ANN C-TP 0.16 0.24 0.33 0.01 0.01 0.11 0.00 0.00 0.00
C-HC 0.20 0.26 0.36 0.04 0.04 0.19 0.00 0.00 0.01
SC-TP 0.23 0.27 0.38 0.04 0.03 0.15 0.00 0.00 0.00
SC-HC 0.20 0.26 0.36 0.05 0.04 0.18 0.00 0.00 0.00
COMB1 0.26 0.34 0.38 0.04 0.04 0.10 0.00 0.00 0.00
COMB2 0.30 0.38 0.38 0.03 0.05 0.07 0.00 0.00 0.00
COMB3 0.15 0.21 0.33 0.02 0.01 0.13 0.00 0.00 0.00

b 500-850 hPa

DJF C-TP 0.08 0.15 0.20 0.06 0.12 0.15 0.08 0.12 0.25
C-HC 0.55 0.53 0.53 0.49 0.51 0.48 0.20 0.28 0.27
SC-TP 0.29 0.37 0.40 0.30 0.38 0.36 0.01 0.04 0.02
SC-HC 0.48 0.50 0.47 0.51 0.52 0.50 0.00 0.02 0.01
COMB1 0.20 0.29 0.29 0.32 0.37 0.36 0.00 0.03 0.01
COMB2 0.16 0.26 0.21 0.33 0.39 0.37 0.00 0.02 0.01
COMB3 0.10 0.17 0.19 0.12 0.21 0.18 0.07 0.11 0.09

JIA C-TP 0.34 0.46 0.43 0.45 0.48 0.43 0.55 0.51 0.44
C-HC 0.81 0.66 0.63 0.50 0.52 0.46 0.53 0.51 0.52
SC-TP 0.17 0.28 0.31 0.18 0.29 0.28 0.02 0.11 0.10
SC-HC 0.20 0.31 0.31 0.22 0.33 0.31 0.01 0.04 0.06
COMB1 0.18 0.28 0.30 0.20 0.29 0.28 0.02 0.11 0.09
CcoMB2 0.20 0.28 0.29 0.21 0.31 0.28 0.03 0.12 0.09
COMB3 0.19 0.33 0.36 0.21 0.33 0.33 0.07 0.16 0.13

ANN C-TP 0.24 0.37 0.36 0.32 0.43 0.41 0.27 0.40 0.37
C-HC 0.66 0.57 0.54 0.61 0.55 0.52 0.44 0.47 0.43
SC-TP 0.29 0.41 0.38 0.22 0.31 0.31 0.00 0.03 0.04
SC-HC 0.54 0.49 0.48 0.47 0.50 0.49 0.00 0.02 0.02
COMB1 0.33 0.42 0.40 0.27 0.35 0.34 0.00 0.02 0.03
COMB2 0.37 0.44 0.41 0.32 0.38 0.37 0.00 0.02 0.00
COMB3 0.19 0.35 0.34 0.21 0.34 0.33 0.02 0.08 0.06

Significance levels (p-values) for seasonal and annual vertical temperature-change signals from the TP and HC experiments with forcing by CO, only and
CO, + aerosols and from the three sensitivity studies (COMB1, COMB2, COMB3). The first column gives the season of interest, while the second column
indicates the experiment from which the signal pattern was taken. The remaining columns give the model experiments used to obtain natural variability
estimates (on three different timescales). The signals of interest are the linear trends for the most recent 10, 15 and 25 years of the R(t) time series shown in
Fig. 2a and b—that is, the trends over 1978-87, 1973-87, and 1963-87. These trends provide information on the degree of time-increasing pattern
similarity between the observations and the model simulations. Distributions of ‘unforced’ R(t) trends on 10-, 15- and 25-year timescales were generated as
described in Fig. 3. Significance levels were then computed by comparing the ‘signal’ R(t) trends with the appropriate sampling distributions for unforced
trends!!. Shaded boxes denote results that achieve significance at the 5% level or better. In these cases, the time-increasing similarity between model signal
patterns and observations is unlikely to be due to (model estimated) internally-generated natural variability. Results are for model-observed comparisons

over 50-850 hPa (a) and over 500-850 hPa (b).

generated natural climate variability. There are two main issues of
interest: whether trends in R(#) could be due to natural internal
variability alone, and whether they are different for different
model signals.

For comparisons over 50-850 hPa (Fig. 2a), the behaviour of
R(?) is similar for all signals except S-TP: trends are positive over
the full 25-year period, indicating an increasing expression of the
model-predicted patterns in the observed annually averaged data.
These similarities are due partly to the large-amplitude pattern of
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stratospheric cooling/tropospheric warming common to all signals
that incorporate CO, effects (see Fig. 1). Differences in the
magnitude of this common pattern in the individual signals are
reduced since they are scaled by different model spatial variances,
sy- Similarities in R(¢) are also related to the removal of different
spatial mean values (AM) from the model signal patterns, which
has the effect of making the height of the transition from strato-
spheric cooling to tropospheric warming more similar in the
individual signals.
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To focus on hemispheric asymmetry differences in the various
signals, we then restricted pattern comparisons to 500850 hPa
(Fig. 2b). There is now a clear distinction between CO,-only
signals and signals that additionally incorporate aerosol effects.
Annual R(¢) time series show overall positive trends for the SC-
TP, SC-HC, S-TP, COMBI1 and COMB?2 signals, but little or no
trend for the CO,-only signals and a smaller positive trend for
COMBS3. The primary reason for this discrimination is the inter-
hemispheric asymmetry common to the observations and the
signals with combined CO, + aerosol forcing. This common
asymmetry occurs also in DJF and JJA.

Although visibly apparent (Fig. 1), the benefit of incorporating
stratospheric O, effects is not clearly shown in the R(¢) results. It
becomes more obvious in an uncentred statistic, which retains the
spatial means of the two fields being compared. This, however, has
other limitations in the context of attributing observed changes to
a specific causal factor'™".

Trend significance

Are the positive R(f) trends in Fig. 2 unusually large relative to the
trends we might expect in the absence of any anthropogenic
forcing—that is, due to natural variability of the climate
system? To address this issue, we use (internally generated)
natural variability information from multi-century CGCM control
experiments performed at the Hadley Centre (HC)", the Max-
Planck Institute for Meteorology in Hamburg (MPI)*® and
GFDLY. All integrations were run with no changes in natural
external or anthropogenic forcings.

A number of studies have attempted to assess how reliably these
three CGCMs simulate real-world natural variability***2. On
timescales of 10-30 years there is good agreement between the
GFDL and HC spectra and the observed spectrum for global-
mean annually averaged near-surface temperature®*. Compar-
isons of model and observed patterns of surface temperature
variability show that similarities exist on timescales of 5-10 years,
although there are differences on shorter timescales®**.

More rigorous validation of the model-estimated internal
variability of vertical temperature changes is difficult because
the radiosonde record is short and represents a convolution of
natural variability and anthropogenic effects. For the purposes of
this investigation we must therefore assume that the CGCMs used
here provide credible estimates of the spectrum and patterns of

FIG. 3 The relationship between forced and unforced trends in the R(t)
pattem similarity statistic. ‘Unforced’ R(t) time series were computed
by correlating the fixed pattern of annually-averaged vertical tempera-
ture changes in the SC-TP experiment (Fig. 1c) with the time-varying
temperature-change patterns form the 310-, 1,000- and 1,260-year
HC, GFDL, and MPI control integrations (respectively). Model anomaly
pattems were defined relative to the overall time-mean of each control
run, and were filtered in the same way as the observations (see Fig. 2).
The figure shows the result of fitting overlapping linear trends to 10-,
15- and 25-year segments of the unforced R(t) time series, and then
plotting the magnitude (at any point in time) of the linear trend in R(t).
The overlap between trends is by all but one year. This yields sampling
distributions of all possible unforced R(t) trends for the three selected
timescales. The purple horizontal lines in each panel give the magni-
tude of the R(t) trend for the comparison of the SC-TP signal with
observations over 1978-87, 1973-87 and 1963-87 (see Fig. 2a).
All trends are expressed as the change in R(t) per year. The level of
time-increasing similarity between the observed vertical temperature-
change pattems and the SC signal over the last 25 years is highly
unusual relative to the unforced 25-year R(t) trends estimated from all
three control integrations. In contrast, recent 10-year trends in R(t)
are not unusual occurrences. Note that the magnitude of the unforced
R(t) trends decreases as the length of R(t) trends increases. The
results shown here are for annually averaged data and for tempera-
ture-change pattems defined over 50-850hPa. R(t) trends are
plotted on the central year of the trend.
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internal natural variability on timescales ranging from 10 to 25
years. Our use of noise information from multiple control runs
provides an indication of the robustness of our significance
estimates to uncertainties in the model-estimated noise.

In the significance-testing procedure'’, each model signal pat-
tern (with the exception of the O; and S-TP signals) is correlated
with the sequences of vertical temperature-change patterns simu-
lated in each of the three CGCM control runs. The resulting time
series provide information on the behaviour of the R(¢) statistic in
the absence of external forcing. By fitting 10-, 15-, and 25-year
linear trends to overlapping chunks of these ‘natural’ R(f) time
series, we generate sampling distributions of unforced R(¢) trends.
The ‘signal’ trends in R(¢) over the past 10 to 25 years (Fig. 2a, b)
are then compared with these sampling distributions to determine
whether changes in model—-observed pattern similarity with time
are statistically unusual (Fig. 3).

For model-observed comparisons over 50-850hPa, the
positive 25-year R(¢) trends for all signals considered (CO,-only,
CO, + aerosols, and the three sensitivity studies) differ signifi-
cantly from unforced trends (Table 1a). This result shows that the
observed pattern of change over 1963—87 is similar to model-
predicted signals that incorporate CO, effects, whereas ‘natural’
patterns of change over 25-year periods are not®.

On shorter timescales (10 and 15 years) signal-to-noise ratios
decrease and significance results show a seasonal dependence,
with fewer significant trends for both JJA and annually averaged
data. There is also a dependence on the CGCM used to estimate
noise properties, with higher noise levels (see Fig. 3) and fewer
significant results for noise estimates obtained from the HC
control run. The reverse applies for the MPI noise estimates.
The 10- and 15-year results show why natural variability makes it
difficult to evaluate the significance of short timescale trends,
such as the lower tropospheric temperature changes estimated
since 1979 from the satellite-based Microwave Sounding
Unit*47,

Restricting pattern comparisons to 500—850 hPa yields a clear
discrimination between the CO,-only signals and signals that
incorporate aerosol effects (Table 1b). In DJF and in the annually
averaged data, the 25-year R(¢) signal trends are highly significant
for the SC-TP, SC-HC, COMBI1 and COMB2 signals, but not for
COMB3 (except for annually averaged data relative to the MPI
noise) or the CO,-only signals. As noted above, this result arises
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mainly from the relatively lower Northern Hemisphere warming
that is common to the observations and the combined forcing
signals. Again, none of the shorter-timescale trends in R(¢) achieve
significance at the 5% level or better.

Equilibrium and transient signal similarity

We have shown above that the TP equilibrium and HC transient
signals yield very similar detection results when compared with the
observed radiosonde data. This does not necessarily signify that
the TP and HC signals are themselves correlated. Such similarity
between equilibrium and transient signal patterns is implicitly
assumed in any detection study that makes use of equilibrium
signals*®. To test this assumption in a rigorous way would require
signal estimates from both types of experiment performed with
the same model. These were not available here. We gain some
indication of the similarity between equilibrium and transient
results by computing pattern correlations (see equation (1))
between the TP and HC signals over the 50-850hPa and 500-
850 hPa domains. For the full vertical domain, the key correlations
for annually averaged data (and for HC signals that are decadal
averages for the 1990s) are R{C-TP:C-HC} = 0.87; R{SC-TP:SC-
HC} = 0.85. For the low- to mid-troposphere the key result is
R{SC-TP:SC-HC} = 0.61. Note, however, that the CO,-only
signals in the TP and HC experiments are uncorrelated over
500-850 hPa (R{C-TP:C-HC} = —0.05).

A further assumption underlying our detection strategy is
that the transient signal is relatively stable with time over the
period relevant for a comparison with observations®. We tested
this by computing correlations between decadally averaged
HC signal patterns for the modelled ‘1980s’ and ‘1990s’ R
{C-HC80:C-HC90} = 0.97; R{SC-HC80:SC-HC90} = 0.98 (for
50-850hPa) and R{SC-HC80:SC-HC90} =0.93 (for 500-
850 hPa).

These results illustrate that the signal components of most
interest here—stratospheric cooling/tropospheric warming (in
experiments that incorporate CO, effects) and hemispheric-
scale temperature asymmetry (in experiments that include aerosol
effects)—are similar in the TP and HC experiments and are
relatively stable over the time period of the HC integrations
relevant for comparison with the radiosonde data. We note,
however, that these findings are not necessarily of general applic-
ability to different models, climate variables and geographical
domains.

Conclusions

Our results suggest that the similarities between observed and
model-predicted changes in the zonal-mean vertical patterns of
temperature change over 1963—-87 are unlikely to have resulted
from natural internally generated variability of the climate system.
This conclusion holds for pattern comparisons over 50-850 hPa,
which focus on the large-amplitude signal of stratospheric cooling
and tropospheric warming, and for comparisons over 500-
850hPa, which emphasize hemispheric-scale temperature
asymmetries in the lower atmosphere. Stratospheric cooling and
tropospheric warming are common to the observations and all
signals that incorporate CO, effects, whereas hemispheric
asymmetry is an observed feature that is found only in model
experiments that incorporate aerosol effects.

The main uncertainties in our work relate to:

(1) Estimates of the relative magnitudes and spatial and
temporal evolution of the different forcings®*, including those
human factors represented here (greenhouse gases, direct sul-
phate aerosol effects and stratospheric ozone), those not specifi-
cally represented here (such as indirect aerosol effects****, other
anthropogenic aerosols®?, tropospheric ozone and other non-
CO, greenhouse gases™), and purely natural forcings (for
example, variations in solar output and volcanic aerosol loadings).

(2) The simulated response to forcing, including model-depen-
dent factors such as global and regional sensitivity, which in turn
depend on model parametrizations (for example, for clouds,
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which directly affect global sensitivity™, and for oceanic vertical
mixing, which may affect interhemispheric asymmetry).

(3) The realism of CGCM-derived estimates of natural internal
variability on decadal and longer timescales™, and the neglect of
the variability arising from natural external forcings.

(4) The existence of time-varying instrumental biases in the
radiosonde data, and their incomplete spatial coverage”*~".

Where possible, we have attempted to explore the sensitivity of
our principal results to these uncertainties. For comparisons
focusing on the pattern of stratospheric cooling and tropospheric
warming, we have shown that the significant 25-year R(¢) trends
are seasonally robust. They are insensitive to uncertainties in the
signals examined here (as shown by our use of equilibrium and
transient signals from models with differences in physical pro-
cesses and in their treatment of direct aerosol effects), in the
magnitude of the direct aerosol forcing (as shown by COMB3),
and in the incorporation of stratospheric O; effects (as shown by
COMBI and COMB?2). Finally, they are robust to uncertainties in
the CGCM estimates of natural internal climate variability used
here—to achieve non-significant results on 25-year timescales
would require noise levels for ‘unforced’ R(¢) trends to be roughly
twice as large as those estimated here.

The situation is more equivocal for model-observed com-
parisons focusing on hemispheric temperature-change asymme-
tries in the lower atmosphere. Here, too, the 25-year R(¢)
temperature trends are generally robust to CGCM differences
in natural internal variability and to signal uncertainties arising
from model differences in physical processes and in the repre-
sentation of direct aerosol effects. They are, however, sensitive to
uncertainties in the magnitude of the aerosol forcing (as shown by
COMB3). Although this points towards the need for caution in the
interpretation of our results, we note that the observations are in
better agreement with the larger aerosol forcing and hemispheric
asymmetry in COMB1 and COMB?2 than with the reduced forcing
and asymmetry in COMB3. This may reflect our effective incor-
poration of some of the pattern characteristics of indirect aerosol
forcing in the response to direct forcing?. For this to be the case
would require a hemispherically asymmetric indirect aerosol
effect, and there is evidence to support this in recent modelling
studies® and satellite observations of interhemispheric differ-
ences in cloud liquid-water droplet size®.

This investigation shows the clear need for modelling experi-
ments with simultaneous changes in CO,, O; and anthropogenic
sulphate aerosols. Our use of linear superposition to assess the
possible effects of ozone changes on a CO, + aerosol signal
should be regarded as a sensitivity study only. The incorporation
of stratospheric O; effects in this way improves the fit with
observations by reducing the height of the transition from strato-
spheric cooling to tropospheric warming. The implication of this
result and other recent work'*"® is that climate-change detection
investigations that ignore possible ozone effects are likely to be
searching for a sub-optimal signal (at least in terms of vertical
temperature changes).

There is scope to reduce uncertainties in the observational data.
We tested the robustness of our results to these uncertainties by
comparing the radiosonde data with a reanalysis of operationally
produced climate data. At present, this comparison is only
possible after 1979. The extension of this reanalysis back to the
early 1960s will allow better evaluation of the reliability of long-
term trends in the radiosonde data. This will also be facilitated by
other reanalysis efforts® and compilations of quality-controlled
radiosonde data®”.

Although we have identified a component of the observational
record that shows a statistically significant similarity with model
predictions, we have not quantified the relative magnitude of
natural and human-induced climate effects. This will require
improved histories of radiative forcing due to natural and anthro-
pogenic factors, and numerical experiments that better define an
anthropogenic climate-change signal and the variability due to
purely natural causes. O
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